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Abstract

Grounding on external knowledge to gener-001
ate responses is an effective method to miti-002
gate hallucinations for Large Language Models003
(LLMs). However, current LLMs struggle to004
weave knowledge into responses seamlessly005
while ensuring fidelity like humans, often pro-006
ducing outputs that are either unsupported by007
external knowledge or overly verbose and un-008
natural. In this work, to break the trade-off be-009
tween fidelity and expressiveness, we propose010
Collaborative Decoding (CoDe), which inte-011
grates the output probabilities with and without012
external knowledge based on their distribution013
divergence and model confidence to dynami-014
cally arouse relevant and reliable expressions015
from model’s internal parameter. Additionally,016
a knowledge-aware reranking mechanism is de-017
signed to prevent the model from being overly018
confident in its prior parameter knowledge and019
from ignoring the given external knowledge.020
With extensive experiments, our plug-and-play021
CoDe achieved excellent performance in en-022
hancing fidelity without sacrificing expressive-023
ness on different LLMs and metrics, proving024
its effectiveness and generality. 1025

1 Introduction026

Although large language models (LLMs) have027

achieved remarkable performance across a vari-028

ety of tasks in recent studies (Bai et al., 2023;029

Yang et al., 2023a; Touvron et al., 2023; OpenAI,030

2023a,b), they remain prone to hallucination, gener-031

ating content that appears plausible but is factually032

incorrect (Ji et al., 2023; Huang et al., 2025). Re-033

search suggests that this issue faced by LLMs stems034

from their knowledge boundaries (Ren et al., 2023),035

lack of long-tail knowledge (Kandpal et al., 2023),036

and outdated internal knowledge. These limita-037

tions hinder the practical application of LLMs. To038

mitigate such issues, augmenting LLMs with exter-039

nal knowledge by incorporating it into the model’s040

1The code will be released at GitHub upon publication.

Are you a basketball fan?

Of course! Stephen Curry is my favorite NBA 

player! Did you know he has a brother?

Yes, I am a fan of the five-player sport. Are you?

Dialogue history

Knowledge chunk

On June 9, 2021, Seth Curry became the first player in 

76ers franchise history to make at least five three-pointers 

in consecutive playoff games. On February 9, 2024, Seth 

Curry was traded to the Charlotte Hornets.
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Wow, really? Stephen Curry's 

brother Seth Curry is also a NBA 

player! He currently plays for the 

Philadelphia 76ers as a point guard. 

That's cool! Yes, Stephen 

Curry has a brother named Seth 

Curry, who is also a professional 

basketball player. He's played for 

several teams, including the 

Charlotte Hornets.

Seth is the older brother of 

Stephen Curry. On June 9, 2021, he 

became the first player in 76ers 

franchise history to make at least five 

three-pointers in consecutive playoff 

games. On February 9, 2024, he was 

traded to the Charlotte Hornets.

Seth Curry plays as a guard in 

NBA. On June 9, 2021, Seth Curry 

became the first player in 76ers 

franchise history to make at least five 

three-pointers in consecutive playoff 

games. On February 9, 2024, he was 

traded to the Charlotte Hornets.

verbose knowledge copying

(a)
(b)

(c) (d)

𝒙

𝒚

Ignore  user’s query

Figure 1: Examples exhibits the trade-off between ex-
pressiveness and fidelity in LLMs. Higher x-coordinates
correspond to higher fidelity, and higher y-coordinates
correspond to better expressiveness. Examples (a), (c),
and (d) are constrained by the trade-off, whereas our
approach break it and generate responses like (b).

input for reference is a promising way, which sig- 041

nificantly improved the factuality of the generated 042

content. In particular, Retrieval-Augmented Gener- 043

ation (RAG) paradigm has been widely used. 044

However, such external-knowledge-augmented 045

LLMs like RAG still face two significant chal- 046

lenges. First, current LLMs could generate content 047

that contradicts or is unsupported by the external 048

knowledge, as illustrated in response (a) and (c) of 049

Figure 1. Second, current LLMs struggle to seam- 050

lessly weave external knowledge into response like 051

humans, often resulting in issues such as poor in- 052

teractivity, dullness, and redundancy (Chen et al., 053

2023; Yang et al., 2023b). As shown in response (d) 054

of Figure 1, the LLM simply replicates the provided 055
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knowledge rather than offering a direct reply to the056

user’s greeting. This approach significantly reduces057

the interaction’s engagement. Numerous methods058

have been proposed to alleviate the first challenge059

(Deng et al., 2023; Sun et al., 2023b; Zhang et al.,060

2024; Liang et al., 2024), but they ignore the second061

challenge and even make it worse. A user-preferred062

LLM assistant must generate responses that are063

grounded in the given knowledge, which we de-064

fine as fidelity (or faithfulness), and it must also065

creatively utilize external knowledge to produce066

natural, diverse, and engaging responses, which067

we term expressiveness. Unfortunately, Chawla068

et al. (2024) discovered a trade-off between these069

two objectives by experimentally masking the di-070

alogue history and the external knowledge in the071

model’s input, revealing the inherent challenges072

in balancing fidelity and expressiveness. We ex-073

panded this investigation on decoding strategies074

and discovered that there is a similar trade-off in075

section 3.2. Content generated using deterministic076

decoding suffers from poor expressiveness, while077

stochastic decoding results in low fidelity.078

To break the trade-off between fidelity and079

expressiveness for LLMs, we propose a novel080

Collaborative Decoding (CoDe) method. CoDe081

integrates the output probabilities with and with-082

out external knowledge based on their distribution083

divergence and model confidence to dynamically084

arouse relevant and high-confidence natural expres-085

sions from model’s internal parameter. Specifically,086

we utilize Jensen-Shannon Divergence (JSD) to087

characterize the distribution differences and com-088

bine local confidence (the highest probability) with089

global uncertainty (distribution entropy) to mea-090

sure model confidence, facilitating complementary091

cooperation between two distributions. This ap-092

proach, which improves expressiveness without093

relying on the introduction of randomness, effec-094

tively avoids hallucinations resulting from stochas-095

tic sampling. Furthermore, to prevent the model096

from being overly confident in its prior parameter097

knowledge and ignoring retrieval information, we098

designed a knowledge-aware reranking mechanism099

for CoDe. This mechanism reranks the top-k suit-100

able tokens based on their awareness of external101

knowledge (considering both semantic and atten-102

tion perspectives), thereby ensuring fidelity.103

Our contributions are summarized as follows:104

• We probe the trade-off between expressive-105

ness and fidelity for external-knowledge-106

augmented LLMs on decoding strategies. 107

• We propose a novel method CoDe, which 108

effectively boosts both fidelity and expres- 109

siveness for LLM assistants in knowledge- 110

grounded scenarios, without introducing any 111

additional training, model, or reflection. 112

• We validated CoDe’s generalization and su- 113

periority through experiments compared with 114

ten baseline decoding methods on six LLMs, 115

three datasets, and nine automatic metrics. 116

2 Related Work 117

2.1 Hallucinations in Text Generation 118

Hallucination refers to the generation of LLMs ap- 119

pears plausible but is factually incorrect (Zhang 120

et al., 2023c). Existing research has thoroughly 121

investigated hallucination from multiple perspec- 122

tives, including its origins (McKenna et al., 2023; 123

Dziri et al., 2022b), detection methods (Zhang et al., 124

2023a; Manakul et al., 2023; Fadeeva et al., 2023), 125

and mitigation strategies (Choi et al., 2023; Chuang 126

et al., 2023; Li et al., 2023a). An effective solu- 127

tion to mitigate hallucination is resorting to the 128

external knowledge, commonly known as Retrieval- 129

Augmented Generation (RAG). Some studies train 130

models to produce fewer hallucinations by con- 131

structing training data, such as preference-aligned 132

data or human-annotated data, to obtain ground- 133

truth responses that focus more on fidelity (Liang 134

et al., 2024; Zhang et al., 2024). Some CoT-based 135

works (Zhou et al., 2022; Chae et al., 2023; Yu 136

et al., 2024) externalize implicit knowledge from 137

the backbone LLM to assist generation in the man- 138

ner of Chain-of-Thought (Wei et al., 2022) or per- 139

form self-reflection (Asai et al., 2024). Compared 140

with them, our CoDe serves as a nearly free-lunch 141

for alleviating hallucination, which does not require 142

additional training, model, or prolonged reflection. 143

2.2 Generation Decoding Strategy 144

Decoding strategies focus on how to select the next 145

token from the probability distribution of the vocab- 146

ulary. Popular decoding approaches include greedy 147

decoding, beam search, and top-k sampling. Nu- 148

cleus (top-p) sampling considers a dynamic num- 149

ber of words that cumulatively reach the proba- 150

bility p (Holtzman et al., 2020). These stochastic 151

strategies promote diversity at the cost of seman- 152

tic consistency (Basu et al., 2021; Su et al., 2022), 153

and are correlated with hallucination (Dziri et al., 154
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2022a). Recently, decoding methods based on con-155

trastive probability distributions have attracted con-156

siderable attention in the community. Contrastive157

decoding (Li et al., 2023b) maximizes the differ-158

ence between expert log-probabilities and amateur159

log-probabilities to improve fluency and diversity.160

DoLa (Chuang et al., 2023) contrasts the logits161

of mature layer and pre-mature layers to mitigate162

hallucinations in LLMs. CAD amplifies the differ-163

ence between output probabilities with and with-164

out the context document to highlight the external165

knowledge (Shi et al., 2024). VCD contrasts output166

distributions derived from original and distorted vi-167

sual inputs to mitigate the object hallucinations in168

Large Vision-Language Models (Leng et al., 2023).169

Similar to these contrastive approaches, CoDe also170

involves the integration of two distributions. Previ-171

ous methods failed to achieve a win-win situation172

in terms of fidelity and expressiveness, while CoDe173

achieves that by complementary collaboration.174

3 Preliminaries175

3.1 Task Formulation176

We consider an LLM parametrized by θ. The input177

to the LLM consists of a task-specific instruction178

I, a dialogue history h across multiple dialogue179

turns, the user utterance of the current turn u, and180

relevant external knowledge k = (k1, . . . , km) for181

the current turn, where m represents the number182

of tokens in k. For convenience, we define the183

conversation context x = [I;h;u]. At each time184

step, the LLM predicts the next token based on185

the input and the previously generated tokens y<t,186

yielding logits over the vocabulary:187

logitθ(yt|·) = LLMθ(x,k,y<t). (1)188

Next, the probability distribution at step t could189

be obtained by passing through a softmax layer.190

Finally, based on the probabilities p(yt|·)θ, several191

decoding strategies are employed to select the next192

token yt.193

y ∼ pθ(yt|x,k,y<t) ∝ exp logitθ(yt|·). (2)194

3.2 Pilot Observations and Insights195

There remains considerable potential for im-196

provement in expressiveness and fidelity. Pro-197

viding external knowledge as a reference for LLM198

could reduce the expressiveness of the generated199

responses. LLMs often take a shortcut by directly200

w.o. knowledge

w.o. knowledge

w.o. knowledge

Sampling methods

Fidelity-enhancing methods

Regular method

Figure 2: The trade-off between fidelity and expressive-
ness of current decoding strategies on Qwen2.5-chat
models at different scales. The dashed line indicates the
expressiveness score without referring to knowledge.

extracting and copying external knowledge to gen- 201

erate informative responses, as shown in (c) and 202

(d) of Figure 1. Figure 2 indicates that, when pro- 203

vided with external knowledge, the expressiveness 204

score of generated responses declines, suggesting 205

that LLMs tend to prioritize delivering the external 206

knowledge to the user and overlook to maintain 207

coherence, naturalness, and engagingness. There 208

exists knowledge Fidelity Gap Between LLMs and 209

Humans. LLMs may generate content that con- 210

tradicts the external knowledge due to erroneous 211

reasoning or prioritization of their internal knowl- 212

edge, as shown in (a) and (c) of Figure 1. Figure 213

8 indicates that the fidelity of the responses gen- 214

erated by several widely-used open-source LLMs 215

still lags behind that of human-generated content. 216

There exists trade-off Between Expressiveness 217

and Knowledge Fidelity on current decoding 218

strategies. The results in Figure 2 indicate that 219

the content generated using deterministic decod- 220

ing suffers from poor expressiveness, while that 221

produced through stochastic decoding often lacks 222

fidelity. In addition, smaller models are more af- 223

fected by decoding strategies. This paper aims to 224

break the trade-off and achieve a win-win situation 225

for fidelity and expressiveness. 226

4 Approach 227

In this section, we introduce the Collaborative De- 228

coding (CoDe) method for external-knowledge- 229

augmented LLM assistant, which consists of two 230

key components, as shown in Figure 3. 231

4.1 Adaptive Dual-Stream Fusion 232

As we analyzed in Section 3.2 , when provided 233

with external knowledge in the input, the model 234
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Knowledge chunk

I am a basketball fan! I watched The Bulls in 

the 90s when they were the Dream Team.

<s> Wow, that's amazing! Michael Jordan 

played for Chicago Bulls and Washington  

Wizards for 15 seasons. Do you like the  

Bulls because of Michael Jordan?

Dialogue History

Generated Response

Michael Jordan played 15 seasons in the NBA for 

Chicago Bulls and Washington Wizards.

Adaptive Dual-Stream 

Fusion Module

… …

Cool

Well

Wow

…

LLM

H
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H R
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…
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Do

…
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Wow
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!
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Expressiveness-Oriented Stream
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Knowledge-Aware 
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candidates

knowledge

knowledge tokens

Next 
token?
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argmax
𝑦𝑡

Attentive rewards
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Figure 3: An overview of the CoDe method. CoDe consists of two key components: Adaptive Dual-Stream
Fusion Module fuses two complementary generation streams adaptively based on model confidence and distribution
divergence to integrate relevant and reliable internal knowledge with external knowledge; Knowledge-Aware
Reranking Module selects high-fidelity tokens based on semantic and attentive rewards to prevent the model from
being overly confident in its prior parameter knowledge and ensure fidelity.

tends to copy knowledge fragments, diminishing235

its expressive power. Although stochastic decoding236

methods such as top-k (Fan et al., 2018) and nu-237

cleus sampling (Holtzman et al., 2020) could allevi-238

ate this issue, their inherent probabilistic sampling239

nature inevitably compromises fidelity, leading to240

severe hallucinations. Therefore, we aim to de-241

sign a method beyond introducing randomness to242

enhance expressiveness while maintaining fidelity.243

Distribution Collaboration. Inspired by the de-244

sign of contrastive decoding (Li et al., 2023b), we245

propose a novel dual-stream fusion decoding ap-246

proach. In contrast to their work, our approach em-247

phasizes complementary collaboration between the248

two output distributions, each focusing on differ-249

ent aspects, rather than filtering out errors through250

contrast. Specifically, CoDe generates two distinct251

output distributions: one conditioned only on the252

conversation context x (expressiveness-oriented253

stream), and the other on both the relevant ex-254

ternal knowledge k and conversation context x255

(faithfulness-oriented stream). Then, a new col-256

laborative probability distribution is computed by257

fusing two steams to break the trade-off, and is258

formulated as:259

pCoDe(yt) = softmax[α logitθ(yt|x,k,y<t)

+ (1− α) logitθ(yt|x,y<t)],
(3)260

where larger α indicates more weight on the261

faithfulness-oriented stream. The Equation 3 could262

also be written as: 263

pCoDe ∝ pθ(yt|x,y<t)

(
pθ(yt|x,k,y<t)

pθ(yt|x,y<t)

)α

.

(4) 264

In this formulation, we model the prior knowl- 265

edge as pθ(yt|x,y<t), which predcits the response 266

solely based on the model’s internal knowledge. 267

The posterior probability pθ(yt|x,k,y<t) denotes 268

the probability updating given the observation of 269

external knowledge k. CoDe dynamically ad- 270

justs the model’s output probability distribution 271

using pointwise mutual information (PMI) between 272

knowledge k and generation yt, which enhances 273

the probabilities of candidate tokens that have a 274

stronger association with external knowledge in the 275

original distribution. 276

Adaptive Fusion Weights α. To mitigate the is- 277

sue of hallucinations caused by low-probability and 278

irrelevant tokens in the prior distribution, we adap- 279

tively adjust the parameter α based on model confi- 280

dence and distribution divergence. When internal 281

knowledge has low relevance to external knowl- 282

edge or models exhibit high uncertainty, CoDe 283

suppresses the reliance on internal knowledge and 284

emphasizes the role of external knowledge. 285

α =
δ · Ck

t

Cc
t + δ · Ck

t

, (5) 286

where Ck
t and Cc

t denotes the confidence of poste- 287

rior knowledge and the confidence of prior knowl- 288
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edge, δ denotes the distribution divergence.289

Uncertainty can act as a metric to determine290

when to trust LLMs (Manakul et al., 2023; Huang291

et al., 2023; Duan et al., 2023). Inspired by Zhang292

et al. (2023b), we model the factual confidence293

from two points of view: local confidence and294

global uncertainty. Local confidence pmax is de-295

fined as the highest probability among the candi-296

date tokens, while global uncertainty Ht is defined297

as the entropy of the entire probability distribution:298

pmax = max
yt∈V

p(yt),

Ht = −
∑
yt∈V

p(yt) ∗ log2(p(yt)).
(6)299

We then synthesize pmax and Ht using the ge-300

ometric mean function, deriving the confidence301

score Ct as follows:302

Ct = 2

√
pmax

Ht + η
, (7)303

where η is a small constant prevents value overflow.304

When the prior probability distribution signifi-305

cantly diverges from the posterior probability dis-306

tribution, it indicates a conflict between internal307

knowledge and external knowledge. In such cases,308

we prioritize the external knowledge and reduce the309

weight of prior distribution. Conversely, if the two310

distributions are similar, it suggests that they are311

describing closely relevant content. Under these312

circumstances, we increase the weight of the prior313

distribution, leveraging the knowledge acquired314

during the pre-training phase to generate, thereby315

enriching the expressiveness of the response con-316

tent. Specifically, we incorporate the following317

dynamic parameter δ into the design of α:318

δ = γ · exp(JSD (pc(yt)∥pk(yt))), (8)319

where JSD(·, ·) denotes the Jensen-Shannon Diver-320

gence, and γ is a scale factor.321

4.2 Knowledge-Aware Reranking322

To prevent the model from being overly confident323

in its prior parameter knowledge and thereby ig-324

noring retrieval information, we further design a325

knowledge-aware reranking mechanism for CoDe,326

as shown in the equation below:327

p̂CoDe(yt) = topK
{
(1− β) pCoDe(yt)+

β

2

[
max
ki∈k

{sim(hyt , hki)}+max
kj∈k

{att(yt, kj)}
]}

,

(9)328

where larger β values indicate a stronger amplifica- 329

tion of fidelity, h denotes the hidden states, sim(·, ·) 330

denotes the cosine similarity, and att(yt, kj) de- 331

notes the attention weight between yt and kj after 332

max-pooling for all the layers and attention heads. 333

The knowledge-aware reranking mechanism 334

guarantees fidelity from two respects: (1) seman- 335

tic reward: the design prefers tokens that exhibit 336

high semantic similarity to tokens in the external 337

knowledge; (2) attentive reward: the design prefers 338

tokens that pay more attention to the knowledge 339

segment. Semantic rewards are calculated as the 340

cosine similarity between the candidate token and 341

all knowledge tokens, while attentive rewards are 342

derived by selecting the highest attention score on 343

all knowledge tokens. As illustrated in Figure 3, 344

when there is a conflict between the model’s inter- 345

nal knowledge and external knowledge (LLM indi- 346

cates that "Jordan played for 14 seasons", while the 347

external knowledge suggests that "he played for 15 348

seasons"), knowledge-aware reranking mechanism 349

strengthens the awareness of external knowledge, 350

thereby selecting the correct result (14 → 15). 351

The final prediction yt is obtained by selecting 352

the token that achieves the highest overall fidelity 353

and expressiveness among the top-K candidates: 354

yt = argmax p̂CoDe(yt). (10) 355

5 Experiments 356

5.1 Experimental Setup 357

Datasets. We conducted experiments on three 358

information-seeking dialogue datasets: FAITH- 359

DIAL (Dziri et al., 2022a), HalluDial (Luo et al., 360

2024), and Wizard of Wikipedia (WoW) (Dinan 361

et al., 2018). These datasets provide dialogue con- 362

texts and external knowledge to generate responses, 363

matching the task scenario we aim to investigate. 364

For a detailed description of the datasets, please 365

refer to the Appendix B. 366

Models. We selected six representative LLMs with 367

varying sizes, architectures, and training data for 368

evaluation, including Llama2-7B-chat (Touvron 369

et al., 2023), Llama-3.1-8B-chat (Grattafiori et al., 370

2024), Mistral-7B-Instruct-v0.2 (Jiang et al., 2023), 371

Qwen-2.5-3B-chat, Qwen-2.5-7B-chat, Qwen-2.5- 372

14B-chat (Qwen et al., 2025). For implementation 373

details, please refer to the Appendix D. 374

Baselines. We choose ten decoding methods as 375

the baselines. Search Methods: Greedy Decod- 376

ing (Greedy), Beam Search (Beam) (Boulanger- 377

Lewandowski et al., 2013), Contrastive Search (CS) 378
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Method
FAITHDIAL HalluDial

Expressiveness Faithfulness Expressiveness Faithfulness

DIV COH CRE F-Critic H-Judge K-BP DIV COH CRE F-Critic H-Judge K-BP
Greedy 31.4 57.3 30.0 28.5 86.9 60.9 36.9 64.6 30.1 30.2 87.8 61.2
Beam 30.8 57.6 25.6 31.3 89.3 64.9 36.1 64.4 24.3 31.5 89.0 65.7
CS 33.9 55.4 30.0 30.9 83.2 58.7 37.5 64.6 30.2 30.4 88.7 60.9
FECS 32.8 56.8 28.0 31.6 88.1 63.5 39.4 64.4 30.4 31.0 89.9 64.3
top-k 36.2 57.2 34.5 21.8 75.3 56.8 40.7 63.8 36.0 21.1 73.0 56.4
Nucleus 35.6 57.2 34.3 23.4 79.7 57.4 39.9 64.1 34.6 25.3 79.0 57.8
F-Nucleus 34.1 57.3 32.9 24.3 82.0 58.6 38.5 64.4 32.3 25.7 82.4 59.1
CD 35.0 55.9 31.3 22.6 76.2 57.0 38.4 62.9 30.5 24.1 78.9 57.3
DoLa 32.8 56.2 32.3 31.4 87.3 61.2 39.0 64.0 33.6 32.2 89.1 60.4
CAD 29.2 52.8 21.7 32.1 90.4 67.0 35.4 59.8 22.3 33.6 90.4 67.3
CoDe 35.6 57.6 29.9 32.4 90.8 67.0 40.9 64.9 29.8 34.3 90.4 67.5

Table 1: Automatic evaluation results on the FAITHDIAL and HalluDial dataset (Llama2-7B-chat). The best results
are highlighted with bold. The second-best results are highlighted with underline.

Method BLEU-2/4 METEOR ROUGE-L
Greedy 17.0/8.0 20.1 27.1
Beam 17.7/8.7 21.0 28.2
CS 16.4/7.6 18.7 25.7
FECS 18.4/8.8 20.8 28.1
top-k 14.3/6.2 18.2 24.0
Nucleus 14.8/6.4 18.5 24.5
F-Nucleus 15.6/7.0 18.9 25.4
CD 13.6/5.9 17.6 24.5
DoLa 18.1/8.7 20.0 27.7
CAD 18.6/8.9 21.2 27.6
CoDe 19.2/9.5 22.6 29.3

Table 2: Automatic Evaluation results on the FAITH-
DIAL dataset (Llama2-7B-chat).

(Su et al., 2022), and FECS (Chen et al., 2023).379

Stochastic Methods: Top-k Sampling (Fan et al.,380

2018), Nucleus Sampling (Nulceus) (Holtzman381

et al., 2020), and Factual-Nucleus Sampling (F-382

Nucleus) (Lee et al., 2023). Contrastive Methods:383

Contrastive Decoding (CD) (Li et al., 2023b), DoLa384

(Chuang et al., 2023), and Context-Aware Decod-385

ing (CAD) (Shi et al., 2024). The details of the386

baseline introduction and hyperparameter settings387

are found in the Appendix C.388

5.2 Experimental Results389

5.2.1 Automatic Evaluation390

We conducted a comprehensive automated evalua-391

tion based on nine metrics from three perspectives:392

Faithfulness. To evaluate faithfulness, we adopted393

the BERT-Precision between the knowledge and394

generated response (K-BP) following Chen et al.395

(2023); F-Critic, the average entailment score on396

FaithCritic (an NLI-based finetuned model) intro-397

duced by Dziri et al. (2022a); H-Judge, the ratio398

(a) CoDe (b) CAD (c) Nucleus 

Density 

Coverage

Figure 4: Comparison of knowledge utilization patterns
among CoDe, CAD and Nucleus. A more focused dis-
tribution towards the bottom-right is preferable.

of samples judged to be faithful by Hallujudge (a 399

specialized LLM-as-a-Judge model) (Luo et al., 400

2024). 401

Expressiveness. We considered the model’s ex- 402

pressiveness in terms of three aspects: diversity 403

(DIV), context coherence (COH), and the creativity 404

in knowledge utilization (CRE). DIV is calculated 405

as the geometric mean of Distinct-n (n=1, 2, 3, 4) 406

(Li et al., 2016). A high DIV score means that the 407

generation is lexically diverse. Following Su et al. 408

(2022) and Li et al. (2023b), we approximated co- 409

herence by cosine similarity between the sentence 410

embeddings of context x and generation y. To cal- 411

culate CRE, we used the COVERAGE divided by 412

the square root of DENSITY (Grusky et al., 2020). 413

A higher CRE score indicates that the response uti- 414

lizes more knowledge in a non-extractive manner. 415

More details can be found in Appendix E. 416

Quality. To assess the overall quality of generated 417

responses, we selected three widely-used metrics 418

based on calculating overlap with the ground-truth: 419

BLEU (Papineni et al., 2002), METEOR (Banerjee 420

and Lavie, 2005), and ROUGE (Lin, 2004). For all 421
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Model Method Expressiveness Faithfulness Quality

DIV COH CRE F-Critic H-Judge K-BP BLEU-2/4 METEOR ROUGE-L

Llama-3.1-8B-chat
Regular 34.4 53.4 34.2 46.6 92.2 67.7 21.6/10.4 22.2 31.0
CoDe 35.7 54.5 33.8 50.2 94.0 71.7 21.9/10.8 23.5 30.8

Mistral-7B-Instruct-v0.2
Regular 34.2 59.5 41.3 21.8 89.8 59.9 15.0/6.7 19.6 25.2
CoDe 35.4 59.9 38.7 24.3 91.3 62.7 15.5/6.9 20.6 25.0

Qwen-2.5-3B-chat
Regular 37.7 52.4 37.6 38.7 90.5 56.2 18.6/8.5 16.2 25.8
CoDe 39.4 54.4 37.0 42.9 92.9 61.3 20.9/9.8 18.9 27.4

Qwen-2.5-7B-chat
Regular 36.8 55.7 40.5 36.0 91.2 61.6 16.8/7.6 18.5 25.5
CoDe 37.7 55.8 40.8 39.6 92.8 64.8 17.6/8.0 20.6 26.4

Qwen-2.5-14B-chat
Regular 37.8 53.6 39.3 36.6 91.9 65.4 21.7/10.3 21.6 30.1
CoDe 38.6 53.6 39.6 36.9 92.6 66.2 22.4/10.5 22.0 30.7

Table 3: More automatic evaluation results compared with regular decoding strategy on the FAITHDIAL dataset.
Regular denotes widely-used greedy search method in dialogue generation.

of the above metrics, higher is better (↑).422

As shown in Table 1 and Table 5, our CoDe sur-423

passes all of the ten baseline decoding methods424

in terms of three faithfulness metrics. The supe-425

rior performances of CoDe are consistent among426

three datasets. In terms of diversity and relevance427

metrics, our approach achieve top-2 performance.428

The results of the CRE metric indicate that CoDe429

exhibits less direct copying of knowledge snip-430

pets than other fidelity-enhancing methods such as431

Beam Search and CAD. We delve deeper into the432

knowledge utilization patterns, which are shown433

in Figure 4. We observe that CoDe’s density dis-434

tribution is positioned lower than CAD’s, and its435

coverage is higher compared to sampling meth-436

ods. This suggests that our approach expresses437

knowledge in a more natural and diverse manner.438

Tables 2 and 6 demonstrate that CoDe performs439

more closely to the ground-truth in traditional met-440

rics, indicating its overall better performance. The441

results in Table 3 show that CoDe significantly im-442

proves fidelity and expressiveness across models of443

different sizes, architectures, and training corpora.444

Especially on Llama2-7B-chat and Qwen-2.5-3B-445

chat, our method outperforms the regular greedy446

method by +3.9% and +2.4% H-Judge score on447

the FAITHDIAL dataset, respectively. We also no-448

tice that CoDe enables the 3B small LLM to out-449

perform larger models on DIV, COH, F-Critic, and450

H-Judge, demonstrating its effectiveness.451

5.2.2 LLMs-based Evaluation452

We further resort to GPT-4, a strong closed-source453

LLM, to conduct LLM-as-a-Judge style evalua-454

tions (Liu et al., 2023; Chiang and yi Lee, 2023;455

Zheng et al., 2023). Typically, we randomly sam-456

pled 200 data samples from the test set of FAITH-457

DIAL. We then employed five decoding methods458

CoDe (Ours) Beam CAD NucleusGreedy

Llama2-7B-chat Llama3.1-8B-chat

Figure 5: LLM-based evaluation results on the FAITH-
DIAL dataset (Llama2-7B-chat).

to generate responses and requested GPT-4 to as- 459

sign scores from 1 to 5 according to the following 460

criteria: Naturalness (Nat.), Coherence (Coh.), In- 461

formativeness (Inf.), Creativity (Cre.), Faithfulness 462

(Fai.), and Factuality (Fac.), strictly adhering to 463

the established rating strategy (Fu et al., 2023). 464

More evaluation details are found in Appendix E.2. 465

From Figure 5, we observe that CoDe effectively 466

breaks the trade-off between expressiveness and 467

fidelity, achieving the best overall performance. In 468

contrast, nucleus sampling and fidelity-enhanced 469

CAD, inevitably lean towards one side of the two 470

dimensions. Compared to the regular greedy search 471

method, our Code demonstrates notable enhance- 472

ments across nearly all dimensions, aligning with 473

the automated evaluation outcomes in Table 3. 474

5.2.3 Human Evaluation 475

Considering the potential biases in automated eval- 476

uations and LLM-based evaluations, we also con- 477

ducted human evaluations. We randomly selected 478

200 samples from the FaithDial test set for evalu- 479

ation. Given the dialogue context, related knowl- 480

edge and the responses generated by CoDe and its 481

baselines, five well-educated annotators were asked 482

to choose the superior response based on three cri- 483
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(a) CoDe vs. Greedy (b) CoDe vs. Beam (c) CoDe vs. Nucleus (d) CoDe vs. CAD

CoDe wins Tie Baseline wins

Creativeness

Naturalness 

Faithfulness 

Figure 6: Human evaluation results on the FAITHDIAL dataset (Llama2-7B-chat). The result is statistically
significant with p-value < 0.05, and Kappa (κ) falls between 0.5 and 0.7, suggesting moderate agreement.

Setup Expressiveness Faithfulness

DIV COH CRE F-Critic H-Judge K-BP
A CoDe 35.2 57.6 29.9 32.4 90.8 67.0
B -α 34.9 57.5 32.1 30.1 89.2 64.7
C -EOS 34.7 56.8 27.3 32.3 90.8 67.3
D -Sem 35.0 57.1 29.6 31.4 88.6 64.1
E -Att 35.2 57.5 30.4 30.9 88.3 63.6
F -KAR 35.6 58.0 33.9 29.1 85.5 59.3

Table 4: Ablation study on the FAITHDIAL dataset.

β

BLEU-2Diversity F-Critic

γ

Figure 7: Hyperparameter study on the FAITHDIAL
dataset.

teria: Naturalness, Creativeness, and Faithfulness.484

Detailed evaluation guidelines can be seen in Fig-485

ure 9. To measure the agreement among different486

annotators, we calculate the Fleiss’ kappa value487

(Fleiss, 1971). As shown in Figure 6, CoDe gener-488

ates significantly more faithful responses compared489

to all baselines. Evaluators preferred CoDe 1.25x490

more than greedy search and 5.5x more than CAD491

when evaluating engagingness. As for naturalness,492

CoDe is preferred 1.5x more than greedy search493

and 1.9x more than nucleus sampling.494

5.3 Ablation Study495

In this section, we give detailed ablation studies,496

including key components, the reward weight β,497

and the scale factor γ. We first performed the498

ablation study of the key components to verify499

the role of each module, including Dynamic Fu-500

sion Weight (-α), Expressiveness-Oriented Stream501

(-EOS), Knowledge-Aware Reranking (-KAR), se-502

mantic reward (-Sem), and attentive reward (-Att).503

The ablation results for the FAITHDIAL datasets 504

on Llama2-7B-chat are presented in Table 4. The 505

experimental results indicate that every module is 506

essential. In Setup A, the two streams are com- 507

bined with equal weights, resulting in degraded 508

performance of CoDe on both dimensions. This 509

highlights the importance of appropriately utilizing 510

the model’s internal knowledge. When we discard 511

EOS, CoDe encounters a similar situation to other 512

fidelity-improving baselines, where the model’s ex- 513

pressiveness decreases. Removing the KAR mod- 514

ule leads to a slight improvement in expressive- 515

ness but causes an unacceptable decline in fidelity. 516

Setup D and E confirm the necessity of both reward 517

designs. According to the result in Figure 7, setting 518

β to 0.6 and γ to 3 achieves the best performance 519

for CoDe. It also indicates that CoDe is generally 520

robust in the varying settings of hyperparameters. 521

5.4 Qualitative Examples 522

We provide several cases that proves CoDe’s strong 523

ability on generating informative and interesting 524

responses. Compared it with the problematic re- 525

sponses produced by the baseline, we observe that 526

CoDe significantly reduces the issues of hallucina- 527

tion and unnatural replies. The cases are shown 528

in Table 9, Table 10, and Table 11, and the cor- 529

responding explanation is provided in Appendix 530

A. 531

6 Conclusion 532

In this paper, we investigate the trade-off between 533

fidelity and expressiveness for external-knowledge- 534

augmented LLMs on decoding strategies. Next, we 535

introduce CoDe, a novel plug-and-play decoding 536

method that dynamically integrates relevant and 537

reliable internal knowledge with external knowl- 538

edge. Extensive experiments conducted on three 539

datasets demonstrate that CoDe effectively breaks 540

the trade-off between fidelity and expressiveness. 541
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Limitations542

CoDe effectively boosts both fidelity and ex-543

pressiveness for LLM assistants in knowledge-544

grounded scenario. However, we acknowledge that545

our work still has some limitations.546

(1) The performance improvement of CoDe on547

larger models (14B) is weaker compared to smaller548

models (3B, 7B). We observe that this is because549

larger models tend to suffer from overconfidence550

problems.551

(2) As a decoding method, CoDe’s applicability552

is not universal and is primarily suited for external-553

knowledge-augmented LLM assistants that seek554

to be engaging and informative. Its suitability di-555

minishes in question-answering contexts where the556

accuracy and truthfulness of content are prioritized.557

(3) Due to time and resource constraints, we558

have not conducted experiments on larger models559

(70B, 405B). In the future, we plan to supplement560

this part of our research.561

(4) We did not validate the effectiveness of the562

CoDe on more specific-designed datasets, such563

as scenarios where internal knowledge completely564

conflicts with external knowledge.565

Ethics Statement566

The benchmark datasets we utilized in our ex-567

periments—WoW (Dinan et al., 2018), FAITH-568

DIAL (Dziri et al., 2022a), and HalluDial (Luo569

et al., 2024)—are all highly respected, open-source570

datasets collected by crowdsourced workers. They571

were compiled with strict adherence to user privacy572

protection protocols, ensuring the exclusion of any573

personal information. Moreover, our proposed ap-574

proach is conscientiously designed to uphold ethi-575

cal standards and promote societal fairness, guar-576

anteeing that no bias is introduced. For the human577

evaluation component of our study, all participants578

were volunteers who received comprehensive infor-579

mation about the purpose of the research, ensuring580

informed consent. Furthermore, all participants581

were fairly and reasonably compensated for their582

contributions. We informed the annotators that the583

data is to be used solely for academic research pur-584

poses.585

CoDe does not verify the factual accuracy of the586

provided reference, so there is a risk of potential587

misuse. Specifically, if the knowledge source con-588

tains non-factual information, CoDe is likely to589

generate misinformation as well. We strongly ad-590

vise users to carefully verify the knowledge source591

before using it. We use AI writing in our work, but 592

only for polishing articles to enhance their readabil- 593

ity. 594
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Search, Nucleus Sampling, and DoLa all confused 1218

song titles with album names, and generated many 1219

songs that cannot be verified by external knowl- 1220

edge. Although DoLa indeed activated the model’s 1221

internal knowledge to produce numerous accurate 1222

song titles, it kept listing them endlessly, result- 1223

ing in an excessively long response. CAD failed 1224

to respond to the user’s query and simply copied 1225
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Method
WoW-Seen WoW-Unseen

Expressiveness Faithfulness Expressiveness Faithfulness

DIV COH CRE F-Critic H-Judge K-BP DIV COH CRE F-Critic H-Judge K-BP
Greedy 31.5 58.3 28.7 19.5 84.2 58.1 22.4 58.2 28.8 17.6 86.7 58.6
Beam 30.7 58.6 24.1 22.1 86.1 62.4 21.4 58.9 24.0 22.9 87.6 62.8
CS 32.0 58.4 29.0 21.0 84.2 57.6 23.0 57.5 28.6 18.9 85.9 58.4
FECS 33.4 57.8 28.1 23.5 86.3 61.9 23.3 57.2 28.6 22.9 88.6 61.9
top-k 35.8 58.2 33.4 15.0 66.5 53.9 29.8 57.7 33.6 14.2 70.1 54.5
Nucleus 34.9 58.4 33.1 16.3 73.6 54.9 28.2 57.8 32.8 15.9 76.8 55.5
F-Nucleus 33.9 58.7 31.3 16.7 77.6 56.1 26.6 58.4 31.3 17.5 80.0 56.6
CD 34.7 57.1 32.9 16.3 68.9 57.0 34.9 56.9 33.0 13.7 73.8 57.5
DoLa 33.1 58.0 30.4 22.9 84.2 57.9 23.9 57.5 31.3 21.6 85.9 58.4
CAD 28.1 53.9 18.6 26.4 86.7 65.6 20.7 53.6 21.8 22.6 87.7 64.8
CoDe 35.2 58.9 27.7 26.8 88.0 65.0 30.1 58.6 28.1 25.6 89.7 65.2

Table 5: Automatic evaluation results on the WoW dataset (Llama2-7B-chat).

Method BLEU-2/4 METEOR RROUGE-L
Greedy 16.5/7.8 20.2 27.6
Beam 16.6/8.3 22.1 28.6
CS 16.4/7.8 20.0 27.5
FECS 18.3/8.8 20.9 28.7
top-k 13.4/5.7 17.7 23.7
Nucleus 14.2/6.3 18.5 24.6
F-Nucleus 14.9/6.5 19.2 25.4
CD 12.4/5.6 16.8 23.9
DoLa 17.1/8.1 19.6 27.4
CAD 18.5/8.9 22.2 28.0
CoDe 18.5/9.1 22.5 28.9

Table 6: Automatic Evaluation results on the HalluDial
dataset (Llama2-7B-chat).

external information into the reply, showing weak1226

expression capabilities. By comparison, CoDe not1227

only interacted with the user, but also correctly1228

utilized external knowledge.1229

B Datasets1230

WoW is collected based on Wikipedia, with one1231

crowd-sourcer acts as a knowledgeable wizard and1232

the other plays the role of an inquisitive apprentice.1233

The objective is to generate responses based on1234

given knowledge snippets, taken from Wikipedia,1235

that are pertinent to the conversation topic. The1236

ground-truth responses in the dataset are annotated1237

by humans based on the best knowledge they se-1238

lected. We evaluated all the decoding methods on1239

both the test seen and unseen set. The test seen1240

set includes 4,336 samples where the topics were1241

seen in the training set, while the unseen test set1242

includes 4,370 samples where the topics were not1243

seen in the training set (Dinan et al., 2018).1244

FAITHDIAL is a benchmark for hallucination-free1245
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Figure 8: Pilot experiment.

dialogues, which optimizes the responses in the 1246

WoW dataset to be more faithful to knowledge. 1247

Subjective and hallucinated information present in 1248

the wizard’s utterance of WoW data are edited into 1249

utterances faithful to the given knowledge in this 1250

dataset. We evaluated all the decoding methods on 1251

its test set, which contains 3,539 samples (Dziri 1252

et al., 2022a). 1253

HalluDial is the first comprehensive large-scale 1254

benchmark for dialogue-level hallucination evalua- 1255

tion. It is derived from an information-seeking dia- 1256

logue dataset and covers factuality and faithfulness 1257

hallucinations. The benchmark includes 4,094 dia- 1258

logues with a total of 146,856 samples. We selected 1259

3,000 samples from its 18,357 non-hallucinatory 1260

samples as the test set in our experiments. 1261

C Baselines 1262

Beam search selected the most probable k tokens 1263

from the probability distribution at each step to 1264

expand the search space (Boulanger-Lewandowski 1265

et al., 2013; Sutskever et al., 2014). We set the 1266

beam size to 4 in our experiment. 1267

CS: Su et al. (2022) penalized previously generated 1268

tokens to overcome degeneration and enhance 1269
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content diversity. We set k|α = 4|0.6.1270

FECS: Chen et al. (2023) extended Contrastive1271

Search by integrating a faithfulness term that1272

encourages factuality. We set k|α|β = 4|0.3|0.3.1273

Top-k Sampling introduced randomness into the1274

generation process by selecting from the top-k1275

most likely tokens (Fan et al., 2018). We set1276

k = 50 in our experiment.1277

Nucleus sampling considered a dynamic number1278

of words that cumulatively reach the probability1279

p (Holtzman et al., 2020). We set p = 0.9 in our1280

experiment.1281

F-Nucleus: Lee et al. (2023) modified Nucleus1282

Sampling by adapting the randomness dynamically1283

to improve the factuality of generation. We set1284

p|λ|ω = 0.9|0.9|0.7 in our experiment.1285

CD: Li et al. (2023b) maximized the difference1286

between expert log-probabilities and amateur1287

log-probabilities to improve fluency and diversity.1288

We use Llama2-7B-chat as the expert model and1289

Sheared-LLaMA-2.7B-ShareGPT as the amateur1290

model (Xia et al., 2023). We set the amateur1291

temperature τ to 1.0. We select the generated1292

tokens using a greedy search on the contrasted1293

distributions.1294

DoLa: Chuang et al. (2023) amplified the factual1295

knowledge in LLM by contrasting the logits from1296

different layers to enhance factuality. We set1297

the dola_layers hyperparameter to ’high’ in our1298

experiments. We select the generated tokens using1299

a greedy search on the contrasted distributions.1300

CAD: Chuang et al. (2023) amplified the differ-1301

ence between output probabilities with and without1302

the context document to highlight the external1303

knowledge. We set the hyperparameter α to 1.0.1304

We select the generated tokens using a greedy1305

search on the contrasted distributions.1306

1307

D Implementation Details1308

We conducted experiments by utilizing the open-1309

source Hugging Face transformers (Wolf et al.,1310

2020). All experiments are conducted with few-1311

shot prompting (three shots). The three demon-1312

strations are manually selected from the FAITH-1313

DIAL dataset, and they are used consistently for1314

all methods during evaluation. We conducted three1315

experiments for all methods, using a different set1316

of samples in each experiment, and finally took1317

the average of the results to eliminate the impact1318

of randomness. We exhibits a set of demonstra-1319

tions with task instructions in the Appendix G. As 1320

our focus is on the generation process following 1321

the acquisition of retrieval knowledge, we assume 1322

that the knowledge provided to the model is the 1323

most appropriate. For our CoDe and all baselines, 1324

we directly use manually annotated golden knowl- 1325

edge from the three datasets as input in the exper- 1326

iments. For the hyperparameters in CoDe, we set 1327

k|β|γ = 4|0.6|3. For other decoding hyperparame- 1328

ters, we set them to be the same for all methods. We 1329

set the min_new_tokens to 5, and the batch_size 1330

to 1. 1331

Faithfulness
BERT-Precision FaithCritic Hallujudge

Expressiveness
Diversity Coherence Creativeness

Quality
BLEU METEOR ROUGE-L

Table 7: Automatic Evaluation metircs.

E Evaluation Metrics 1332

E.1 Automatic Evaluation Metrics 1333

E.1.1 Faithfulness 1334

To evaluate faithfulness, we adopted three faithful- 1335

ness evaluation metrics, which has been demon- 1336

strated to achieve high correlations with human 1337

judgment. 1338

K-BP. We calculated BERT-Precision (Pagnoni 1339

et al., 2021) between the external knowledge and 1340

generated response (K-BP) following Shi et al. 1341

(2024) to measure the consistency from the per- 1342

spective of semantic similarity. 1343

F-Critic. FaithCritic is a faithfulness discrim- 1344

ination model fine-tuned on the FAITHCRITIC 1345

dataset, which is initialized with RoBERTa-Large. 1346

This model outputs the probability of positive and 1347

negative labels in the form of a binary-classification 1348

Natural Language Inference (NLI) task, where re- 1349

sponses with subjective and hallucinatory infor- 1350

mation are predicted as negative labels. F-Critic. 1351

is the average entailment score on the FaithCritic 1352

model. 1353

H-Judge. H-Judge is the ratio of samples judged 1354

to be faithful by the Hallujudge model (Luo et al., 1355

2024). Since the authors did not release the weights 1356

of Hallujudge, we trained the Hallujudge model on 1357

the HalluDial dataset using Meta-Llama-3-8B with 1358

the hyperparameters specified in the paper. 1359

16



E.1.2 Expressiveness1360

We considered the model’s expressiveness in terms1361

of three aspects: diversity, context coherence, and1362

the creativity in knowledge utilization.1363

DIV. Diversity (DIV) is calculated as the geometric1364

mean of Distinct-n (n=1, 2, 3, 4) (Li et al., 2016):1365

DIV = 4

√√√√ 4∏
n=1

Distinct-n. (11)1366

COH. Following Su et al. (2022) and Li et al.1367

(2023b), we approximated coherence by cosine1368

similarity between the sentence embeddings of con-1369

text x and generation y:1370

COH =
EMB(x) · EMB(y)

||EMB(x)|| · ||EMB(y)||
, (12)1371

where EMB(·) is the SimCSE sentence embedding1372

(Gao et al., 2021).1373

CRE. To calculated CRE, we use the COVERAGE1374

divided by the square root of DENSITY (Grusky1375

et al., 2020) as follows:1376

CRE =
Coverage
2
√

Density
, (13)1377

1378

Coverage(k, y) =
1

|y|
∑

f∈F(k,y)

|f |, (14)1379

1380

Density(k, y) =
1

|y|
∑

f∈F(k,y)

|f |2, (15)1381

where F(k, y) is the set of shared sequences of1382

tokens in knowledge k and response y. A higher1383

Coverage score indicates more knowledge are in-1384

tegrated into the response, while a lower Density1385

score indicates the knowledge are weaved into re-1386

sponse naturally and creatively. To unify the mea-1387

surement of Coverage and Density, we performed1388

a square root operation on Density.1389

E.1.3 Quality1390

To assess the overall quality of generated responses,1391

we selected three widely-used metrics based on1392

calculating overlap with the ground-truth: BLEU1393

(Papineni et al., 2002), METEOR (Banerjee and1394

Lavie, 2005), and ROUGE (Lin, 2004).1395

E.2 LLM-based Evaluation Metrics1396

We perform LLM-based evaluation according to1397

the following criteria: Naturalness (Nat.), Co-1398

herence (Coh.), Informativeness (Inf.), Creativity1399

(Cre.), Faithfulness (Fai.), and Factuality (Fac.). 1400

High naturalness refers to the generated content 1401

being realistic, engaging, and interactive, capable 1402

of encouraging users to engage in more rounds of 1403

conversation. High coherence means the generated 1404

content is related to the context and maintains a 1405

smooth flow. High informativeness indicates that 1406

the generated content is rich in information and can 1407

help users acquire new knowledge. High creativity 1408

refers to the model’s diverse utilization of external 1409

knowledge, rather than mechanically extracting and 1410

directly outputting it. High faithfulness indicates 1411

that the generated content does not contain informa- 1412

tion that directly contradicts the given knowledge, 1413

or cannot be verified from the provided knowledge. 1414

High factuality indicates that the generated content 1415

does not conflict with established world knowledge. 1416

To strictly differentiate between faithfulness and 1417

factuality, we included formal definitions for both 1418

in Appendix H. Table 8 shows the prompts we used 1419

for LLM-based evaluation (LLM-as-a-Judge). Our 1420

evaluation was conducted using gpt-4o-2024-08- 1421

06. 1422

E.3 Human Evaluation Metrics 1423

Given the dialogue context, related knowledge and 1424

the responses generated by CoDe and its baselines, 1425

five well-educated annotators were asked to choose 1426

the superior response based on three criteria: Natu- 1427

ralness (Nat.), Engagingness (Eng.), and Faithful- 1428

ness (Fai.). Detailed evaluation guidelines can be 1429

seen in Figure 9. 1430

F Additional Related Work 1431

F.1 Knowledge-Grounded Dialog Generation 1432

Knowledge-grounded dialogue generation aims to 1433

alleviate dull and unfaithful responses by injecting 1434

external knowledge into input of dialogue mod- 1435

els and it consists of two subtasks: knowledge 1436

selection and response generation. The hot spot 1437

of early research is mainly concentrated on how 1438

to improve the performance of knowledge selec- 1439

tion (Sun et al., 2023a; Xu et al., 2022; Zhan et al., 1440

2021; Yang et al., 2022; Meng et al., 2021; Kim 1441

et al., 2020). With the remarkable leap in the ca- 1442

pabilities of generative models, the research focus 1443

gradually shifts to the response generation subtask 1444

(Zhao et al., 2020a; Liu et al., 2021; Zhao et al., 1445

2020b; Zheng et al., 2021). Ideally, a brilliant robot 1446

should generate informative and truthful responses 1447
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while maintaining the naturalistic phrasing and ex-1448

cellent interactivity (Dziri et al., 2022a).1449

G Details of the Generation Prompts1450

Our instruction template and demonstrations for1451

prompting Large Language Models to generate re-1452

sponse during evalutaion are as follows:1453

As an assistant, your task is to engage in a chit-1454

chat conversation with user. You will be provided1455

the dialogue history and a piece of related knowl-1456

edge, and your task is to utilize the knowledge to1457

continue the conversation. Your English response1458

should be informative but no more than 50 words,1459

coherent with the dialogue context and faithful to1460

the given knowledge.1461

You SHOULD refer to the following examples:1462

Example 1:1463

User’s utterance: Shower.1464

###knowledge###: Ancient people began to repro-1465

duce these natural phenomena by pouring jugs of1466

water, often very cold, over themselves after wash-1467

ing.1468

Your knowledge-grounded response to the user: I1469

love taking showers! I do not know how I would1470

live without the modern showers. In ancient times1471

people would pour jugs of cold water over them-1472

selves and consider that a shower.1473

Example 2:1474

User’s utterance: Is rock and roll still popular to-1475

day?1476

Your response: It’s hard to say. However, radio1477

stations have much success playing classic rock1478

and roll, which is a sub genre that usually has one1479

or two electric guitars, a double bass or string bass1480

or electric bass guitar, and a drum kit.1481

User’s utterance: I used to listen to the rock band1482

Rolling Stones. Are they still around today?1483

Your response: They are! Even though they were1484

formed in 1962 and have had a long list of line-up1485

changes, they’re still around today, with Mick Jag-1486

ger still leading the band.1487

User’s utterance: Wow, that is a long time to be1488

playing music. I wonder if any other bands have1489

been around that long.1490

###knowledge###: Red Hot Chili Peppers are an1491

American funk rock band formed in Los Angeles in1492

1983.1493

Your knowledge-grounded response to the user: It1494

all depends! You have bands like the Red Hot Chili1495

Peppers who, although have not reached the popu-1496

larity of the Rolling Stones, have been around since1497

1983 themselves. 1498

Example 3: 1499

User’s utterance: jazz music is a very interesting 1500

sound and interesting genre. what can you tell me 1501

about it? 1502

###knowledge###: Jazz is a music genre that origi- 1503

nated in the African-American communities of New 1504

Orleans, United States, in the late 19th and early 1505

20th centuries, and developed from roots in blues 1506

and ragtime. 1507

Your knowledge-grounded response to the user: I 1508

like jazz too. It originated in the African-American 1509

communities of New Orleans in the late 19th and 1510

20th centuries. 1511

Now complete the following dialogue: 1512

User’s utterance: [Dialogue Context] 1513

###knowledge###: [External Knowledge] 1514

Your knowledge-grounded response to the user: 1515

H Faithfulness and Factuality 1516

We formally define faithfulness and factuality and 1517

explain their relationship to facilitate the research: 1518

Definition 1 Faithfulness(F): Given a response y, 1519

and external knowledge K = (k1, . . . , kj) at turn 1520

n, we say that the response y is faithful with respect 1521

to the external knowledge (F(K, y)) if and only if 1522

the following condition holds: 1523

• ∃Γ such that Γ |= y, where Γ is a non-empty 1524

subset of K and |= denotes semantic entail- 1525

ment. In other words, there is no interpreta- 1526

tion I such that all members of Γ are true and 1527

y is false (Dziri et al., 2022a). 1528

Definition 2 Factuality(T ): Given a response y, 1529

we say that y is factual (T (y)) if and only if the 1530

following condition holds: 1531

• ∃Φ such that Φ |= y, where Φ is a non-empty 1532

subset of world knowledge Kw and |= denotes 1533

semantic entailment. 1534

Theorem 1 F |= T , T ̸|= F , where |= denotes 1535

entailment. 1536

Theorem 1 indicates that responses ensuring 1537

faithfulness are necessarily factual, but the con- 1538

verse may not always apply. The proof of the theo- 1539

rem is shown in the Appendix I. 1540

I The proof of Theorem 1 1541

Theorem. F |= T , T ̸|= F . 1542
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LLM-as-a-Judge

Please act as an impartial judge and evaluate the quality of the response provided
by an AI assistant to the user utterance displayed below. You will be provided with
the related knowledge, a dialogue history, and a generated response.
Your evaluation should be mainly based on <evaluation criteria>
Begin your evaluation by providing a short explanation. Be as objective as possible.
After providing your explanation, you must rate the response on a scale of 1 to 5.
The rating is:

Table 8: The prompts for LLM-based evaluations.

Context

<Human> Madonna is one of my favorite entertainers, do you know much about her?
<Assistant> Sure! She was born in 1958 on August 16, and is an artist and an actress.
<Human> I didn’t know she was that old, it doesn’t matter though she’s such
a great artist anyway!
<Assistant> I see, well she is also cited by other artists as an influence.
<Human> I certainly think she’s an influence as well, do you know any of Madonna’s
most famous songs?

Knowledge
She followed it with a series of successful albums, including the global bestsellers,
”Like a Virgin” (1984) and ”True Blue” (1986), as well as the Grammy Award winners,
”Ray of Light” (1998) and ”Confessions on a Dance Floor” (2005).

Greedy Yes! Some of her most famous songs are Material Girl, American Pie, Like a Virgin,
and Ray of Light.

Nucleus Some of her most famous songs include Like a Virgin, Material Girl, American Pie,
and Hung Up.

DoLa
Of course! Some of her most famous songs include "Like a Virgin," "Material Girl,"
"Vogue," "Into the Groove," "Like a Prayer," "Express Yourself," "Cherish," "Frozen,"
"Hung Up," "4 Minutes"...(More generated songs omitted here)

CAD
She has a series of successful albums,including the global bestsellers,
”Like a Virgin” (1984) and ”True Blue” (1986), as well as the Grammy Award winners,
”Ray of Light” (1998) and ”Confessions on a Dance Floor” (2005).

CoDe Of course! She’s had many! Like a Virgin, True Blue, Ray of Ligh, Confessions on a
Dance Floor, are some of her most famous albums. Which song do you like the most?

Table 9: An example for case study. The song "American Pie" was covered by Madonna. The baseline confused
song titles with album names and generated many songs that cannot be verified by external knowledge.

Context

<Human> Are you a basketball fan?
<Assistant> Yes, I am a fan of the five player sport. Are you?
<Human> Not as much as I used to be. I watched The Bulls in the 90s when they were
the Dream Team.

Knowledge Jordan played 15 seasons in the NBA for the Chicago Bulls and Washington Wizards.

Beam Interesting! Michael Jordan played 15 seasons in the NBA for the Chicago Bulls and
Washington Wizards.

Nucleus Wow, impressive! Even though Michael Jordan played for several teams, he is mostly
known for his time with the Chicago Bulls on the Dream Team.

CAD I see. Jordan played 15 seasons in the NBA for the Chicago Bulls and
Washington Wizards.

CoDe Wow, that’s amazing! Michael Jordan played for Chicago Bulls and Washington Wizards
for 15 seasons. Do you like the Bulls because of Michael Jordan?

Table 10: An example for case study. Jordan only played for two teams, so it is inaccurate for Nucleus to say that
he played for several teams. The "Dream Team" generally refers to the U.S. Olympic men’s basketball team and
should be distinguished from NBA games.
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Instructions
You are given 3 comparison tasks. For each comparison task, you are given a dialogue context, a piece of external knowledge
and two different knowledge-grounded responses.

For each dialogue, your task is to identify which of the responses is better based on naturalness, engagingness and faithfulness. If
you aren't sure, select that they are similar.

Read the two knowledge-grounded responses of the dialogue context, and answer the 3 following questions about naturalness,
engagingness and faithfulness:

Dialogue Context:

[Human]: Have you ever heard of Insane Clown Posse?

[Assistant]: Of course, its an American hip hop duo composed of Joseph Bruce and Shaggy 2 Dope.

[Human]: How familiar are you with the horrorcore genre they perform?

Related Knowledge:

Founded in Detroit in 1989, Insane Clown Posse performs a style of hardcore hip hop known as horrorcore and is known for its elaborate
live performances.

Response A:

Insane Clown Posse is known for their horror-themed lyrics and elaborate live performances, making them pioneers of the horrorcore
genre.

Response B:

I'm quite familiar with their horrorcore style. Their live performances are indeed quite elaborate and unique.

Naturalness (which response sounds more natural and fluent, matching human communication styles?):

 A is more natural.

 B is more natural.

 A and B are similar.

Creativenss (which response delivers knowledge interestingly and encourages you to keep interacting?):

 A is more creative.

 B is more creative.

 A and B are similar.

Faithfulness (which response is consistent with the knowledge?):

 A is more faithful to the knowledge.

 B is more faithful to the knowledge.

 A and B are similar.

Figure 9: Human evaluation instructions and interface.
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Context <Human> Hi, I like to volunteer at a nursing home, helping the elderly!

Knowledge
Nursing homes will provide short-term rehabilitative stays following a surgery, illness
or injury which may require physical therapy, occupational therapy or speech-language
therapy.

Greedy That’s great to hear that you volunteer at a nursing home. Many nursing homes also
offer long-term care for residents who need ongoing assistance with daily activities.

Nucleus Great to hear that you’re interested in volunteering at a nursing home!

CAD
Volunteering at a nursing home is a wonderful way to support the elderly. Many
nursing homes offer short-term rehabilitative stays following surgeries, illnesses, or injuries,
which may require physical therapy, occupational therapy or speech-language therapy.

CoDe That’s great! You can assist those who need physical, occupational, or speech therapy
during their recovery. What a great job!

Table 11: An example for case study.

Proof. F |= T : For all y that satisfy F(K, y),1543

there exists Γ such that Γ |= y and Γ ⊆ K. Since1544

K ⊊ Kw (external knowledge is a proper subset1545

of world knowledge), it follows that Γ ⊆ Kw. Let1546

Φ = Γ, then Φ |= y and Φ ⊆ K. Hence, T (y)1547

holds, and the conclusion is proved.1548

T ̸|= F : We prove it by contradiction. Suppose1549

that T |= F , then for all y that satisfy T (y), there1550

exists Φ such that Φ |= y and Φ ⊆ Kw. Let Φ ⊆1551

Kw/K. Since T |= F , then Φ ⊆ K. However,1552

Φ ⊆ Kw/K, it implies that Φ = ∅, but Φ ̸= ∅,1553

leading to a contradiction, thus the conclusion is1554

not valid.1555

1556
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