
Published as a conference paper at ICLR 2022

A NEURAL TANGENT KERNEL PERSPECTIVE OF
INFINITE TREE ENSEMBLES

Ryuichi Kanoh1,2, Mahito Sugiyama1,2

1National Institute of Informatics
2The Graduate University for Advanced Studies, SOKENDAI
{kanoh, mahito}@nii.ac.jp

ABSTRACT

In practical situations, the tree ensemble is one of the most popular models along
with neural networks. A soft tree is a variant of a decision tree. Instead of using a
greedy method for searching splitting rules, the soft tree is trained using a gradient
method in which the entire splitting operation is formulated in a differentiable form.
Although ensembles of such soft trees have been used increasingly in recent years,
little theoretical work has been done to understand their behavior. By considering
an ensemble of infinite soft trees, this paper introduces and studies the Tree Neural
Tangent Kernel (TNTK), which provides new insights into the behavior of the
infinite ensemble of soft trees. Using the TNTK, we theoretically identify several
non-trivial properties, such as global convergence of the training, the equivalence
of the oblivious tree structure, and the degeneracy of the TNTK induced by the
deepening of the trees.

1 INTRODUCTION

Tree ensembles and neural networks are powerful machine learning models that are used in various
real-world applications. A soft tree ensemble is one variant of tree ensemble models that inherits
characteristics of neural networks. Instead of using a greedy method (Quinlan, 1986; Breiman et al.,
1984) to search splitting rules, the soft tree makes the splitting rules soft and updates the entire model’s
parameters simultaneously using the gradient method. Soft tree ensemble models are known to have
high empirical performance (Kontschieder et al., 2015; Popov et al., 2020; Hazimeh et al., 2020),
especially for tabular datasets. Apart from accuracy, there are many reasons why one should formulate
trees in a soft manner. For example, unlike hard decision trees, soft tree models can be updated
sequentially (Ke et al., 2019) and trained in combination with pre-training (Arik & Pfister, 2019),
resulting in characteristics that are favorable in terms of real-world continuous service deployment.
Their model interpretability, induced by the hierarchical splitting structure, has also attracted much
attention (Frosst & Hinton, 2017; Wan et al., 2021; Tanno et al., 2019). In addition, the idea of the
soft tree is implicitly used in many different places; for example, the process of allocating data to the
appropriate leaves can be interpreted as a special case of Mixture-of-Experts (Jordan & Jacobs, 1993;
Shazeer et al., 2017; Lepikhin et al., 2021), a technique for balancing computational complexity and
prediction performance.

Although various techniques have been proposed to train trees, the theoretical validity of such
techniques is not well understood at sufficient depth. Examples of the practical technique include
constraints on individual trees using parameter sharing (Popov et al., 2020), adjusting the hardness
of the splitting operation (Frosst & Hinton, 2017; Hazimeh et al., 2020), and the use of overparame-
terization (Belkin et al., 2019; Karthikeyan et al., 2021). To better understand the training of tree
ensemble models, we focus on the Neural Tangent Kernel (NTK) (Jacot et al., 2018), a powerful tool
that has been successfully applied to various neural network models with infinite hidden layer nodes.
Every model architecture is known to produce a distinct NTK. Not only for the multi-layer perceptron
(MLP), many studies have been conducted across various models, such as for Convolutional Neural
Networks (CNTK) (Arora et al., 2019; Li et al., 2019), Graph Neural Networks (GNTK) (Du et al.,
2019b), and Recurrent Neural Networks (RNTK) (Alemohammad et al., 2021). Although a number
of findings have been obtained using the NTK, they are mainly for typical neural networks, and it is
still not clear how to apply the NTK theory to the tree models.
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Figure 1: Schematics of an ensemble of M soft trees. Tree internal nodes are indexed according to
the breadth-first ordering.

In this paper, by considering the limit of infinitely many trees, we introduce and study the neural
tangent kernel for tree ensembles, called the Tree Neural Tangent Kernel (TNTK), which provides
new insights into the behavior of the ensemble of soft trees. The goal of this research is to derive
the kernel that characterizes the training behavior of soft tree ensembles, and to obtain theoretical
support for the empirical techniques. Our contributions are summarized as follows:

• First extension of the NTK concept to the tree ensemble models. We derive the analytical form
for the TNTK at initialization induced by infinitely many perfect binary trees with arbitrary depth
(Section 4.1.1). We also prove that the TNTK remains constant during the training of infinite soft
trees, which allows us to analyze the behavior by kernel regression and discuss global convergence
of training using the positive definiteness of the TNTK (Section 4.1.2, 4.1.3).

• Equivalence of the oblivious tree ensemble models. We show the TNTK induced by the oblivious
tree structure used in practical open-source libraries such as CatBoost (Prokhorenkova et al., 2018)
and NODE (Popov et al., 2020) converges to the same TNTK induced by a non-oblivious one in
the limit of infinite trees. This observation implicitly supports the good empirical performance of
oblivious trees with parameter sharing between tree nodes (Section 4.2.1).

• Nonlinearity by adjusting the tree splitting operation. Practically, various functions have been
proposed to represent the tree splitting operation. The most basic function is sigmoid. We show
that the TNTK is almost a linear kernel in the basic case, and when we adjust the splitting function
hard, the TNTK becomes nonlinear (Section 4.2.2).

• Degeneracy of the TNTK with deep trees. The TNTK associated with deep trees exhibits
degeneracy: the TNTK values are almost identical for deep trees even if the inner products of
inputs are different. As a result, poor performance in numerical experiments is observed with the
TNTK induced by infinitely many deep trees. This result supports the fact that the depth of trees is
usually not so large in practical situations (Section 4.2.3).

• Comparison to the NTK induced by the MLP. We investigate the generalization performance of
infinite tree ensembles by kernel regression with the TNTK on 90 real-world datasets. Although
the MLP with infinite width has better prediction accuracy on average, the infinite tree ensemble
performs better than the infinite width MLP in more than 30 percent of the datasets. We also
showed that the TNTK is superior to the MLP-induced NTK in computational speed (Section 5).

2 BACKGROUND AND RELATED WORK

Our main focus in this paper is the soft tree and the neural tangent kernel. We briefly introduce and
review them.

2.1 SOFT TREE

Based on Kontschieder et al. (2015), we formulate a regression by soft trees. Figure 1 is a schematic
image of an ensemble of M soft trees. We define a data matrix x ∈ RF×N for N training samples
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{x1, . . . ,xN} with F features and define tree-wise parameter matrices for internal nodes wm ∈
RF×N and leaf nodes πm ∈ R1×L for each tree m ∈ [M ] = {1, . . . ,M} as

x =

( | . . . |
x1 . . . xN
| . . . |

)
, wm =

( | . . . |
wm,1 . . . wm,N
| . . . |

)
, πm = (πm,1, . . . , πm,L) ,

where internal nodes (blue nodes in Figure 1) and leaf nodes (green nodes in Figure 1) are indexed
from 1 to N and 1 to L, respectively. N and L may change across trees in general, while we assume
that they are always fixed for simplicity throughout the paper. We also write horizontal concatenation
of (column) vectors as x = (x1, . . . ,xN ) ∈ RF×N and wm = (wm,1, . . . ,wm,N ) ∈ RF×N .
Unlike hard decision trees, we consider a model in which every single leaf node ` ∈ [L] = {1, . . . ,L}
of a tree m holds the probability that data will reach to it. Therefore, the splitting operation at an
intermediate node n ∈ [N ] = {1, . . . ,N} does not definitively decide splitting to the left or right.
To provide an explicit form of the probabilistic tree splitting operation, we introduce the following
binary relations that depend on the tree’s structure: ` ↙ n (resp. n ↘ `), which is true if a leaf
` belongs to the left (resp. right) subtree of a node n and false otherwise. We can now exploit
µm,`(xi,wm) : RF × RF×N → [0, 1], a function that returns the probability that a sample xi will
reach a leaf ` of the tree m, as follows:

µm,`(xi,wm) =

N∏
n=1

gm,n(xi,wm,n)1`↙n (1− gm,n(xi,wm,n))
1n↘` , (1)

where 1Q is an indicator function conditioned on the argument Q, i.e., 1true = 1 and 1false = 0, and
gm,n : RF × RF → [0, 1] is a decision function at each internal node n of a tree m. To approximate
decision tree splitting, the output of the decision function gm,n should be between 0.0 and 1.0. If
the output of a decision function takes only 0.0 or 1.0, the splitting operation is equivalent to hard
splitting used in typical decision trees. We will define an explicit form of the decision function gm,n
in Equation (5) in the next section.

The prediction for each xi from a tree m with nodes parameterized by wm and πm is given by

fm(xi,wm,πm) =

L∑
`=1

πm,`µm,`(xi,wm), (2)

where fm : RF × RF×N × R1×L → R, and πm,` denotes the response of a leaf ` of the tree m.
This formulation means that the prediction output is the average of the leaf values πm,` weighted by
µm,`(xi,wm), probability of assigning the sample xi to the leaf `. If µm,`(xi,wm) takes only 1.0
for one leaf and 0.0 for the other leaves, the behavior is equivalent to a typical decision tree prediction.
In this model, wm and πm are updated during training with a gradient method.

While many empirical successes have been reported, theoretical analysis for soft tree ensemble
models has not been sufficiently developed.

2.2 NEURAL TANGENT KERNEL

Given N samples x ∈ RF×N , the NTK induced by any model architecture at a training time τ is
formulated as a matrix Ĥ∗τ ∈ RN×N , in which each (i, j) ∈ [N ]× [N ] component is defined as

[Ĥ∗τ ]ij := Θ̂∗τ (xi,xj) :=

〈
∂farbitrary (xi,θτ )

∂θτ
,
∂farbitrary (xj ,θτ )

∂θτ

〉
, (3)

where 〈·, ·〉 denotes the inner product and θτ ∈ RP is a concatenated vector of all the P trainable
model parameters at τ . An asterisk “ ∗ ” indicates that the model is arbitrary. The model func-
tion farbitrary : RF × RP → R used in Equation (3) is expected to be applicable to a variety of
model structures. For the soft tree ensembles introduced in Section 2.1, the NTK is formulated as∑M
m=1

∑N
n=1

〈
∂f(xi,w,π)
∂wm,n

,
∂f(xj ,w,π)
∂wm,n

〉
+
∑M
m=1

∑L
`=1

〈
∂f(xi,w,π)
∂πm,`

,
∂f(xj ,w,π)
∂πm,`

〉
.

Within the limit of infinite width with a proper parameter scaling, a variety of properties have
been discovered from the NTK induced by the MLP. For example, Jacot et al. (2018) showed the
convergence of Θ̂MLP

0 (xi,xj), which can vary with respect to parameters, to the unique limiting
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kernel ΘMLP(xi,xj) at initialization in probability. Moreover, they also showed that the limiting
kernel does not change during training in probability:

lim
width→∞

Θ̂MLP
τ (xi,xj) = lim

width→∞
Θ̂MLP

0 (xi,xj) = ΘMLP(xi,xj). (4)

This property helps in the analytical understanding of the model behavior. For example, with the
squared loss and infinitesimal step size with learning rate η, the training dynamics of gradient flow in
function space coincides with kernel ridge-less regression with the limiting NTK. Such a property
gives us a data-dependent generalization bound (Bartlett & Mendelson, 2003) related to the NTK
and the prediction targets. In addition, if the NTK is positive definite, the training can achieve global
convergence (Du et al., 2019a; Jacot et al., 2018).

Although a number of findings have been obtained using the NTK, they are mainly for typical neural
networks such as MLP and ResNet (He et al., 2016), and the NTK theory has not yet been applied
to tree models. The NTK theory is often used in the context of overparameterization, which is a
subject of interest not only for the neural networks, but also for the tree models (Belkin et al., 2019;
Karthikeyan et al., 2021; Tang et al., 2018).

3 SETUP
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Figure 2: The scaled error function. We
draw 50 lines with varying α by 0.25.
A dotted magenta line shows a sigmoid
function, which is close to a scaled error
function with α ∼ 0.5.

We train model parametersw and π to minimize the squared
loss using the gradient method, where w = (w1, . . . ,wM )
and π = (π1, . . . ,πM ). The tree structure is fixed during
training. In order to use a known closed-form solution of the
NTK (Williams, 1996; Lee et al., 2019), we use a scaled error
function σ : R→ (0, 1), resulting in the following decision
function:

gm,n(xi,wm,n) = σ
(
w>m,nxi

)
:=

1

2
erf
(
αw>m,nxi

)
+

1

2
, (5)

where erf(p) = 2√
π

∫ p
0
e−t

2

dt for p ∈ R. This scaled error
function approximates a commonly used sigmoid function.
Since the bias term for the input of σ can be expressed inside
of w by adding an element that takes a fixed constant value
for all input of the soft trees x, we do not consider the bias
for simplicity. The scaling factor α is introduced by Frosst
& Hinton (2017) to avoid overly soft splitting. Figure 2 shows that the decision function becomes
harder as α increases (from blue to red), and in the limit α→∞ it coincides with the hard splitting
used in typical decision trees.

When aggregating the output of multiple trees, we divide the sum of the tree outputs by the square
root of the number of trees

f(xi,w,π) =
1√
M

M∑
m=1

fm(xi,wm,πm). (6)

This 1/
√
M scaling is known to be essential in the existing NTK literature to use the weak law of the

large numbers (Jacot et al., 2018). On top of Equation (6), we initialize each of model parameters
wm,n and πm,` with zero-mean i.i.d. Gaussians with unit variances. We refer such a parameterization
as NTK initialization. In this paper, we consider a model such that all M trees have the same perfect
binary tree structure, a common setting for soft tree ensembles (Popov et al., 2020; Kontschieder
et al., 2015; Hazimeh et al., 2020).

4 THEORETICAL RESULTS

4.1 BASIC PROPERTIES OF THE TNTK

The NTK in Equation (3) induced by the soft tree ensembles is referred to here as the TNTK and
denoted by Θ̂

(d)
0 (xi,xj) the TNTK at initialization induced by the ensemble of trees with depth d.
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Figure 3: Left: An empirical demonstration of convergence of Θ̂0(xi,xj) to the fixed limit Θ(xi,xj)
as M increases. Two simple inputs are considered: xi = {1, 0} and xj = {cos(β), sin(β)}
with β = [0, π]. The TNTK Θ̂

(3)
0 (xi,xj) with α = 2.0 is calculated 10 times with parameter

re-initialization for each of the M = 16, 64, 256, 1024, and 4096. Center and Right: Parameter
dependency of the convergence. The vertical axis corresponds to the averaged error between the
Ĥ0 and theH := limM→∞ Ĥ0 for 50 random unit vectors of length F = 5. The dashed lines are
plotted only for showing the slope. The error bars show the standard deviations of 10 executions.

In this section, we show the properties of the TNTK that are important for understanding the training
behavior of the soft tree ensembles.

4.1.1 TNTK FOR INFINITE TREE ENSEMBLES

First, we show the formula of the TNTK at initialization, which converges when considering the limit
of infinite trees (M →∞).
Theorem 1. Let u ∈ RF be any column vector sampled from zero-mean i.i.d. Gaussians with unit
variance. The TNTK for an ensemble of soft perfect binary trees with tree depth d converges in
probability to the following deterministic kernel as M →∞,

Θ(d)(xi,xj) := lim
M→∞

Θ̂
(d)
0 (xi,xj)

= 2dd Σ(xi,xj)(T (xi,xj))
d−1Ṫ (xi,xj)︸ ︷︷ ︸

contribution from inner nodes

+ (2T (xi,xj))
d︸ ︷︷ ︸

contribution from leaves

, (7)

where Σ(xi,xj) := x>i xj , T (xi,xj) := E[σ(u>xi)σ(u>xj)], and Ṫ (xi,xj) :=

E[σ̇(u>xi)σ̇(u>xj)]. Moreover, T (xi,xj) and Ṫ (xi,xj) are analytically obtained in the closed-
form as

T (xi,xj) =
1

2π
arcsin

(
α2Σ(xi,xj)√

(α2Σ(xi,xi) + 0.5)(α2Σ(xj ,xj) + 0.5)

)
+

1

4
, (8)

Ṫ (xi,xj) =
α2

π

1√
(1 + 2α2Σ(xi,xi)) (1 + 2α2Σ(xj ,xj))−4α4Σ(xi,xj)2

. (9)

The dot used in σ̇(u>xi) means the first derivative: αe−(αu
>xi)

2

/
√
π, and E[·] means the expecta-

tion. The scalar π in Equation (8) and Equation (9) is the circular constant, and u corresponds to
wm,n at an arbitrary internal node. The proof is given by induction. We can derive the formula of the
limiting TNTK by treating the number of trees in a tree ensemble like the width of the hidden layer
in MLP, although the MLP and the soft tree ensemble are apparently different models. Due to space
limitations, detailed proofs are given in the supplementary material.

We demonstrate convergence of the TNTK in Figure 3. We empirically observe that the TNTK
induced by sufficiently many soft trees converges to the limiting TNTK given in Equation (7). The
kernel values induced by an finite ensemble are already close to the limiting TNTK if the number
of trees is larger than several hundreds, which is a typical order of the number of trees in practical
applications1. Therefore, it is reasonable to analyze soft tree ensembles via the TNTK.

1For example, Popov et al. (2020) uses 2048 trees.
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By comparing Equation (7) and the limiting NTK induced by a two-layer perceptron (shown in the
supplementary material), we can immediately derive the following when the tree depth is 1.
Corollary 1. If the splitting function at the tree internal node is the same as the activation function
of the neural network, the limiting TNTK obtained from a soft tree ensemble of depth 1 is equivalent
to the limiting NTK generated by a two-layer perceptron up to constant multiple.

For any tree depth larger than 1, the limiting NTK induced by the MLP with any number of layers
(Arora et al., 2019, shown in the supplementary material) and the limiting TNTK do not match. This
implies that the hierarchical splitting structure is a distinctive feature of soft tree ensembles.

4.1.2 POSITIVE DEFINITENESS OF THE LIMITING TNTK

Since the loss surface of a large model is expected to be highly non-convex, understanding the good
empirical trainability of overparameterized models remains an open problem (Dauphin et al., 2014).
The positive definiteness of the limiting kernel is one of the most important conditions for achieving
global convergence (Du et al., 2019a; Jacot et al., 2018). Jacot et al. (2018) showed that the conditions
‖xi‖2= 1 for all i ∈ [N ] and xi 6= xj (i 6= j) are necessary for the positive definiteness of the
NTK induced by the MLP for an input set. As for the TNTK, since the formulation (Equation (7))
is different from that of typical neural networks such as an MLP, it is not clear whether or not the
limiting TNTK is positive definite.

We prove that the TNTK induced by infinite trees is also positive definite under the same condition
for the MLP.
Proposition 1. For infinitely many soft trees with any depth and the NTK initialization, the limiting
TNTK is positive definite if ‖xi‖2= 1 for all i ∈ [N ] and xi 6= xj (i 6= j).

The proof is provided in the supplementary material. Similar to the discussion for the MLP (Du et al.,
2019a; Jacot et al., 2018), if the limiting TNTK is constant during training, the positive definiteness of
the limiting TNTK at initialization indicates that training of the infinite trees with a gradient method
can converge to the global minimum. The constantness of the limiting TNTK during training is
shown in the following section.

4.1.3 CHANGE OF THE TNTK DURING TRAINING

We prove that the TNTK hardly changes from its initial value during training when considering an
ensemble of infinite trees with finite α (used in Equation (5)).
Theorem 2. Let λmin and λmax be the minimum and maximum eigenvalues of the limiting TNTK.
Assume that the limiting TNTK is positive definite for input sets. For soft tree ensemble models
with the NTK initialization and a positive finite scaling factor α trained under gradient flow with a
learning rate η < 2/(λmin + λmax), we have, with high probability,

sup
∣∣∣Θ̂(d)

τ (xi,xj)− Θ̂
(d)
0 (xi,xj)

∣∣∣ = O
(

1√
M

)
. (10)

The complete proof is provided in the supplementary material. Figure 4 shows that the training
trajectory analytically obtained (Jacot et al., 2018; Lee et al., 2019) from the limiting TNTK and
the trajectory during gradient descent training become similar as the number of trees increases,
demonstrating the validity of using the TNTK framework to analyze the training behavior.

Remarks. In the limit of infinitely large α, which corresponds to a hard decision tree splitting
(Figure 2), it should be noted that this theorem does not hold because of the lack of local Lipschitzness
(Lee et al., 2019), which is the fundamental property for this proof. Therefore the change in the
TNTK during training is no longer necessarily asymptotic to zero, even if the number of trees is
infinite. This means that understanding the hard decision tree’s behavior using the TNTK is not
straightforward.

4.2 IMPLICATIONS FOR PRACTICAL TECHNIQUES

In this section, from the viewpoint of the TNTK, we discuss the training techniques that have been
used in practice.
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Figure 4: Output dynamics for train and test data points. The color of each line corresponds to each
data point. Soft tree ensembles with d = 3, α = 2.0 are trained by a full-batch gradient descent
with a learning rate of 0.1. Initial outputs are shifted to zero (Chizat et al., 2019). There are 10
randomly generated training points and 10 randomly generated test data points, and their dimension
F = 5. The prediction targets are also randomly generated. LetH(x,x′) ∈ RN×N ′ be the limiting
NTK matrix for two input matrices and I be an identity matrix. For analytical results, we draw the
trajectory f(v,θτ ) = H(v,x)H(x,x)−1(I − exp[−ηH(x,x)τ ])y (Lee et al., 2019) using the
limiting TNTK (Equation (7)), where v ∈ RF is an arbitrary input and x ∈ RF×N and y ∈ RN are
the training dataset and the targets, respectively.

Figure 5: Left: Normal Tree, Right: Oblivious Tree. The rules for splitting in the same depth are
shared across the same depth in the oblivious tree, while πm,` on leaves can be different.

4.2.1 INFLUENCE OF THE OBLIVIOUS TREE STRUCTURE

An oblivious tree is a practical tree model architecture where the rules across decision tree splitting
are shared across the same depth as illustrated in Figure 5. Since the number of the splitting decision
calculation can be reduced from O(2d) to O(d), the oblivious tree structure is used in various
open-source libraries such as CatBoost (Prokhorenkova et al., 2018) and NODE (Popov et al., 2020).
However, the reason for the good empirical performance of oblivious trees is non-trivial despite
weakening the expressive power due to parameter sharing.

We find that the oblivious tree structure does not change the limiting TNTK from the non-oblivious
one. This happens because, even with parameter sharing at splitting nodes, leaf parameters π are not
shared, resulting in independence between outputs of left and right subtrees.
Theorem 3. The TNTK with the perfect binary tree ensemble and the TNTK of its corresponding
oblivious tree ensemble obtained via parameter sharing converge to the same kernel in probability in
the limit of infinite trees (M →∞).

The complete proof is in the supplementary material. Note that leaf values π do not have to be the
same for oblivious and non-oblivious trees. This theorem supports the recent success of tree ensemble
models with the oblivious tree structures.

4.2.2 EFFECT OF THE DECISION FUNCTION MODIFICATION

Practically, based on the commonly used sigmoid function, a variety of functions have been pro-
posed for the splitting operation. By considering a large scaling factor α in Equation (5), we
can envisage situations in which there are practically used hard functions, such as two-class
sparsemax, σ(x) = sparsemax([x, 0]) (Martins & Astudillo, 2016), and two-class entmax,
σ(x) = entmax([x, 0]) (Peters et al., 2019). Figure 6 shows α dependencies of TNTK param-
eters. Equation (7) means that the TNTK is formulated by multiplying T (xi,xj) and Ṫ (xi,xj) to
the linear kernel Σ(xi,xj). On the one hand, T (xi,xj) and Ṫ (xi,xj) with small α are almost con-
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Figure 6: Parameter dependencies of T (xi,xj), Ṫ (xi,xj), and Θ(d)(xi,xj). The vertical axes are
normalized so that the value is 1 when the inner product of the inputs is 1. The input vector size is
normalized to be one. For the three figures on the left, the line color is determined by α, and for the
figure on the right, it is determined by the depth of the tree.

stant, even for different input inner products, resulting in the almost linear TNTK. On the other hand,
the nonlinearity increases as α increases. For Figure 2, the original sigmoid function corresponds to
a scaled error function for α ∼ 0.5, which induces almost the linear kernel. Although a closed-form
TNTK using sigmoid as a decision function has not been obtained, its kernel is expected to be almost
linear. Therefore, from the viewpoint of the TNTK, an adjustment of the decision function (Frosst
& Hinton, 2017; Popov et al., 2020; Hazimeh et al., 2020) can be interpreted as an escape from the
linear kernel behavior.

4.2.3 DEGENERACY CAUSED BY DEEP TREES

As the depth increases, T (xi,xj) defined in Equation (8), which consists of the arcsine function,
is multiplied multiple times to calculate the limiting TNTK in Equation (7). Therefore, when we
increase the depth too much, the resulting TNTK exhibits degeneracy: its output values are almost
the same as each other’s, even though the input’s inner products are different. The rightmost panel
of Figure 6 shows such degeneracy behavior. In terms of kernel regression, models using a kernel
that gives almost the same inner product to all data except those that are quite close to each other
are expected to have poor generalization performance. Such behavior is observed in our numerical
experiments (Section 5). In practical applications, overly deep soft or hard decision trees are not
usually used because overly deep trees show poor performance (Luo et al., 2021), which is supported
by the degeneracy of the TNTK.

5 NUMERICAL EXPERIMENTS

Setup. We present our experimental results on 90 classification tasks in the UCI database (Dua
& Graff, 2017), with fewer than 5000 data points, as in Arora et al. (2020). We performed kernel
regression using the limiting TNTK defined in Equation (7) with varying the tree depth (d) and the
scaling (α) of the decision function. The limiting TNTK does not change during training for an
infinite ensemble of soft trees (Theorem 2); therefore, predictions from that model are equivalent to
kernel regression using the limiting TNTK (Jacot et al., 2018). To consider the ridge-less situation,
regularization strength is set to be 1.0 × 10−8, a very small constant. By way of comparison,
performances of the kernel regression with the MLP-induced NTK (Jacot et al., 2018) and the RBF
kernel are also reported. For the MLP-induced NTK, we use ReLU for the activation function. We
follow the procedures of Arora et al. (2020) and Fernández-Delgado et al. (2014): We report 4-fold
cross-validation performance with random data splitting. To tune parameters, all available training
samples are randomly split into one training and one validation set, while imposing that each class
has the same number of training and validation samples. Then the parameter with the best validation
accuracy is selected. Other details are provided in the supplementary material.

Comparison to the MLP. The left panel of Figure 7 shows the averaged performance as a function
of the depth. Although the TNTK with properly tuned parameters tend to be better than those obtained
with the RBF kernel, they are often inferior to the MLP-induced NTK. The results support the good
performance of the MLP-induced NTK (Arora et al., 2020). However, it should be noted that when
we look at each dataset one by one, the TNTK is superior to the MLP-induced NTK by more than
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MLP-induced NTK
TNTK

Figure 7: Left: Averaged accuracy over 90 datasets. The performances of the kernel regression with
the MLP-induced NTK and the RBF kernel are shown for comparison. Since the depth is not a hyper-
parameter of the RBF kernel, performance is shown by a horizontal line. The statistical significance is
also assessed in the supplementary material. Right: Running time for kernel computation. The input
dataset has 300 samples with 10 features. Feature values are generated by zero-mean i.i.d Gaussian
with unit variance. The error bars show the standard deviations of 10 executions.

Table 1: Performance win rate against the MLP-induced NTK. We tune the depth from d = 1 to 29
for the dataset-wise comparison for both the TNTK and the MLP-induced NTK. For the RBF kernel,
30 different hyperparameters are tried. Detailed results are in the supplementary material.

TNTK RBF
α 0.5 1.0 2.0 4.0 8.0 16.0 32.0 64.0 —

Win rate (%) 13.6 18.8 22.2 28.6 32.5 31.6 34.9 27.2 11.8

30 percent of the dataset, as shown in Table 1. This is a case where the characteristics of data and
the inductive bias of the model fit well together. In addition, although the computational cost of
the MLP-induced NTK is linear with respect to the depth of the model because of the recursive
computation (Jacot et al., 2018), the computational cost of the TNTK does not depend on the depth, as
shown in Equation (7). This results in much faster computation than the MLP-induced NTK when the
depth increases, as illustrated in the right panel of Figure 7. Even if the MLP-induced NTK is better
in prediction accuracy, the TNTK may be used in practical cases as a trade-off for computational
complexity. Arora et al. (2019) proposed the use of the NTK for a neural architecture search (Elsken
et al., 2019; Chen et al., 2021). In such applications, the fast computation of the kernel in various
architectures can be a benefit. We leave extensions of this idea to tree models as future work.

Consistency with implications from the TNTK theory. When we increase the tree depth, we
initially observe an improvement in performance, after which the performance gradually decreases.
This behavior is consistent with the performance deterioration due to degeneracy (Section 4.2.3),
similar to that reported for neural networks without skip-connection (Huang et al., 2020), shown by a
dotted yellow line. The performance improvement by adjusting α in the decision function (Frosst
& Hinton, 2017) is also observed. Performances with hard (α > 0.5) decision functions are always
better than the sigmoid-like function (α = 0.5, as shown in Figure 2).

6 CONCLUSION

In this paper, we have introduced and studied the Tree Neural Tangent Kernel (TNTK) by considering
the ensemble of infinitely many soft trees. The TNTK provides new insights into the behavior of the
infinite ensemble of soft trees, such as the effect of the oblivious tree structure and the degeneracy
of the TNTK induced by the deepening of the trees. In numerical experiments, we have observed
the degeneracy phenomena induced by the deepening of the soft tree model, which is suggested by
our theoretical results. To date, the NTK theory has been mostly applied to neural networks, and
our study is the first to apply it to the tree model. Therefore our study represents a milestone in the
development of the NTK theory.
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A PROOF OF THEOREM 1

Proof. The model output from a certain depth tree ensemble f (d) can be written alternatively using
an incremental formula as

f (d)(xi,w,π) =
1√
M

M∑
m=1

(
σ
(
w>m,txi

)
f (d−1)m

(
xi,w

(l)
m ,π(l)

m

)
+
(
1− σ

(
w>m,txi

))
f (d−1)m

(
xi,w

(r)
m ,π(r)

m

))
, (A.1)

where indices (l) and (r) used with model parameters wm and πm mean the parameters at the
(l)eft subtree and the (r)ight subtree, respectively, and t used in wm,t denotes the node at (t)op of
the tree. For example, for trees of depth 3, as shown in Figure 1, w(l)

m = (wm,2,wm,4,wm,5),
w

(r)
m = (wm,3,wm,6,wm,7), and wm,t = wm,1.

We prove the theorem by induction. When d = 1,

f (1)(xi,w,π) =
1√
M

M∑
m=1

(
σ(w>m,1xi)πm,1 + (1− σ(w>m,1xi))πm,2

)
. (A.2)

Derivatives are

∂f (1)(xi,w,π)

∂wm,1
=

1√
M

(πm,1 − πm,2)xiσ̇
(
w>m,1xi

)
, (A.3)

∂f (1)(xi,w,π)

∂πm,1
=

1√
M
σ
(
w>m,1xi

)
, (A.4)

∂f (1)(xi,w,π)

∂πm,2
= − 1√

M

(
1− σ

(
w>m,1xi

))
, (A.5)
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Therefore, since there is only one internal node per a single tree, from the definition of the NTK, the
TNTK is obtained as

Θ̂(1) (xi,xj) =

M∑
m=1

(〈
∂f (xi,w,π)

∂wm,1
,
∂f (xj ,w,π)

∂wm,1

〉

+

〈
∂f (xi,w,π)

∂πm,1
,
∂f (xj ,w,π)

∂πm,1

〉
+

〈
∂f (xi,w,π)

∂πm,2
,
∂f (xj ,w,π)

∂πm,2

〉)

=
1

M

M∑
m=1

(
(πm,1 − πm,2)

2
x>i xj σ̇(w>m,1xi)σ̇(w>m,1xj) + 2σ(w>m,1xi)σ(w>m,1xj)

)
.

(A.6)

Since we are considering the infinite number of trees (M →∞), the average in Equation (A.6) can
be replaced by the expected value by applying the law of the large numbers:

Θ(1) (xi,xj) = Em

[(
(πm,1 − πm,2)

2
x>i xj σ̇(w>m,1xi)σ̇(w>m,1xj)

+ 2σ(w>m,1xi)σ(w>m,1xj)
)]

= 2(Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj)), (A.7)

which is consistent with Equation (7). Here, Em
[
(πm,1 − πm,2)

2
]

= 2 because the variance of πm,`
is 1.0, and wm,1 corresponds to u in Theorem 1.

For d > 1, we divide the TNTK into four components:

Θ(d) (xi,xj) = Θ(d),(t) (xi,xj) + Θ(d),(l) (xi,xj) + Θ(d),(r) (xi,xj) + Θ(d),(b) (xi,xj) ,

where the indices (t), (l) and (r) mean the parameters of the (t)op of the tree, (l)eft subtree, and (r)ight
subtree, respectively. The index (b) implies the (b)ottom of the tree: tree leaves. With Equation (A.7),
we have

Θ(1),(t) (xi,xj) = 2Σ(xi,xj)Ṫ (xi,xj), (A.8)

Θ(1),(l) (xi,xj) = 0, (A.9)

Θ(1),(r) (xi,xj) = 0, (A.10)

Θ(1),(b) (xi,xj) = 2T (xi,xj). (A.11)

For each component, we show the following lemmas:

Lemma 1.

Θ(d+1),(t) (xi,xj) = 2T (xi,xj)Θ
(d),(t) (xi,xj) (A.12)

Lemma 2.

Θ(d+1),(l) (xi,xj) + Θ(d+1),(r) (xi,xj)

= 2T (xi,xj)(Θ
(d),(t) (xi,xj) + Θ(d),(l) (xi,xj) + Θ(d),(r) (xi,xj)) (A.13)

Lemma 3.

Θ(d+1),(b) (xi,xj) = 2T (xi,xj)Θ
(d),(b) (xi,xj) (A.14)

Combining them, we can derive Equation (7).
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A.1 PROOF OF LEMMA 1

Proof. An incremental formula for the model output with a certain depth tree ensemble is

f (d)(xi,w,π) =
1√
M

M∑
m=1

(
σ
(
w>m,txi

)
f (d−1)m

(
xi,w

(l)
m ,π(l)

m

)
+
(
1− σ

(
w>m,txi

))
f (d−1)m

(
xi,w

(r)
m ,π(r)

m

))
, (A.15)

where t used in wm,t implies the node at the top of the tree. With Equation (A.15),

∂f (d+1)(xi,w,π)

∂wm,t
= xiσ̇(w>m,txi)

(
f (d)m

(
xi,w

(l)
m ,π(l)

m

)
− f (d)m

(
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(r)
m ,π(r)

m

))
, (A.16)
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1
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, (A.17)

Since f
(d)
m

(
xi,w

(r)
m ,π

(r)
m

)
and f

(d)
m

(
xj ,w

(l)
m ,π

(l)
m

)
are independent of each other

and have zero-mean Gaussian distribution because of the initialization of πm

with zero-mean i.i.d Gaussians2, E
[
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(d)
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)
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)
f
(d)
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(
xj ,w

(l)
m ,π

(l)
m

)]
are zero. Therefore, considering the infinite

number of trees (M →∞),

Θ(d+1),(t)(xi,xj) = x>i xj Ṫ (xi,xj)Em
[
f (d)m

(
xi,w

(l)
m ,π(l)

m

)
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(A.18)

From Equation (A.18), what we need to prove is Em
[
f
(d)
m (xi,wm,πm)f

(d)
m (xj ,wm,πm)

]
=

(2T (xi,xj))
d. We do this by induction. In the base case with d = 1,

Em
[
f (1)m (xi,wm,πm)f (1)m (xj ,wm,πm)

]
=Em

[(
σ(w>m,1xi)πm,1 +

(
1− σ(w>m,1xi)

)
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)(
σ(w>m,1xj)πm,1 +

(
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)
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=Em

(πm,1 − πm,2)
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σ(w>m,1xi)σ(w>m,1xj)

+πm,1πm,2︸ ︷︷ ︸
→0

(σ(w>m,1xi) + σ(w>m,1xj))− π2
m,2(σ(w>m,1xi) + σ(w>m,1xj)− 1︸ ︷︷ ︸

→0

)


=2T (xi,xj) , (A.19)

where we use the property

E [σ(v)] = 0.5 (A.20)

for any v generated from a zero-mean Gaussian distribution. The subscript arrows (→) show what
the expected value will be.

2This holds because the model output is a weighted average of πm,`.
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Next, when the depth is d+ 1,
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(A.21)

where the last equality sign is just a simplification to separate components (A), (B), (C), and (D).
Since f (d)m (xi,w

(r)
m ,π

(r)
m ) and f (d)m (xj ,w

(l)
m ,π

(l)
m ) are independent of each other and have zero-mean

i.i.d Gaussian distribution, we obtain
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Em [(B)× (C)] = −0.5 Em
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(r)
m ,π(r)

m

)]
, (A.23)

Em [(A)× (D)] = −0.5 Em
[
f (d)m

(
xi,w

(r)
m ,π(r)

m

)
f (d)m

(
xj ,w

(r)
m ,π(r)

m

)]
, (A.24)

Em [(B)× (D)] = Em
[
f (d)m

(
xi,w

(r)
m ,π(r)

m

)
f (d)m

(
xj ,w

(r)
m ,π(r)

m

)]
. (A.25)

Equation (A.23), Equation (A.24), and Equation (A.25) cancel each other out. Therefore, we obtain

Em
[
f (d+1)
m (xi,wm,πm)f (d+1)

m (xj ,wm,πm)
]

=2T (xi,xj)Em
[
f (d)m (xi,wm,πm)f (d)m (xj ,wm,πm)

]
. (A.26)

By induction hypothesis and Equation (A.19), we have
Em

[
f
(d)
m (xi,wm,πm)f

(d)
m (xj ,wm,πm)

]
= (2T (xi,xj))

d. Therefore, the original lemma also
follows.

A.2 PROOF OF LEMMA 2

Proof. When the depth is d + 1, the derivatives of the parameters in the left subtree and the right
subtree are

∂f (d+1) (xi,w,π)

∂wm,l
= σ(w>m,txi)

∂f
(d)
m

(
xi,w

(l)
m ,π

(l)
m

)
∂wm,l

, (A.27)

∂f (d+1) (xi,w,π)

∂wm,r
=
(
1− σ(w>m,txi)

) ∂f (d)m

(
xi,w

(r)
m ,π

(r)
m

)
∂wm,r

, (A.28)

where l and r used inwm,l andwm,r implies the node at the left subtree and right subtree, respectively.
Therefore, the limiting TNTK for the left subtree is

Θ(d+1),(l) (xi,xj) = T (xi,xj)(Θ
(d),(t) (xi,xj) + Θ(d),(l) (xi,xj) + Θ(d),(r) (xi,xj)). (A.29)
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Similarly, for the right subtree, since

E[(1− σ(u>xi)(1− σ(u>xj)] = E

1− σ(u>xi)︸ ︷︷ ︸
→0.5

−σ(u>xj)︸ ︷︷ ︸
→0.5

+σ(u>xi)σ(u>xj)


= E[σ(u>xi)σ(u>xj)], (A.30)

we can also derive

Θ(d+1),(r) (xi,xj) = T (xi,xj)(Θ
(d),(t) (xi,xj) + Θ(d),(l) (xi,xj) + Θ(d),(r) (xi,xj)). (A.31)

Finally, we obtain the following by combining with Equation (A.29) and Equation (A.31),

Θ(d+1),(l) (xi,xj) + Θ(d+1),(r) (xi,xj)

= 2T (xi,xj) (Θ(d),(t) (xi,xj) + Θ(d),(l) (xi,xj) + Θ(d),(r) (xi,xj)). (A.32)

A.3 PROOF OF LEMMA 3

Proof. With Equation (1) and Equation (6),

∂f (xi,w,π)

∂πm,`
=

1√
M
µm,`(xi,wm)

=
1√
M

N∏
n=1

σ
(
w>m,nxi

)1`↙n
(
1− σ

(
w>m,nxi

))1n↘`
. (A.33)

When we focus on a leaf `, for a tree with depth of d, 1n↘` or 1`↙n equals to 1 d times. There-
fore, by Equation (A.30), we can say that there is a T (xi,xj)

d contribution to the limiting kernel
Θ(d),(b) (xi,xj) per leaf index ` ∈ [L]. Since there are 2d leaf indices in the perfect binary tree,

Θ(d+1),(b) (xi,xj) = (2T (xi,xj))
d. (A.34)

In other words, since the number of leaves doubles with each additional depth, we can say

Θ(d+1),(b) (xi,xj) = 2T (xi,xj)Θ
(d),(b) (xi,xj) . (A.35)

A.4 CLOSED-FORM FORMULA FOR THE SCALED ERROR FUNCTION

Since we are using the scaled error function as a decision function defined as

gm,n(wm,n,xi) = σ
(
w>m,nxi

)
=

1

2
erf
(
αw>m,nxi

)
+

1

2
, (A.36)

T and Ṫ in Theorem 1 can be calculated analytically. Closed-form solutions for the error function
(Williams, 1996; Lee et al., 2019) are known to be

Terf(xi,xj) := E[erf(u>xi) erf(u>xj)] =
2

π
arcsin

(
Σ(xi,xj)√

(Σ(xi,xi) + 0.5)(Σ(xj ,xj) + 0.5)

)
,

(A.37)

Ṫerf(xi,xj) := E[ ˙erf(u>xi) ˙erf(u>xj)] =
4

π

1√
(1 + 2Σ(xi,xi)) (1 + 2Σ(xj ,xj))− 4Σ(xi,xj)2

.

(A.38)
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Using the above equations, we can calculate T and Ṫ with the scaled error function as

T (xi,xj) = E
[

1

4
erf(αu>xi) erf(αu>xj)

]
+ E

[
1

4
erf(αu>xi) +

1

4
erf(αu>xj)

]
+

1

4

=
1

4
E
[
erf(αu>xi) erf(αu>xj)

]
+

1

4

=
1

2π
arcsin

(
α2Σ(xi,xj)√

(α2Σ(xi,xi) + 0.5)(α2Σ(xj ,xj) + 0.5)

)
+

1

4
, (A.39)

Ṫ (xi,xj) =
α2

4
E
[

˙erf(αu>xi) ˙erf(αu>xj)
]

=
α2

π

1√
(1 + 2α2Σ(xi,xi)) (1 + 2α2Σ(xj ,xj))− 4α4Σ(xi,xj)2

. (A.40)

B NEURAL TANGENT KERNEL FOR MULTI-LAYER PERCEPTRON

B.1 EQUIVALENCE BETWEEN THE TWO-LAYER PERCEPTRON AND TREES OF DEPTH 1

In the following, we describe a two-layer perceptron using the same symbols used in soft trees
(Section 2.1) to make it easier to see the correspondences between a two-layer perceptron and a soft
tree ensemble. A two-layer perceptron is given as

fMLP (2)(xi,w,a) =
1√
M

M∑
m=1

amσ
(
w>mxi

)
, (B.1)

where we use M as the number of the hidden layer nodes, σ as a nonlinear activation function, and
w = (w1, . . . ,wM ) ∈ RF×M and a = (a1, . . . , aM ) ∈ R1×M as parameters at the first and second
layers initialized by zero-mean Gaussians with unit variances. Since

∂fMLP (2)(xi,w,a)

∂wm
=

1√
M
amxiσ̇

(
w>mxi

)
, (B.2)

∂fMLP (2)(xi,w,a)

∂am
=

1√
M
σ
(
w>mxi

)
, (B.3)

we have

Θ̂MLP (2)(xi,xj) =
1

M

M∑
m=1

a2mx>i xj σ̇ (w>mxi) σ̇ (w>mxj)︸ ︷︷ ︸
contribution from the first layer

+ σ
(
w>mxi

)
σ
(
w>mxj

)︸ ︷︷ ︸
contribution from the second layer

 .

(B.4)

Considering the infinite width limit (M →∞), we have

ΘMLP (2)(xi,xj) = Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj), (B.5)

which is the same as the limiting TNTK shown in Equation (7) with d = 1 up to constant multiple.

B.2 FORMULA FOR THE MLP-INDUCED NTK

Based on Arora et al. (2019), we defined the L-hidden-layer perceptron3 as

fMLP (L)(xi,W ) = W (L+1) · 1√
ML

σ

(
W (L) · 1√

ML−1
σ

(
W (L−1) . . .

1√
M1

σ
(
W (1)xi

)))
,

(B.6)

where W (1) ∈ RM1×F , W (h) ∈ RMh×Mh−1 , and W (L+1) ∈ R1×ML are trainable parameters.
We initialize all the weights W =

(
W (1), . . . ,W (L+1)

)
to values independently drawn from the

3Note that the two-layer perceptron is the single-hidden-layer perceptron.
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standard normal distribution. Considering the limit of the infinite width M1,M2, . . . ,ML →∞, the
formula for the limiting NTK of L-hidden-layer MLP is known to be

ΘMLP(L) (xi,xj) =

L+1∑
h=1

(
Σ(h−1) (xi,xj) ·

L+1∏
h′=h

Σ̇(h′) (xi,xj)

)
, (B.7)

where
Σ(0) (xi,xj) := x>i xj , (B.8)

Λ(h) (xi,xj) :=

(
Σ(h−1)(xi,xi) Σ(h−1) (xi,xj)
Σ(h−1) (xj ,xi) Σ(h−1) (xj ,xj)

)
∈ R2×2, (B.9)

Σ(h) (xi,xj) := Eu,v∼Normal(0,Λ(h)(xi,xj)) [σ(u)σ (v))] , (B.10)

Σ̇(h) (xi,xj) := Eu,v∼Normal(0,Λ(h)(xi,xj)) [σ̇(u)σ̇ (v))] . (B.11)

We let Σ̇(L+1) (xi,xj) := 1 for convenience. See Arora et al. (2019) for derivation. There is a
correspondence between Σ(1) (xi,xj) and Σ (xi,xj) in Theorem 1, Σ(1) (xi,xj) and T (xi,xj) in
Theorem 1, and Σ̇(1) (xi,xj) and Ṫ (xi,xj) in Theorem 1, respectively.

Since the recursive calculation is needed in Equation (B.7), the computational cost increases as the
layers get deeper. It can be seen that the effect of increasing depth is different from that of the limiting
TNTK, in which the depth of the tree affects only the value of the exponential power as shown in
Equation (7). Therefore, for any tree depth larger than 1, the limiting NTK induced by the MLP with
any number of layers and the limiting TNTK do not match.

C PROOF OF PROPOSITION 1

Proof. As shown in Section 4.1.1, there is a close correspondence between the soft tree ensemble of
depth 1 and the two-layer perceptron. On one hand, from Equation (A.7), the limiting TNTK induced
by infinite trees with the depth of 1 is 2(Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj)). On the other hand, if the
activation function used in the two-layer perceptron is same as σ defined in Equation (5), the NTK
induced by the infinite width two-layer MLP is Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj) (Jacot et al., 2018;
Lee et al., 2019). Hence these are exactly the same kernel up to constant multiple.

The conditions under which the MLP-induced NTK are positively definite have already been studied.

Lemma 4 (Jacot et al. (2018)). For a non-polynomial Lipschitz nonlinearity σ, for any input
dimension F , the NTK induced by the infinite width MLP is positive definite if ‖xi‖2= 1 for all
i ∈ [N ] and xi 6= xj (i 6= j).

Note that σ defined in Equation (5) has the non-polynomial Lipschitz nonlinearity. Since the positive
definite kernel multiplied by a constant is a positive definite kernel, it follows that the limiting TNTK
Θ(1)(xi,xj) for the depth 1 is also positive definite.

As shown in Equation (C.1), as the trees get deeper, T (xi,xj) defined in Equation (8) is multiplied
multiple times in the limiting TNTK:

Θ(d)(xi,xj) = 2dd Σ(xi,xj)(T (xi,xj))
d−1Ṫ (xi,xj)︸ ︷︷ ︸

contribution from inner nodes

+ (2T (xi,xj))
d︸ ︷︷ ︸

contribution from leaves

= 2(2T (xi,xj))
d−1 (d Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj))︸ ︷︷ ︸

NTK induced by two-layer perceptron (if d = 1)

. (C.1)

The positive definiteness of T (xi,xj) has already been proven.

Lemma 5 (Jacot et al. (2018)). For a non-polynomial Lipschitz nonlinearity σ, for any input
dimension F , the T (xi,xj) := E[σ(u>xi)σ(u>xj)] defined in Theorem 1 is positive definite if
‖xi‖2= 1 for all i ∈ [N ] and xi 6= xj (i 6= j).

Note that d Σ(xi,xj)Ṫ (xi,xj) + T (xi,xj) for d ∈ N is positive definite. Since the product of the
positive definite kernel is positive definite, for infinite trees of arbitrary depth, the positive definiteness
of Θ(d)(xi,xj) holds under the same conditions as in MLP.
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D PROOF OF THEOREM 2

Proof. We use the following lemmas in the proof.

Lemma 6. Let a ∈ Rn be a random vector whose entries are independent standard normal random
variables. For every v ≥ 0, with probability at least 1− 2ne(−v

2n/2) we have:

‖a‖1≤ vn. (D.1)

Lemma 7. Let ai ∈ R≥0. We have

n∑
i=1

√
ai ≤

√
n

√√√√ n∑
i=1

ai. (D.2)

In addition, our proof is based on the strategy used in Lee et al. (2019), which relies on the local
Lipschitzness of the model Jacobian at initialization J(x,θ), whose (i, j) entry is ∂f(xi,θ)

∂θj
where θj

is a j-th component of θ:

Theorem 4 (Lee et al. (2019)). Assume that the limiting NTK induced by any model architecture is
positive definite for input sets x, such that minimum eigenvalue of the NTK λmin > 0. For models
with local Lipschitz Jacobian trained under gradient flow with a learning rate η < 2(λmin + λmax),
we have with high probability:

sup
∣∣∣Θ̂∗τ (xi,xj)− Θ̂∗0 (xi,xj)

∣∣∣ = O
(

1√
M

)
. (D.3)

It is not obvious whether or not the soft tree ensemble’s Jacobian is local Lipschitz. Therefore, we
prove Lemma 8 to prove Theorem 2.

Lemma 8. For soft tree ensemble models with the NTK initialization and a positive finite scaling
factor α, there is K > 0 such that for every C > 0, with high probability, the following holds:{

‖J(x,θ)‖F ≤ K
‖J(x,θ)− J(x, θ̃)‖F ≤ K‖θ − θ̃‖2

,∀θ, θ̃ ∈ B (θ0, C) , (D.4)

where

B (θ0, C) := {θ : ‖θ − θ0‖2 < C} . (D.5)

By proving that the soft tree ensemble’s Jacobian under the NTK initialization is the local Lipschitz
with high probability, we extend Theorem 2 for the TNTK.

D.1 PROOF OF LEMMA 6

Proof. By use of the Chebyshev’s inequality, for some constant c, we obtain

P (‖a‖1> c) ≤ E[eγ‖a‖1 ]/eγc

=
(
eγ

2/2(1 + erf(γ/
√

2))
)n

/eγc, (D.6)

where P means a probability. Since erf(γ/
√

2) ≤ 1, when we use γ = c/n, we get

P (‖a‖1> c) ≤ 2ne(−c
2/2n). (D.7)

Lemma 6 can be obtained by assigning vn to c.

Figure 8 shows the right-hand side of the Equation (D.7) with c = 5n. when n = 1, probability is
7.45× 10−6. As n becomes larger, the probability becomes even smaller.
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Figure 8: Right-hand side of the Equation (D.7), where c = 5n (in other words, v = 5 in Lemma 6).

D.2 PROOF OF LEMMA 7

Proof. By use of Cauchy-Schwarz inequality, for p, q, x, y ∈ R≥0, we have

p
√
x+ q

√
y ≤

√
(p2 + q2) (x+ y). (D.8)

With Equation (D.8), we prove the lemma by induction. In the base case,
√
a1 +

√
a2 ≤

√
2
√
a1 + a2, (D.9)

which is consistent to the lemma. Next, when we assume
√
a1 + · · ·+

√
ak ≤

√
k
√
a1 + · · · ak, (D.10)

we have
√
a1 + · · ·+

√
ak +

√
ak+1 = (

√
a1 + · · ·+

√
ak) +

√
ak+1

≤
√
k
√
a1 + · · ·+ ak +

√
ak+1

≤
√
k + 1

√
a1 + · · ·+ ak + ak+1. (D.11)

D.3 PROOF OF LEMMA 8

Proof. Consider the contribution of the leaf parameters at first:

∂f(xi,w,π)

∂πm,`
=

1√
M
µm,`(xi,wm). (D.12)

Next, the contribution from the leaf parameters is

∂f(xi,w,π)

∂wm,n
=

1√
M

L∑
`=1

πm,`
∂µm,`(xi,wm)

∂wm,n

=
1√
M

L∑
`=1

πm,`Sn,`(xi,wm)xiσ̇
(
w>m,nxi

)
, (D.13)

where

Sn,`(x,wm) :=

( N∏
n′=1

σ
(
w>m,n′xi

)1(`↙n′)&(n 6=n′)
(
1− σ

(
w>m,n′xi

))1(n′↘`)&(n6=n′)

)
(−1)1n↘` ,

(D.14)
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and & is a logical conjunction. For any real scalar p and q, the scaled error function σ defined in
Equation (5) is bounded as follows:

0 ≤ σ(p) ≤ 1, |σ(p)− σ(q)| ≤ |p− q|, 0 ≤ σ̇(p) ≤ α, |σ̇(p)− σ̇(q)| ≤ α|p− q|. (D.15)

Therefore, the absolute value of Sn,` does not exceed 1. With Equation (D.15), we can obtain

∥∥∥∥∂µm,`(xi,wm)

∂wm,n

∥∥∥∥
2

=
∥∥Sn,`(xi,wm)xiσ̇

(
w>m,nxi

)∥∥
2
≤ α‖xi‖2 (D.16)

with high probability. Therefore, with Lemma 6, in probability,

‖J(x,θ)‖2F =

N∑
i=1

(
‖J(xi,w)‖2F+‖J(xi,π)‖2F

)
=

1

M

N∑
i=1

M∑
m=1

 N∑
n=1

∥∥∥∥∥
L∑
`=1

πm,`
∂µm,`(xi,wm)

∂wm,n

∥∥∥∥∥
2

2

+

L∑
`=1

(
µm,`(xi,wm)2

)
≤ 1

M

N∑
i=1

M∑
m=1

( N∑
n=1

v2L2α2‖xi‖22+

L∑
`=1

1

)

=

N∑
i=1

L(v2Lα2N‖xi‖22+1). (D.17)

Next, we will consider the Jacobian difference. Since µm,`(xi,wm) is a multiple multiplication of
the decision function, by use of∣∣∣∣∣

n∏
i=1

pi −
n∏
i=1

qi

∣∣∣∣∣ ≤
n∑
i=1

|pi − qi| for |pi| , |qi| ≤ 1, (D.18)

we obtain

|µm,`(xi,wm)− µm,`(xi, w̃m)| =

∣∣∣∣∣
N∏
n=1

σ
(
w>m,nxi

)1`↙n
(
1− σ

(
w>m,nxi

))1n↘`

−
N∏
n=1

σ
(
w̃>m,nxi

)1`↙n
(
1− σ

(
w̃>m,nxi

))1n↘`

∣∣∣∣∣
≤
N∑
n=1

∣∣∣σ (w>m,nxi)1`↙n
(
1− σ

(
w>m,nxi

))1n↘`

− σ
(
w̃>m,nxi

)1`↙n
(
1− σ

(
w̃>m,nxi

))1n↘`
∣∣∣

≤
N∑
n=1

|w>m,nxi − w̃>m,nxi|

≤
N∑
n=1

‖xi‖2‖wm,n − w̃m,n‖2, (D.19)

where it should be noted that (`↙ n) & (n↘ `) must be false.
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Sn,` (xi,wm) − Sn,` (xi, w̃m) can be bound in the same way as Equation (D.19). Therefore, we
also obtain

∥∥∥∥∂µm,`(xi,wm)

∂wm,n
− ∂µm,`(xi, w̃m)

∂w̃m,n

∥∥∥∥
2

= ‖Sn,` (xi,wm)xiσ̇
(
w>m,nxi

)
− Sn,` (xi, w̃m)xiσ̇

(
w̃>m,nxi

)
‖2

= ‖xi‖2|Sn,` (xi,wm) σ̇
(
w>m,nxi

)
− Sn,` (xi, w̃m) σ̇

(
w̃>m,nxi

)
|

≤ ‖xi‖2
(
|(Sn,` (xi,wm)− Sn,` (xi, w̃m))σ̇

(
w>m,nxi

)
|

+ |(σ̇
(
w>m,nxi

)
− σ̇

(
w̃>m,nxi

)
)Sn,` (xi, w̃m) |

)
≤ ‖xi‖2

(
|α(Sn,` (xi,wm)− Sn,` (xi, w̃m))|

+ |(α(w>m,nxi − w̃>m,nxi))|
)

≤ 2α‖xi‖22
N∑
n=1

‖wm,n − w̃m,n‖2. (D.20)

To link Equation (D.19) and Equation (D.20) to the ‖θ− θ̃‖2, we use Lemma 7 to obtain the following
inequalities:

N∑
n=1

‖wm,n − w̃m,n‖2 ≤
√
N‖wm − w̃m‖2≤

√
N‖θ − θ̃‖2, (D.21)

L∑
`=1

|πm,` − π̃m,`| ≤
√
L‖πm − π̃m‖2≤

√
L‖θ − θ̃‖2. (D.22)

With Equation (D.1), Equation (D.16), Equation (D.19), Equation (D.20), Equation (D.21), and
Equation (D.22),

‖J(x,θ)− J(x, θ̃)‖2F

=

N∑
i=1

(‖J(xi,w)− J(xi, w̃)‖2F+‖J(xi,π)− J(xi, π̃)‖2F )

=
1

M

N∑
i=1

M∑
m=1

( N∑
n=1

(∥∥∥∥∥
L∑
`=1

(
πm,`

∂µm,`(xi,wm)

∂wm,n
− π̃m,`

∂µm,`(xi, w̃m)

∂w̃m,n

)∥∥∥∥∥
2

2

)

+

L∑
`=1

(µm,`(xi,wm)− µm,`(xi, w̃m))2

)

=
1

M

N∑
i=1

M∑
m=1

( N∑
n=1

(∥∥∥∥∥
L∑
`=1

(
(πm,` − π̃m,`)

∂µm,`(xi,wm)

∂wm,n
+

(
∂µm,`(xi,wm)

∂wm,n
− ∂µm,`(xi, w̃m)

∂w̃m,n

)
π̃m,`

)∥∥∥∥∥
2

2

)

+

L∑
`=1

(µm,`(xi,wm)− µm,`(xi, w̃m))2

)
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≤ 1

M

N∑
i=1

M∑
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( N∑
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(( L∑
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(|πm,` − π̃m,`|α‖xi‖2) +
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2α‖xi‖22

N∑
n=1

‖wm,n − w̃m,n‖2vL

))2)

+

L∑
`=1

( N∑
n=1

‖xi‖2‖wm,n − w̃m,n‖2

)2)

≤ 1

M

N∑
i=1

M∑
m=1

( N∑
n=1

(((√
L‖θ − θ̃‖2α‖xi‖2

)
+
(

2α‖xi‖22
√
N‖θ − θ̃‖2vL

))2)

+

L∑
`=1

(
√
N‖xi‖2‖θ − θ̃‖2

)2)

≤
N∑
i=1

(
N
(
α
√
L‖xi‖2+2α‖xi‖22

√
N vL

)2
+ LN‖xi‖22

)
‖θ − θ̃‖22. (D.23)

By considering the square root of both sides in Equation (D.17) and Equation (D.23), we conclude
the proof for Lemma 8.

E PROOF OF THEOREM 3

Proof. We can use the same approach with the proof of Theorem 1. Using an incremental formula,
the output from the oblivious tree ensembles can be written as follows:

f (d)(xi,w,π) =
1√
M

M∑
m=1

(
σ
(
w>m,txi

)
f (d−1)m

(
xi,w

(s)
m ,π(l)

m

)
+
(
1− σ

(
w>m,txi

))
f (d−1)m

(
xi,w

(s)
m ,π(r)

m

))
, (E.1)

where (s) of w(s)
m means (s)hared parameters at subtrees. Intuitively, the fundamental of Theorem 3

is that the outputs of the left subtree and right subtree are still independent with the oblivious tree
structure. Even with parameter sharing at the same depth, since the leaf parameters π are not shared,
the outputs of the left subtree and right subtree are independent.

We will see that Lemma 1, 2 and 3 are also valid for oblivious tree ensembles.

Correspondence to Lemma 1. To show the correspondence to Lemma 1, it is sufficient to show
that Equation (A.22), Equation (A.23), Equation (A.24), and Equation (A.25) hold when

Em
[
f (d+1)
m (xi,wm,πm)f (d+1)

m (xj ,wm,πm)
]

=Em


(f (d)m

(
xi,w

(s)
m ,π(l)

m

)
− f (d)m

(
xi,w

(s)
m ,π(r)

m

))
σ(w>m,txi)︸ ︷︷ ︸

(A)

+ f (d)m

(
xi,w

(s)
m ,π(r)

m

)
︸ ︷︷ ︸

(B)


(f (d)m

(
xj ,w

(s)
m ,π(l)

m

)
− f (d)m

(
xj ,w

(s)
m ,π(r)

m

))
σ(w>m,txj)︸ ︷︷ ︸

(C)

+ f (d)m

(
xj ,w

(s)
m ,π(r)

m

)
︸ ︷︷ ︸

(D)


 .

(E.2)

This equation corresponds to Equation (A.21). Here, since the leaf parameters π are not shared, the
outputs of the left subtree and right subtree are still independent even with the oblivious tree structure.
Therefore, we can obtain the correspondences to Equation (A.22), Equation (A.23), Equation (A.24),
and Equation (A.25) with the same procedures.
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Correspondence to Lemma 2. For the depth d+ 1, since

∂f (d+1) (xi,w,π)

∂wm,s
= σ(w>m,txi)

∂f
(d)
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(
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) ∂f (d)m

(
xi,w

(s)
m ,π

(r)
m

)
∂wm,s

, (E.3)

the corresponding limiting TNTK is
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(E.4)

Since
∂f(d)

m (xi,w
(s)
m ,π(r)

m )
∂wm,s

and
∂f(d)

m (xj ,w
(s)
m ,π(l)

m )
∂wm,s

for s = {2, 3, . . . , d} are independent to each other
and have zero-mean Gaussian distribution4, similar calculation used for Equation (A.22), Equa-

4For a single oblivious tree, the number splitting rule is d because of the parameter sharing.
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tion (A.23), Equation (A.24), and Equation (A.25) gives

Em [(A)× (C)] = T (xi,xj)Em


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Em [(B)× (D)] = Em
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(
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 . (E.8)

As in the previous calculations, Equation (E.6), Equation (E.7), and Equation (E.8) cancel each other
out. As a result, we obtain

Θ(d+1),(s) (xi,xj) = 2T (xi,xj)
(

Θ(d),(t) (xi,xj) + Θ(d),(s) (xi,xj)
)
. (E.9)

Correspondence to Lemma 3. Considering Equation (A.33), once we focus on a leaf `, it is not
possible for both 11↘` and 1`↙1 to be 1. This means that a leaf cannot belong to both the right
subtree and the left subtree. Therefore, even with the oblivious tree structure, there are no influences.
Therefore, we get exactly the same result for the Lemma 3.

F DETAILS OF NUMERICAL EXPERIMENTS

F.1 SETUP

F.1.1 DATASET ACQUISITION

We use the UCI datasets (Dua & Graff, 2017) preprocessed by Fernández-Delgado et al. (2014),
which are publicly available at http://persoal.citius.usc.es/manuel.fernandez.
delgado/papers/jmlr/data.tar.gz. Since the size of the kernel is the square of the
dataset size and too many data make training impractical, we use preprocessed UCI datasets with the
number of samples smaller than 5000. Arora et al. (2020) reported the bug in the preprocess when
the explicit training/test split is given. Therefore, we do not use that dataset with explicit training/test
split. As a consequence, 90 different datasets are available.

F.1.2 KERNEL SPECIFICATIONS

TNTK. See Theorem 1 for the detailed definitions. We change the tree depth from 1 to 29 and change
α in {0.5, 1.0, 2.0, 4.0, 8.0, 16.0, 32.0, 64.0}.
MLP-induced NTK. We assume the MLP activation function as ReLU. Our implementation is
based on the publicly available code5 used in Arora et al. (2020). For detailed definitions, see Arora
et al. (2020). The hyperparameter of this kernel is the model depth. We change the depth from 1 to
29. Here, depth = 1 means there is no hidden layer in the MLP.

5https://github.com/LeoYu/neural-tangent-kernel-UCI
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Figure 9: The γ dependency of the RBF kernel performance.

RBF kernel. We use scikit-learn implementation6. The hyperparameter of this kernel is γ, in-
verse of the standard deviation of the RBF kernel (Gaussian function). For Figure 3, we tune γ in
{0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 2.0,
3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, 20.0, 30.0}, resulting in 30 candidates in total. In our experi-
ments, γ = 2.0 performs the best on average (Figure 9).

F.1.3 MODEL SPECIFICATIONS

We used kernel regression implemented in scikit-learn7. To consider ridge-less situation, regulariza-
tion strength is set to be 1.0× 10−8, a very small constant.

F.1.4 COMPUTATIONAL COSTS

Since the training and inference algorithms of the kernel regression are common across different
kernels, we analyze the computational cost of computing a single value in a gram matrix of the
corresponding kernels in the following. The time complexity of the MLP-induced NTK is linear
with respect to the layer depth, while that of the TNTK remains to be constant. Such a trend can be
seen in the right panel of Figure 7. For the RBF kernel, the computational cost remains the same
with respect to changes in hyperparameters, thus its trend is similar to the TNTK. In terms of the
space complexity, when considering a multi-layered MLP, since it is not necessary to store all past
calculation results in memory during the recursive computation, the MLP-induced NTK computation
consumes a certain amount of memory regardless of the depth of the layers. Therefore, the memory
usage is almost the same across the RBF kernel, TNTK, and MLP-induced NTK.

F.1.5 COMPUTATIONAL RESOURCE

We used Ubuntu Linux (version: 4.15.0-117-generic) and ran all experiments on 2.20 GHz Intel Xeon
E5-2698 CPU and 252 GB of memory.

F.2 RESULTS

F.2.1 STATISTICAL SIGNIFICANCE OF THE PARAMETER DEPENDENCY

A Wilcoxon signed rank test is conducted to check the statistical significance of the differences
between different α. Figure 10 shows the p-values for the depth of 3 and 20. As shown in Figure 7,
when the tree is shallow, the accuracy started to deteriorate after around α = 8.0, but as the tree
becomes deeper, the deterioration became less apparent. Therefore, statistically significantly different
pairs for deep tress and shallow trees are different. When the tree is deep, large α shows a significant
difference over those with small α. However, when the tree is shallow, the best performance is
achieved with α of about 8.0, and if α is too large, the performance deteriorates predominantly.

6https://scikit-learn.org/stable/modules/generated/sklearn.metrics.
pairwise.rbf_kernel.html

7https://scikit-learn.org/stable/modules/generated/sklearn.kernel_ridge.
KernelRidge.html
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Figure 10: P-values of the Wilcoxon signed rank test for different pairs of α.

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 0.5

0 20 40 60 80 100
TNTK

0

20

40

60

80

100
M

LP
-in

du
ce

d 
N

TK
= 1.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 2.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 4.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 8.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 16.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100
M

LP
-in

du
ce

d 
N

TK
= 32.0

0 20 40 60 80 100
TNTK

0

20

40

60

80

100

M
LP

-in
du

ce
d 

N
TK

= 64.0

Figure 11: Performance comparisons between the kernel regression with MLP-induced NTK and the
TNTK on the UCI dataset.
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Figure 12: Performance comparisons between the kernel regression with RBF kernel and the TNTK
on the UCI dataset.

100 101

0.9650

0.9675

0.9700

0.9725

0.9750

0.9775

0.9800

Pe
ar

so
n'

s c
or

re
la

tio
n 

co
ef

fic
ie

nt

RBF
MLP-induced NTK

Figure 13: Pearson’s correlation coefficients with predicted values of the TNTK with different α.
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F.2.2 DATASET-WISE RESULTS

For each α, scatter-plots are shown in Figures 11 and 12. As shown in Figure 13, the correlation
coefficients with the TNTK are likely to be higher for the MLP-induced NTK than for the RBF kernel.
Tables 2, 3 and 4 are dataset-wise results of the comparison between the TNTK, the MLP-induced
NTK, and the RBF kernel. For each α, depth is tuned for each dataset. In terms of the depth, the
best performers from 1 to 29 are compared with the TNTK and the MLP-induced NTK. For the RBF
kernel, γ is tuned in each dataset from 30 candidate values as described in Section F.1.2. Therefore,
the number of tunable parameters is the same across all methods. All parameter-wise results are
visualized in Figures 14 and 15.
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Figure 14: Dataset-wise comparison for a half of the dataset (1/2).
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Figure 15: Dataset-wise comparison for a half of the dataset (2/2).
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