
AMOR: A Recipe for Building Adaptable Modular Knowledge Agents
Through Process Feedback

Anonymous ACL submission

Abstract

The notable success of large language mod-001
els (LLMs) has sparked an upsurge in building002
language agents to complete various complex003
tasks. We present AMOR, an agent framework004
based on open-source LLMs, which reasons005
with external knowledge bases and adapts to006
specific domains through human supervision to007
the reasoning process. AMOR builds reasoning008
logic over a finite state machine (FSM) that009
solves problems through autonomous execu-010
tions and transitions over disentangled modules.011
This allows humans to provide direct feedback012
to the individual modules, and thus naturally013
forms process supervision. Based on this rea-014
soning and feedback framework, we develop015
AMOR through two-stage fine-tuning: warm-up016
and adaptation. The former fine-tunes the LLM017
with examples automatically constructed from018
various public datasets and enables AMOR to019
generalize across different knowledge environ-020
ments, while the latter tailors AMOR to specific021
domains using process feedback. Extensive022
experiments across multiple domains demon-023
strate the advantage of AMOR to strong base-024
lines, thanks to its FSM-based reasoning and025
process feedback mechanism.026

1 Introduction027

Large language models (LLMs), with astounding028

performance over general natural language process-029

ing (NLP) problems (Wei et al., 2022a; Achiam030

et al., 2023; Touvron et al., 2023), have spurred031

great interest in building LLM-based agents to032

solve complex tasks by interacting with external033

resources such as web knowledge (Nakano et al.,034

2021), specialized tools (Schick et al., 2023), etc.035

We focus on developing agents for knowledge-036

intensive tasks, where the agent completes users’037

information-seeking requests by interacting with038

specific knowledge bases (Lewis et al., 2020). To039

address the complexity of such tasks, we posit the040

desiderata for a qualifying agent as follows: Firstly,041

the agent should possess a robust reasoning logic 042

about the task to solve individual problems with 043

precise pathways. Secondly, the agent should main- 044

tain an adaptive mechanism to adjust to specific 045

environments, rather than staying static. Thirdly, 046

the reasoning process should be amenable to hu- 047

man interventions, enabling humans to steer the 048

agent’s behavior through direct feedback to the pro- 049

cess rather than only to the outcome (Uesato et al., 050

2022). This ability can significantly facilitate align- 051

ment between agent behavior and human intent. 052

Although extensive studies have been conducted 053

on building language agents, few, if any, can ful- 054

fill all the required criteria due to their uncon- 055

trollable reasoning logic, static model capability, 056

or sparse/missing feedback signals, as detailed in 057

Tab. 1. Consequently, it is still challenging for users 058

to critique, and thus guide existing agents to follow 059

targeted manners, especially when the agents are 060

built upon less powerful LLMs (Liu et al., 2023b). 061

We introduce an Adaptable MOdulaR knowledge 062

agent (AMOR) that can reason and adapt, with the 063

reasoning process amenable to human supervision, 064

based on open-source LLMs. AMOR’s reasoning 065

logic is formalized as a finite state machine (FSM) 066

(Clarke et al., 1986; Lee and Yannakakis, 1996) 067

that solves problems via a series of executions and 068

transitions over a set of modules (Fig. 1). This 069

naturally enables the desired process-based super- 070

vision mechanism, allowing users to give feedback 071

to each LLM-controlled module. AMOR supports 072

flexible forms of feedback, either binary judgments 073

regarding the correctness or refinement of the out- 074

puts. The reasoning logic and process feedback 075

mechanism together frame how AMOR thinks, acts, 076

and interacts with users and task environments. 077

The training in AMOR happens in two stages: 078

(1) Warm-up: the modular design enables us to 079

construct training data separately for each disen- 080

tangled module without requiring complete trajec- 081

tories for specific tasks. As a result, we create a 082
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Method Reasoning Logic Adaptive Mechanism FeedbackStep Inter-Step Dependency

WebGPT (Nakano et al., 2021) Tool Invoking Undefined Imitation Learning from Humans Outcome
CoT (Wei et al., 2022b) Reasoning Undefined Prompting Undefined
ToT (Yao et al., 2023a) Reasoning Undefined Prompting Process
ReAct (Yao et al., 2023b) Reasoning&Tool Invoking Undefined Prompting Undefined
Reflexion (Shinn et al., 2023) Reasoning&Tool Invoking Undefined Prompting Process
AgentLM (Zeng et al., 2023) Reasoning&Tool Invoking Undefined Imitation Learning from LLMs Outcome
MetaGPT (Hong et al., 2023) Specialized Module Pipeline Prompting Process
LUMOS (Yin et al., 2023) Specialized Module Pipeline Imitation Learning from Humans Undefined

AMOR Specialized Module Finite State Machine Exploration&Exploitation Process

Tab. 1: Comparison between AMOR and representative methods for building agents.

States & Modules for Calling LLMs    States & Modules for Invoking Tools

[RELEVANT]

𝑑

LLM Modules   Tool Modules

[NEXT]

𝑞

[RELEVANT]

𝑑𝑑 = 𝑑!

𝐻 = [ ]
𝐸 = [ ]

𝒔𝟎: Ques%on Decomposi%on

𝒎𝟎:	 Decompose(𝑄,𝐻)
Executor: LLM
Description: Generate the next query q 
if more information besides H is
needed to answer Q.
Output: G

Q

𝒔𝟏:	Document Retrieval

𝒎𝟏: SearchDoc(𝑞)
Executor: Tool
Description: Retrieve one
document snippet using 𝑞 from
given knowledge bases.
Output: 𝑑!

𝒔𝟔:	Task Comple%on

𝒎𝟔: Complete(Q, E)
Executor: LLM
Description: Generate the answer to
the main question Q based on E.
Output: A

[FINISH]

A

𝒔𝟐:	Relevance Judgment

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)
Executor: LLM
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Executor: Tool
Description: Retrieve passages
that are relevant with 𝑞 in the
document of 𝑑.
Output: 𝑃 = [𝑝!, 𝑝", … ]

[IRRELEVANT]

𝒔𝟑	Document Naviga%on

𝒎𝟑: NextDoc()
Executor: Tool
Description: Navigate to the next document snippet.
Output: G

[CONTINUE]

[NEXT] 𝑞, if more info needed
[FINISH], otherwise

[NO MORE], if exceeding the maximum number
[CONTINUE], otherwise

𝑑

𝒔𝟓:	Answer Extraction

𝒎𝟓: Answer(Q, H, q, 𝑃)
Executor: LLM
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.
Output: P𝑦𝑒𝑠𝑛𝑜

𝑃 = [𝑝!, 𝑝", … ]

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑!

[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

[UNANSWERABLE]

🛠

🎉 📑

📑 📑🤔 🤔

𝒔𝟎: QuesAon DecomposiAon
𝑄,𝐻, 𝐸

𝒎𝟎:	 Decompose(𝑄,𝐻)
Description: Generate the next query 𝑞	if more
information besides 𝐻 is needed to answer 𝑄.

Output: G [NEXT] 𝑞, if more information needed
[FINISH], otherwise

𝒔𝟏:	Document Retrieval
𝑄,𝐻, 𝐸, 𝑞

𝒎𝟏: SearchDoc(𝑞)
Description: Retrieve one document
snippet using 𝑞 from the given
knowledge base.
Output: 𝑑!

𝒔𝟐:	Relevance Judgment
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑑

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑) 
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑑

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Description: Retrieve passages
using 𝑞 in the document of 𝑑.

Output:	𝑃 = [𝑝!, 𝑝", … ]

[NEXT]

𝑞
𝑑 = 𝑑!
𝐷 = [𝑑!]

𝒔𝟓:	Answer ExtracAon
𝑄,𝐻, 𝐸, 𝑞, 𝐷, 𝑃

𝒎𝟓: Answer(Q, H, q, 𝑃)
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.

Output: P𝑦𝑒𝑠𝑛𝑜
[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

𝑃

𝒔𝟑:	Document NavigaAon
𝑄,𝐻, 𝐸, 𝑞, 𝐷

𝒎𝟑: NextDoc()
Description: Navigate to the next document snippet 𝑑′.

Output: G
[NO MORE], if exceeding the maximum number
[CONTINUE] 𝑑′, otherwise

[IRRELEVANT]
[CONTINUE] 
𝑑 = 𝑑′
𝐷 = 𝐷 + [𝑑′]

𝒔𝟔: Task CompleAon
𝑄, 𝐸

𝒎𝟔: Complete(Q, E)
Description: Generate the answer to the main
question Q based on E.
Output: A

[FINISH]

A

𝐻 =

𝐸 = [ ]
Q

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[UNANSWERABLE]

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “No Answer” , 𝐸 = 𝐸 + 𝐷[0]

𝑄: The main question

𝐴: The final question

𝐻: All solved sub-queries and answers

𝐸: All collected evidence passages

𝑞:Current sub-query

𝐷: All retrieved documents

𝑑: Current document

𝑃: Retrieved Passages in 𝑑

Fig. 1: AMOR’s state transition diagram. Each box represents a state and the corresponding module that is executed
when entering the state. There may be multiple categories of execution results distinguished by special branch
tokens such as “[NEXT].” Then AMOR determines the next state based on the branch tokens.

large dataset of 50k examples covering multiple083

distinct tasks, simply using public datasets. We084

fine-tune AMOR on this data for generalization over085

various knowledge-seeking scenarios. (2) Adapta-086

tion: when deployed, we tailor AMOR to the target087

domain by letting it autonomously address user088

tasks (i.e., exploration), collecting process feed-089

back for each LLM output, and selecting those090

outputs that users judge as right or refine to be right091

for further fine-tuning (i.e., exploitation).092

Our contributions are summarized as follows:093

I. We propose a general framework for building094

knowledge agents, featuring FSM-based reasoning095

logic and a process feedback mechanism. We fo-096

cus on text corpora as knowledge bases, but the ap-097

proach can be flexibly extended to other knowledge098

types and user tasks by customizing the modules099

and dependencies within the FSM framework.100

II. Experiments across multiple domains show the101

strong advantage of the FSM-based reasoning logic102

with 30%-40% improvements over baselines when103

based on off-the-shelf LLMs (e.g.,GPT-41).104

1In this work, GPT-3.5/GPT-4 refers to the OpenAI’s API
“gpt-3.5-turbo” and “gpt-4-1106-preview,” respectively.

III. Switching to fine-tuned LLMs, the warm-up 105

stage empowers AMOR to generalize to multiple do- 106

mains and surpass strong baselines. After we adapt 107

AMOR to specific domains, Subsequent domain- 108

specific adaptations reveal that process feedback is 109

significantly more effective in improving the rea- 110

soning process than outcome feedback2. 111

2 Related Work 112

Language Agents. Interest is surging in build- 113

ing agents for tasks necessitating multi-step rea- 114

soning. Existing work falls into two groups. The 115

first group focuses on designing agent architec- 116

tures, such as CoT’s step-by-step reasoning (Wei 117

et al., 2022c) and ReAct’s integration of reason- 118

ing, action, and observation to allow tool use (Yao 119

et al., 2023b). Nevertheless, such free-form rea- 120

soning constraints human intervention. In contrast, 121

modular agents follow a pipeline to execute spe- 122

cialized modules (Khot et al., 2023; Hong et al., 123

2023; Gur et al., 2023; Besta et al., 2023; Yin et al., 124

2023), improving the ease of intervention. The 125

second group aims to design adaptive mechanisms 126

2The code and data will be publicly available.
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for adapting agents to specific scenarios. ToT (Yao127

et al., 2023a) and Reflexion (Shinn et al., 2023)128

use environment feedback for multi-path pruning129

and iterative single-path refinement, respectively,130

but suffer from poor inference efficiency and need131

for real-time feedback. As a fine-tuning approach,132

recent work equipped open-source LLMs with spe-133

cific agent abilities by learning trajectories from134

humans (Nakano et al., 2021) or GPT-4 (Zeng et al.,135

2023; Chen et al., 2023), with correctness valida-136

tion through outcome feedback. In contrast, our137

modular agent AMOR employs FSM-based reason-138

ing with a stronger capacity for handling complex139

tasks than simple pipelines and adapts effectively140

to specific environments via process feedback.141

Retrieval-Augmented Generation (RAG). The142

RAG paradigm augments the inputs of LLMs with143

retrieved passages to enhance factuality (Guu et al.,144

2020; Lewis et al., 2020). Recent studies have de-145

veloped interleaved reasoning-retrieval for better146

information recall than one-step retrieval (Trivedi147

et al., 2023; Jiang et al., 2023; Press et al., 2023).148

However, retrieval may introduce noise that leads149

to low-quality answers (Shi et al., 2023). To tackle150

this, Self-RAG (Asai et al., 2023) trained LLMs to151

selectively perform retrieval and utilize retrieved152

passages. Unlike RAG approaches, AMOR empha-153

sizes an explainable reasoning process for proac-154

tively decomposing questions and seeking evidence155

for grounded generation, and allows for process156

feedback from humans. However, RAG mainly fo-157

cuses on integrating parametric factual knowledge158

in LLMs and retrieved non-parametric knowledge,159

which is less explainable and intervenable.160

3 AMOR Agent161

AMOR relies on three key techniques: FSM-based162

reasoning logic, a process feedback mechanism,163

and a two-stage fine-tuning strategy. We detail the164

definition of the reasoning logic and its specifica-165

tion assuming the knowledge base is a text corpus166

in §3.1, the method for fine-tuning open-source167

LLMs as a warm-up stage in §3.2, and the adapta-168

tion stage driven by process feedback in §3.3.169

3.1 Reasoning Logic170

FSM-based reasoning logic can be generally de-171

fined by a quadruple: {S,M, E , µ}, where172

• S = {s0, . . . , sN−1} is a set of states with s0 as173

the initial state and sN−1 as the final state. Each174

state holds variables to track context information.175

Algorithm 1 FSM-based Reasoning Logic
Input: Agent at the state s = s0; Q: Question.
Output: A: Final Answer; R: Reasoning Process.

1 R = [ ]
2 while True do
3 y = m(s) // Obtain the output y given s from the

corresponding module m.
4 R.append({“state”: s, “output”: y})
5 if s = sN−1 then
6 A = y // Reach the final state.
7 break
8 s = µ(s, y) // Transit to the next state.
9 return A,R

• M = {m0, . . . ,mN−1} is a set of modules with 176

mk triggered when the reasoning flow reaches 177

state sk. M includes (a) Tool modules (MTOOL) 178

for invoking tools, and (b) LLM modules (MLLM) 179

for calling LLMs. When customizing FSM for 180

a specific task, one can design M by following 181

two principles: (1) Single Responsibility Princi- 182

ple. Each module handles one specific sub-task, 183

which can be determined by manually decompos- 184

ing the main task until the tool or LLM performs 185

well for each sub-task or it is difficult even for 186

human experts to further decompose. (2) Least 187

Dependency Principle. Each module depends 188

on as few historical steps as possible to avoid 189

distraction induced by unnecessary information. 190

• E is the set of all possible outputs of M. 191

• µ : S × E → S is the transition function that 192

determines the next state of the reasoning flow 193

given the current state and the execution result of 194

the corresponding module. 195

Alg. 1 outlines the application of FSM-based rea- 196

soning logic for deducing the answer A with the 197

reasoning process R for an input question Q. 198

When the external knowledge base is a text cor- 199

pus, an instantiation of the reasoning logic can 200

be represented by the state transition diagram in 201

Fig. 1. In this case, MTOOL perform document and 202

passage retrieval using external retrievers; while 203

MLLM leverage the LLM to analyze and digest 204

the question, documents, and passages to deduce 205

the final answer. To distinguish different types of 206

outputs from a module that requires different subse- 207

quent modules, we employ a set of special branch 208

tokens such as “[NEXT]” to guide µ to determine 209

the next state. In summary, AMOR answers ques- 210

tion Q by (1) iteratively decomposing Q to a sub- 211

query q at state s0, and finding the answer a to q 212

and the evidence passage e through iterative knowl- 213

edge retrieval, relevance evaluation, retrieval refine- 214

ment (i.e., “Passage Retrieval”), and answer extrac- 215
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Main Question: 𝑄
Next Sub-Query: .𝑞#
Document Snippet: 𝑒̂# || 𝑑# || 𝑝#,# || 𝑝#,' || 𝑝#,(
Output: [Relevant] || [Irrelevant] || [Relevant] || [Relevant] || [Relevant]

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
Next Sub-Query: .𝑞'
Document Snippet: 𝑒̂' || 𝑑' || 𝑝',# || 𝑝',' || 𝑝',(
Output: [Relevant] || [Irrelevant] || [Relevant] || [Relevant] || [Relevant]

Main Question: 𝑄
Output: [Next] .𝑞#

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#A: .𝑎#
Output: [Next] .𝑞'

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
2. Q: .𝑞'	A: .𝑎'
Output: [Finish]

SearchDoc(Query = ,𝑞^, title ≠ “Chick Chick Boom”)
𝑑^ (title: Chick-fil-A) The first Chick-fil-A opened in 1967, in the …

SearchPsg(Query = ,𝑞^, title = “Chick Chick Boom”) / 𝑒̂^
𝑝^,^ (title: Chick Chick Boom) After Extra Toxic took the game …
𝑝0,1 (title: Chick Chick Boom) The chicks will bounce throughout their …
𝑝0,2 (title: Chick Chick Boom) Each drawing is given an accuracy rating …

SearchDoc(Query = ,𝑞`, title ≠ “Nintendo Entertainment System”)
𝑑` (title: Nintendo Character) Mario is a character created by the …

SearchPsg(Query = ,𝑞`, title = “Nintendo Entertainment System”) / 𝑒̂`
𝑝1,0 (title: Nintendo Entertainment System) After developing several …
𝑝1,1 (title: Nintendo Entertainment System) The NES is one of the best- …
𝑝1,2 (title: Nintendo Entertainment System) Following a series of arcade …

Knowledge Augmentation

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Document Snippet: 𝒑𝟎,𝟏$

Output: [Relevant]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Document Snippet: 𝒑𝟏,𝟎$

Output: [Relevant]

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Document Snippet: 𝒑𝟎
Output: [Relevant]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Document Snippet:	𝒑𝟏
Output: [Relevant]

Main Question: 𝑄
Next Sub-Query: .𝑞#
Passages: [1] 𝑒̂# [2] 𝑝#,' [3] 𝑝#,( || [1] 𝑝#,# [2] 𝑝#,' [3] 𝑝#,(
Output: [Answerable] Answer: .𝑎#; Relevant Passage ID: [1] || [Unanswerable]

Main Question: 𝑄
Solved Sub-Queries:
1. Q: .𝑞#	A: .𝑎#
Next Sub-Query: .𝑞'
Passages: [1] 𝑝#,( [2] 𝑒̂'	[3] 𝑝#,' || [1] 𝑝',( [2] 𝑝',# [3] 𝑝','
Output: [Answerable] Answer: .𝑎'; Relevant Passage ID: [2] || [Unanswerable]

Main Question: 𝑸
Next Sub-Query: +𝒒𝟎
Passages: [1] 𝒑𝟎,𝟎$ [2] 𝒆𝟎 [3] 𝒑𝟎,𝟐$

Output: [Answerable] Answer: 𝒂𝟎; Relevant Passage ID: [2]

Main Question: 𝑸
Solved Sub-Queries:
1. Q: +𝒒𝟎	A: +𝒂𝟎
Next Sub-Query: +𝒒𝟏
Passages: [1] 𝒑𝟏,𝟏$ [2] 𝒑𝟏,𝟎$ 	[3] 𝒆𝟏
Output: [Answerable] Answer: 𝒂𝟏; Relevant Passage ID: [3]

Decompose Judge Answer Complete
Main Question: 𝑄
Passages: [1] 𝑒̂#[2] 𝑒̂'
Output: =𝐴

Original Sample
Question 𝑄: On what date did the publisher of Chick Chick Boom unveil its new systems?

Decomposed Sub-Queries (,𝑞a), Answers ( ,𝑎a ) and Evidence Passages (𝑒̂a ):
,𝑞^ Who was the publisher of Chick Chick Boom?
,𝑎^ Nintendo
𝑒̂^ (title: Chick Chick Boom) … Chick Chick Boom is an online Adobe Flash game created 
for Easter 2007 by German developer Extra Toxic and sponsored by Nintendo of Europe …

,𝑞` What day did Nintendo unveil the new systems?
,𝑎` October 18, 1985
𝑒̂` (title: Nintendo Entertainment System) … Nintendo seeded these first systems to
limited American test markets starting in New York City on October 18, 1985 …
Final Answer 1𝐴: October 18, 1985

Fig. 2: On the top left is a sample question from Musique (Trivedi et al., 2022), providing ample information (in
green) for constructing training examples for four LLM modules of AMOR (bottom). We augment extra knowl-
edge (in blue) for the Judge and Answer module by invoking the SearchDoc and SearchPsg tools (top right). In
each example, we highlight the prompt in purple to format the current state (before “Output:”) and output (after
“Output:”), and use “||” to separate different examples for training.

tion, until no more knowledge is needed; and (2)216

deducing the final answer A based on the collected217

evidence passages at the final state. Appendix A.1218

details the full algorithm and prompts of AMOR.219

Defining reasoning logic as an FSM offers three220

advantages: (1) Structured Thinking. FSM makes221

specifications of inter-step dependencies (e.g., pri-222

oritization, branch selection) easy, and thus enables223

narrowing down the exploration space. (2) Skill224

Disentanglement. By decomposing complex tasks225

into modular steps, one can independently con-226

struct training data for each module, which sig-227

nificantly reduces the difficulty of implementing228

AMOR with open-source LLMs (cf., §3.2). This229

feature also allows AMOR to focus on single steps,230

thereby mitigating the weakness of LLMs in rea-231

soning over long context formed by task-solving232

trajectories (Liu et al., 2023a). (3) Intervenable233

Workflow. The structured reasoning process en-234

ables users to easily diagnose the agent’s mistakes235

and provide process feedback for improving the236

reasoning capability of the agent (§3.3).237

3.2 Warming Up Open-Source LLMs238

Open-source LLMs are observed to fall short in239

complex agent tasks (Xu et al., 2023; Liu et al.,240

2023b). Recent studies have improved their reason-241

ing abilities through imitation learning using trajec-242

tories from advanced LLMs such as GPT-4 (Zeng243

et al., 2023; Chen et al., 2023). However, even244

GPT-4 can struggle with producing high-quality245

reasoning trajectories (Qin et al., 2023). 246

AMOR’s modular design enables us to construct 247

training data for each module separately from ex- 248

isting datasets without simulating the whole tra- 249

jectories, thus greatly alleviating the above issue. 250

Formally, given a sample question Q with anno- 251

tations of the final answer Â, all sub-queries and 252

answers Ĥ = [(q̂0, â0), (q̂1, â1), · · · ], and all evi- 253

dence passages Ê = [ê0, ê1, · · · ], we can directly 254

transform these annotations into a suitable format 255

to serve as training data for Decompose and Com- 256

plete in Fig. 1. Since Judge and Answer require 257

multiple types of retrieved knowledge (e.g., rel- 258

evant or not), we employ retrieval tools to aug- 259

ment the input. Fig. 2 exemplifies the construction 260

pipeline, which can be easily extended to other 261

knowledge-intensive datasets and specific domains. 262

Appendix A.3 shows more details. 263

Then, we fine-tune open-source LLMs with the 264

standard language modeling loss3: 265

L1 =
∑

m∈MLLM,
(ŝ,ŷ)∈Dm

− λm logPθ(ŷ|ŝ), (1) 266

where θ denotes the parameters, Dm is the collec- 267

tion of training examples for module m ∈ MLLM, 268

(ŝ, ŷ) is a state-output pair from Dm, and {λm} are 269

hyper-parameters to balance different modules. 270

3We fine-tune one LLM in a multi-task fashion. Another
option is fine-tuning different LLMs for different modules
like Yin et al. (2023) with higher deployment cost.

4



3.3 Adaptation through Process Feedback271

Feedback is crucial for adapting language agents272

to specific environments (Wang et al., 2023a), es-273

pecially when dealing with novel, rare, or evolv-274

ing domain knowledge. Prior agents commonly275

used outcome feedback for adaptation which as-276

sesses the correctness of intermediate steps based277

on the success or failure of the outcome (Zeng278

et al., 2023; Chen et al., 2023). However, outcome279

feedback is too sparse to improve intermediate rea-280

soning (Lightman et al., 2023). Recent studies also281

highlighted that LLMs’ reasoning steps are likely282

to contradict the outcome (Liu et al., 2023c), which283

means that outcome feedback may inevitably in-284

troduce noise during training (see examples in Ap-285

pendix B.7). In contrast, AMOR’s process feedback286

mechanism can effectively alleviate these issues.287

Alg. 2 describes the adaptation mechanism of288

AMOR parameterized by θ, specifically as three289

steps: (1) Exploration. AMORθ answers the input290

question Q by interacting with a knowledge base.291

(2) Feedback Collection. AMOR’s reasoning pro-292

cess for Q is evaluated with feedback f for each293

LLM output y, which is either “right/wrong” or a294

refined version of y. We discard outputs labeled as295

“wrong” and determine the feedback-refined target296

output ỹ for the remaining outputs as follows:297

ỹ =

{
y if f = “right”,
f if f is the refinement of y.

(2)298

(3) Exploitation. Every t iterations of the former299

two steps, we fine-tune AMORθ with the loss:300

L2 =
∑

m∈MLLM,
(s,ỹ)∈Rm

− λm logPθ(ỹ|s), (3)301

where Rm ⊆ R denotes the training examples302

for module m. The adaptation mechanism is also303

compatible with other algorithms for exploiting304

process feedback, such as PPO (Schulman et al.,305

2017), unlikelihood-training (Welleck et al., 2019),306

DPO (Rafailov et al., 2023), etc., which however is307

beyond the scope of this paper.308

4 Experiments309

4.1 Setup310

Tools Modules. We construct retrievers for both311

SearchDoc and SearchPsg using Contriever-MS312

MARCO (Izacard et al., 2022). SearchDoc re-313

trieves a single document snippet per query, while314

SearchPsg fetches the top three relevant passages315

Algorithm 2 Adaptation through Process Feedback
Input: AMORθ: Initial Policy; T : Exploration Steps between

Exploitation; I: Number of Iterations.
Output: AMORθ: Adapted Policy.

1 while i← 1 to I do
2 R = [ ] // Feedback-Refined Reasoning Processes
3 while t← 1 to T do

// Exploration
4 Receive an input question Q.
5 Collect AMORθ’s reasoning process R. // Alg. 1

// Feedback Collection for Each LLM Module
6 foreach r ∈ R do
7 Extract the state s and output y from r.
8 if The corresponding module m ∈MLLM then
9 Collect feedback f for s and y.

10 if f ̸= “wrong” then
11 Refine y to ỹ based on f . // Eq. 2
12 R.append({“state”: s, “output”: ỹ})

// Exploitation
13 Optimize θ to minimize L2 onR. // Eq. 3
14 return AMORθ

Module Branch Token 2Wiki Musique NQ BoolQ

Decompose [NEXT] 3,500 3,500 500 500
[FINISH] 500 500 500 500

Judge [RELEVANT] 2,000 2,000 2,000 2,000
[IRRELEVANT] 2,000 2,000 2,000 2,000

Answer [ANSWERABLE] 500 3,000 1,500 3,000
[UNANSWERABLE] 500 1,000 1,000 1,000

Complete - 3,000 4,000 1,500 4,000

Overall - 12,000 16,000 9,000 13,000

Tab. 2: Statistics of the warm-up data.

from a given document. By invoking NextDoc, 316

at most nine more document snippets are returned. 317

Appendix B.1 presents more details. 318

Warm-Up Datasets. We employ four question- 319

answering (QA) datasets to warm up open-source 320

LLMs, including 2WikiMultiHopQA (2Wiki) (Ho 321

et al., 2020), Musique (Trivedi et al., 2022), Natu- 322

ralQuestions (NQ) (Kwiatkowski et al., 2019) and 323

BoolQ (Clark et al., 2019). They vary in levels of 324

question complexity (single- or multi-hop), answer 325

types (phrase spans or yes/no), and types of depen- 326

dency structures between sub-queries (e.g., serial 327

or parallel), etc. Tab. 2 shows the detailed statistics. 328

Adaptation & Evaluation Datasets. We con- 329

sider three benchmarks, by which we simulate dif- 330

ferent deployment scenarios: (1) HotpotQA (Yang 331

et al., 2018): a challenging multi-hop QA dataset 332

built on Wikipedia articles. We use the Wikipedia 333

dump in the Contriever paper (Izacard et al., 2022) 334

as the knowledge base. (2) PubMedQA (Jin et al., 335

2019): a biomedical QA dataset that requires an- 336

swering a question by “yes/no” given a PubMed 337

abstract. We adapt the data to retrieval-based QA 338
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Module m Output y Silver Process Feedback f

Decompose(Q,H)
[NEXT] q “right”, if the retrieved documents using q overlap the documents corresponding to Ê; “wrong”, otherwise.
[FINISH] “right”, if Ê ⊆ E (i.e, evidence passages collected by AMOR); “wrong”, otherwise.

Judge(Q,H, q, d)
[RELEVANT]

“[RELEVANT]”, if one of passages in Ê comes from the same document as d; “[IRRELEVANT]”, otherwise.[IRRELEVANT]

Answer(Q,H, q, P )
[ANSWERABLE] a e “right”, if e ∈ Ê; “wrong”, otherwise
[UNANSWERABLE] “right”, if P ∩ Ê = ∅; “wrong”, otherwise

Complete(Q,E) A Â, if Ê ⊆ E; “wrong”, otherwise.

Tab. 3: Automatic annotation strategy for silver process feedback for different LLM modules. The outputs along
with feedback highlighted in green will be used for exploitation of AMOR, while those in red will be discarded.

Dataset Knowledge Base Avg. Len # Train # Val # Test

HotpotQA Wikipedia Articles 138 2,000 100 500
PubMedQA PubMed Abstracts 303 401 44 445
QASPER One NLP Paper 102 700 45 382

Tab. 4: Datasets for adaptation and evaluation. Avg.
Len refers to the average length of passages in the cor-
responding knowledge base, counted by the GPT tok-
enizer (Radford et al., 2019). Val is the validation set.

by piling all 274k abstracts provided in the paper339

as a knowledge base, where each document com-340

prises one abstract passage. (3) QASPER (Dasigi341

et al., 2021): answering questions in free form342

based on a long NLP paper. For each question,343

we regard the corresponding paper as a knowledge344

base and each section of the paper as a document345

with several passages. Tab. 4 shows the statistics346

of the three datasets. We use the training and vali-347

dation sets for adaptation fine-tuning and the test348

sets for evaluation. For evaluation metrics, we use349

exact match (EM) and F1 scores for HotpotQA and350

QASPER; and the accuracy (ACC) of “yes/no” for351

PubMedQA. More details are in Appendix B.2.352

Feedback Annotation. We simulate human be-353

havior and provide silver feedback to AMOR’s rea-354

soning processes based on the gold answer Â and355

gold evidence passages Ê = [ê0, ê1, · · · ] for each356

target question Q, which are already included in357

the training and validation data of the three bench-358

marks. Tab. 3 shows how we annotate the feedback359

for each LLM output y. Note that AMOR is appli-360

cable for gold feedback from humans in realistic361

applications. Appendix B.3 discusses the accuracy362

of the silver feedback through human evaluation.363

Implementation Details. We set λm in Eq. 1 and364

Eq. 3 to 1 for all modules, set I = 1 in Alg. 2 and365

T as the size of the training set for each dataset, and366

fine-tune LLAMA-2-7B/13B-Chat for two epochs367

with a learning rate of 2e−5 using 4 NVIDIA 80GB368

A100 GPUs. While applying AMOR for infer-369

ence, we use greedy decoding for all generations. 370

Besides, we set the maximum number of decom- 371

posed sub-queries to the maximum count of gold 372

evidence passages, i.e., 2/1/1 for HopotQA/Pub- 373

MedQA/QASPER, respectively. Once the maxi- 374

mum number is reached, AMOR is transited to state 375

s6 (“Task Completion”) to finalize the answer. 376

Baselines. We compare AMOR to various base- 377

lines with or without fine-tuning: (1) CoT (Wei 378

et al., 2022c): it prompts an off-the-shelf LLM 379

to generate the answer through step-by-step 380

reasoning. (2) One-Step Retrieval (OneR): it uses 381

the question as a query to retrieve top-K document 382

snippets with the SearchDoc module to augment 383

the input. We set K as the maximum number of 384

gold evidence passages in each dataset. Under the 385

fine-tuning setting, we use the gold evidence pas- 386

sages for training. OneR can be viewed as an RAG 387

implementation for a simplification of AMOR. (3) 388

ReAct (Yao et al., 2023b): it interleaves thought, 389

action, and observation steps. An action can be 390

either invoking the retrieval tools or finalizing an 391

answer. We also compare AMOR with fine-tuned 392

ReAct-style agents including AgentLM (Zeng 393

et al., 2023) and FIREACT (Chen et al., 2023). We 394

set the maximum number of action steps to 20. (4) 395

Modular Agents: ReWoo (Xu et al., 2023) follows 396

a pipeline that plans all sub-goals, generates ac- 397

tions, and then executes, while LUMOS (Yin et al., 398

2023) applies this pipeline iteratively, tackling 399

one sub-goal at a time with each interaction. Both 400

agents utilize GPT-3.5 as a supplementary QA tool 401

during action generation. Similar to AMOR, they 402

modularize language agents; however, they lack 403

explicit mechanisms for assessing the relevance 404

of retrieved information. Under the setting without 405

fine-tuning, we provide in-context examples for the 406

baselines following their official implementations. 407

Furthermore, we also conduct ablation studies to 408

investigate the influence of different components, 409
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Module m Target Output ỹ Refined Based on fo

Decompose(Q,H) y if fo = Â; discarded, otherwise.
Judge(Q,H, q, d) y if fo = Â; ¬y, otherwise.
Answer(Q,H, q, P ) y if fo = Â; discarded, otherwise.
Complete(Q,E) Â if Ê ⊆ E; discarded, otherwise.

Tab. 5: Refining each output y to ỹ based on the out-
come feedback fo to adapt AMOR, where ¬y denotes
converting the binary output y to its opposite label. Out-
puts labeled as discarded are excluded from fine-tuning.

resulting in two more baselines: (1) AMORWFT:410

AMOR with only warm-up fine-tuning, without fur-411

ther adaptation; and (2) AMOROutcome: outcome412

feedback instead of process feedback is utilized in413

adaptation after AMOR is warmed-up. We annotate414

the silver outcome feedback fo for the Complete415

module at the final state as Â if all gold evidence416

passages are successfully collected (i.e., Ê ⊆ E),417

and “wrong” otherwise. Then we determine the tar-418

get output for all LLM modules for adapting AMOR419

using Eq. 3, as detailed in Tab. 5. For clarity, we420

denote our final method as AMORProcess.421

4.2 Main Results422

Tab. 6 reports the evaluation results of AMOR and423

baselines on three datasets, revealing three key find-424

ings: (1) The FSM paradigm is clearly advanta-425

geous to prior agent frameworks. AMORw/o FT426

delivers strong performance by improving 41.9%,427

32.1%, and 41.2% over ReAct on average when428

built on top of off-the-shelf LLMs, including L-7B,429

GPT-3.5, and GPT-4, respectively. This indicates430

that our proposed FSM paradigm is more effec-431

tive in leveraging LLMs for complex reasoning.432

(2) Warm-up fine-tuning generally enhances433

AMOR in downstream tasks. When based on L-434

7B, AMORWFT outperforms AMORw/o FT across435

all datasets. Furthermore, AMORWFT also sur-436

passes other fine-tuned ReAct-style and modular437

agents, even including FIREACT that is fine-tuned438

with in-domain HotpotQA trajectories from GPT-439

4. This suggests the potential of utilizing existing440

datasets for developing powerful agents with well-441

defined reasoning logic. (3) Process feedback is442

more effective than outcome feedback in facil-443

itating the adaptation of agents. The order that444

AMORProcess > AMOROutcome > AMORWFT in-445

dicates the impact of feedback in terms of tailoring446

agent behavior to specific domains, and process447

feedback is more helpful than outcome feedback448

for leading to the correct final answers.449

Method Base LLM HotpotQA PubMedQA QASPER
EM F1 ACC EM F1

Without Fine-Tuning
ReAct L-7B 12.2 16.6 61.8 6.0 19.2
AMORw/o FT L-7B 26.0 34.6 62.9 4.5 21.3

CoT GPT-3.5 28.0‡ - N/A N/A N/A
OneR GPT-3.5 33.4 42.1 72.6 6.8 23.3
ReAct GPT-3.5 30.8 38.8 58.2 5.8 27.0
ReWoo GPT-3.5 30.4† 40.1† - - -
AMORw/o FT GPT-3.5 39.6 49.3 68.8 10.0 30.8

CoT GPT-4 45.0‡ - N/A N/A N/A
ReAct GPT-4 42.0‡ - 62.1 7.1 26.2
AMORw/o FT GPT-4 55.2 65.2 80.0 11.5 37.4

With Fine-Tuning
OneR L-7B 34.8 43.8 75.3 11.0 25.5
AgentLM L-7B 22.3† - 64.9 4.2 20.2
FIREACT L-7B 26.2† - 66.1 6.5 18.4
LUMOS L-7B 29.4† - 70.3 7.1 19.5
AMORProcess L-7B 41.4 50.9 78.2 17.8 33.2

AMORWFT L-7B 30.4 39.3 71.2 10.7 22.6
AMOROutcome L-7B 37.0 45.6 75.5 9.2 24.4

AgentLM L-13B 29.6† - 67.9 7.1 24.4
AMORProcess L-13B 44.4 52.5 79.6 17.3 35.8

AMORWFT L-13B 34.0 41.6 72.6 14.1 25.3
AMOROutcome L-13B 39.0 48.8 78.2 10.0 26.3

Tab. 6: Results of AMOR and baselines under different
settings. “L-7/13B” is short for “LLAMA-2-7/13B-
Chat.” We highlight the best results in bold and under-
line the second best. Results marked with † are reported
in the original paper, and results marked with ‡ are
reported in Chen et al. (2023). N/A means the method
does not apply to the datasets.

4.3 Discussions 450

The main results have substantiated the benefits of 451

different components of AMOR for successful task 452

completion. Nonetheless, we are still curious about 453

three key research questions: (1) RQ1: How do 454

the AMOR variants differ in the ability to collect 455

evidence? (2) RQ2: To what extent does feedback- 456

driven adaptation enhance the AMOR’s reasoning 457

process? (3) RQ3: Is process feedback more data- 458

efficient than outcome feedback for adaptation? 459

Appendix B.5 and B.6 further demonstrate the ef- 460

ficient token usage of AMOR and the flexibility of 461

AMOR’s reasoning framework, respectively. 462

RQ1: Evidence Collection Comparison. We 463

use recall of gold evidence passages (Ê) among 464

those collected by AMOR (E) to assess AMOR’s 465

ability to collect evidence, formally as #{Ê∩E}
#{Ê}

. 466

As shown in Tab. 7, we observe: (1) Warm-up 467

fine-tuning consistently enhances evidence collec- 468

tion, with AMORWFT achieving higher recall than 469

AMORw/o FT across all datasets. (2) Adaptation 470

through outcome feedback (AMOROutcome) exerts 471

a negligible impact on the recall results compared 472

with AMORWFT, suggesting the superiority of 473

AMOROutcome to AMORWFT in final answers (see 474
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Method Base LLM HotpotQA PubMedQA QASPER

OneR N/A 31.1 67.6 24.9

AMORw/o FT L-7B 24.1 54.2 24.3

AMORProcess L-7B 51.3 78.7 39.5
AMORWFT L-7B 44.3 68.1 27.0
AMOROutcome L-7B 44.1 67.9 26.4

AMORProcess L-13B 52.0 80.0 42.4
AMORWFT L-13B 44.2 69.9 27.7
AMOROutcome L-13B 46.7 67.9 27.7

Tab. 7: Recall scores of AMOR under different settings.

Method Decompose Judge Answer Complete

AMORProcess 72.0 95.5 80.0 52.0
AMORWFT 60.7 96.8 74.2 36.0
AMOROutcome 62.7 95.3 73.6 46.0

Tab. 8: Accuracy of four LLM modules based on the
human study. All AMOR variants are based on L-7B.

Tab. 6) may stem from the improvement of Com-475

plete. (3) Process feedback is crucial to improve476

the evidence collection ability, with AMORProcess477

substantially outperforming the other variants.478

RQ2: Reasoning Process Assessment. To mea-479

sure the accuracy of AMOR’s reasoning process, we480

performed a human study on the HotpotQA test set,481

which involved: (1) selecting 50 random questions;482

(2) manually annotating the gold feedback fhuman483

for each LLM module output; and (3) calculating484

the accuracy of each LLM module output based485

on fhuman (1/0 indicating “right/wrong“). More486

details are presented in Appendix B.3.487

Table 8 presents the accuracy for three AMOR488

variants, affirming RQ1’s findings: process feed-489

back significantly improves the reasoning process490

over AMORWFT that lacks adaptation, while out-491

come feedback has a negligible effect. Moreover,492

AMORProcess still relatively lags in the Decom-493

pose and Complete modules, hinting that future494

enhancements could focus on including more cor-495

responding data during two fine-tuning stages.496

RQ3: Data Efficiency for Adaptation. We aim497

to compare the data efficiency of different feedback498

types for adaptation in terms of the number of ex-499

ploratory instances required. To this end, we adjust500

the exploration steps T in Alg. 2, selecting values at501

intervals of 200, ranging up to 2,000 steps on Hot-502

potQA. Appendix B.4 further discusses the cases503

with I > 1 in Alg. 2 where AMOR is optimized504

over multiple rounds.505

Fig. 3 shows the post-adaptation performance506

of AMOR varying with the number of exploratory507
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Fig. 3: EM and F1 scores on HotpotQA varying with
the number of exploratory instances for adaptation.

instances (i.e., T ). Compared to AMOROutcome, 508

AMORProcess requires significantly fewer explo- 509

ration steps to achieve comparable performance. 510

Notably, AMOROutcome shows a marked decline 511

in performance when exposed to a limited num- 512

ber of exploratory instances (< 800), suggesting a 513

reduced adaptability in exploration-limited scenar- 514

ios. Conversely, AMOR’s robust performance under 515

such constraints highlights its superior adaptability 516

and efficiency with minimal interaction. 517

4.4 Case Study 518

Appendix B.7 presents several examples to further 519

illustrate AMOR’s strengths in reasoning logic and 520

intervenability, as well as the limitations of relying 521

on outcome feedback for adaptation, emphasizing 522

the crucial role of process feedback. 523

5 Conclusion 524

In this work, we develop AMOR, an adaptable mod- 525

ular agent designed for knowledge-intensive tasks, 526

featuring FSM-based reasoning logic and a pro- 527

cess feedback mechanism. Based on open-source 528

LLMs, AMOR undergoes a two-stage fine-tuning: 529

initial warm-up to generalize across task environ- 530

ments and subsequent domain-specific adaptation 531

through process feedback. Extensive experiments 532

demonstrate AMOR’s advantages over strong base- 533

lines across multiple domains. Further discussions 534

highlight the effectiveness and efficiency of pro- 535

cess feedback in adaptation. compared to previous 536

agents. Future work will explore extending our 537

paradigm to more knowledge types (e.g., structured 538

knowledge bases) and broader agent tasks, ulti- 539

mately empowering LLMs to autonomously design 540

FSM-based reasoning logic on top of our paradigm. 541
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6 Limitations542

This study has demonstrated the benefits of two543

components: (1) explicitly defined FSM-based rea-544

soning logic, and (2) the process feedback mecha-545

nism. Nonetheless, a notable limitation must be ac-546

knowledged when extending our approach to other547

tasks. While we have made initial efforts to outline548

the general principles for crafting the FSM in §3.1549

and show the flexibility of adapting AMOR’s FSM550

in Appendix B.6, it still requires a human-driven551

design process. Looking ahead, our future work552

aims to enable LLMs to autonomously instantiate553

FSM-based reasoning logic in Alg. 1 for diverse554

user tasks, thereby reducing reliance on human de-555

sign. Furthermore, we believe that the FSM-based556

reasoning logic makes it easier for humans to su-557

pervise LLMs that potentially outperform humans558

on the task.559

Another limitation pertains to the adaptation ex-560

periments. Despite our emphasis on the signifi-561

cance of process feedback from real users for adapt-562

ing agents to specific deployment environments,563

we had to rely on automatically annotated silver564

feedback due to practical constraints, including the565

scarcity of high-quality annotators and budget re-566

strictions. To alleviate concerns regarding the use567

of such silver feedback, Appendix B.3 presents a568

thorough study regarding the adequacy of this sil-569

ver feedback. We believe that our approach offers570

a solid foundation for the continuous evolution of571

post-deployment language agents.572
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A Methodology832

A.1 Full Algorithm and Prompts of AMOR833

Alg. 2 in the main paper illustrates a general FSM-834

based reasoning logic, which can be adapted to835

various agent environments by defining the FSM836

including the states, modules, etc.837

As shown in Alg. 3, AMOR provides an instan-838

tiation of the FSM-based reasoning logic for the839

knowledge-seeking scenarios following the state840

transition diagram in Fig. 1 in the main paper. We841

expect to extend this work to more environments842

in the future.843

A.2 Prompts for LLM Modules844

Tab. 15, 16, 17 and 18 show the prompts for four845

LLM modules in AMOR under the “Without Fine-846

tuning” setting on HotpotQA. They can be con-847

verted to the “With Fine-tuning” setting by remov-848

ing the in-context examples. The prompts for Pub-849

MedQA and QASPER are similar.850

A.3 Construction of Warm-Up Examples851

In this section, we elaborate the pipeline to collect852

training examples for the warm-up stage of AMOR.853

Given a sample question Q with annotations of854

the final answer Â, all sub-queries and answers855

Ĥ = [(q̂j , âj)]
J−1
j=0 , and all evidence passages Ê =856

[êj ]
J−1
j=0 , where J is the number of necessitated sub-857

queries of Q, we construct training examples for858

four LLM modules of AMOR as follows:859

• Decompose(Q,H): We construct a total of860

J + 1 training examples for this module. For861

each of the J sub-queries, we create an exam-862

ple with the main question Q and the preced-863

ing sub-queries and answers H = Ĥ<j as the864

input, and the next sub-query q̂j coupled with865

the branch token “[NEXT]” as the output (for866

j = 0, 1, . . . , J − 1). Here, Ĥ<j denotes the se-867

quence containing the first j pairs of sub-queries868

and their corresponding answers from Ĥ . Addi-869

tionally, we create one example where the input870

includes Q and the complete set of sub-queries871

and answers H = Ĥ , with the branch token872

“[FINISH]” as the output, indicating the end of873

the decomposition.874

• Judge(Q,H, q, d): For this module, the input875

consists of the main question Q, the previous876

sub-queries and answers H = Ĥ<j , the cur-877

rent sub-query q = q̂j , and a document snippet878

d (for j = 0, 1, · · · , J − 1). The output is a879

branch token that classifies the snippet d as either880

Algorithm 3 Answering Question Q Using AMOR

Data: AMOR at the initial state s = s0 (Q,H,E); Q: Ques-
tion; H = [ ]: All solved sub-queries and answers;
E = [ ]: All evidence passages collected by AMOR.

Result: A: Final Answer; R: Reasoning Process.
1 while True do
2 if s = s0 then
3 y = Decompose(s.Q, s.H)
4 R.append({“state”: s, “output”: y})

// Transit to the next state.
5 if y starts with “[NEXT]” then
6 Extract the next sub-query q from y
7 s = s1(s.Q, s.H, s.E, q)
8 else if y starts with “[FINISH]” then
9 s = s6(s.Q, s.E)

10 else if s = s1 then
11 y = SearchDoc(s.q)

// Transit to the next state.
12 D, d = [y], y
13 s = s2(s.Q, s.H, s.E, s.q,D, d)
14 else if s = s2 then
15 y = Judge(s.Q, s.H, s.q, s.d)
16 R.append({“state”: s, “output”: y})

// Transit to the next state.
17 if y starts with “[IRRELEVANT]” then
18 s = s3(s.Q, s.H, s.E, s.q, s.D)
19 else if y starts with “[RELEVANT]” then
20 s = s4(s.Q, s.H, s.E, s.q, s.D, s.d)
21 else if s = s3 then
22 y = NextDoc()

// Transit to the next state.
23 if d is NONE then
24 H = s.H + [(s.q,“No Answer”)]
25 E = s.E + [s.D[0]]
26 s = s0(s.Q,H,E)
27 else
28 D, d = s.D + [y], y
29 s = s2(s.Q, s.H, s.E, s.q,D, d)
30 else if s = s4 then
31 y = SearchPsg(s.q, s.d)

// Transit to the next state.
32 P = y
33 s = s5(s.Q, s.H, s.E, s.q, s.D, P )
34 else if s = s5 then
35 y = Answer(Q,H, q, P )
36 R.append({“state”: s, “output”: y})

// Transit to the next state.
37 if o starts with “[UNANSWERABLE]” then
38 s = s3(s.Q, s.H, s.E, s.q, s.D)
39 else if o starts with “[ANSWERABLE]” then
40 Extract the answer a and the evidence p from y
41 H = s.H + [s.q, a]
42 E = s.E + [e]
43 s = s0(s.Q,H,E)
44 else if s = s6 then
45 y =Complete(s.Q, s.E)
46 R.append({“state”: s, “output”: y})
47 A = y // Reach the final state.
48 break
49 return A,R
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Module m Output y Gold Process Feedback fhuman ACCf

Decompose(Q,H)
[NEXT] q “right”, if q is a reasonable sub-query for solving Q; “wrong”; otherwise.

1, if f = fhuman, 0, otherwise.[FINISH] “right”, if there are no more sub-queries required; “wrong”, otherwise.

Judge(Q,H, q, d)
[RELEVANT]

“[RELEVANT]”, if d is relevant with q; “[IRRELEVANT]”, otherwise. 1, if f = fhuman; 0, otherwise.[IRRELEVANT]

Answer(Q,H, q, P )
[ANSWERABLE] a e “right”, if a is the correct answer to q evidenced by e; “wrong”, otherwise

1, if f = fhuman; 0, otherwise.[UNANSWERABLE] “right”, if q can not be answered based on P ; “wrong”, otherwise

Complete(Q,E) A “right”, if E evidence that Q can be answered by A; Â, else if E

evidence that Q can be answered by Â; “wrong”, otherwise.
1, if f = fhuman or f = Â; 0, otherwise.

Tab. 9: The process feedback annotation strategy with humans for different LLM modules, as well as the method to
calculate the accuracy ACCf of a piece of silver feedback f .

“[RELEVANT]” or “[IRRELEVANT]” in relation881

to the current sub-query q̂j . We consider three882

scenarios for the document snippet d: (1) When883

d is the gold evidence passage êj , the output is884

“[RELEVANT]”. (2) When d is a passage from885

a different document from êj , it is marked as886

“[IRRELEVANT]”. We obtain this type of snip-887

pet, denoted as dj , by using q̂j as the query in888

SearchDoc, ensuring it originates from a dis-889

tinct document compared to êj . (3) When d is890

a passage from the same document as êj but is891

not êj itself, it is deemed “[RELEVANT]”. We ac-892

quire such snippets by invoking SearchPsg with893

q̂j to retrieve passages from the same document894

as êj , excluding êj from the results. We refer to895

this set of passages as P−, considering each of896

them relevant to q̂j . These varied document snip-897

pet scenarios are designed to train the module to898

discern the relevance of a query to a document899

based solely on portions of the document content.900

• Answer(Q,H, q, P ). Similar to the Judge901

module, the input for this module comprises the902

main question Q, the previous sub-queries and903

answers H = Ĥ<j , the current sub-query q = q̂j ,904

and a set of passages P from the same document.905

The output is either the branch token [UNAN-906

SWERABLE]” or a combination of the branch907

token [ANSWERABLE]”, the corresponding an-908

swer âj , and evidence passage êj . We consider909

two scenarios for P : (1) When P does not in-910

clude êj , indicating that the sub-query q̂j cannot911

be answered, the output is “[UNANSWERABLE]”.912

Here, P is set to the previously mentioned set913

P−. (2) When P includes êj , suggesting that q̂j914

is answerable, we create P by replacing a ran-915

dom passage in P− with êj . For both scenarios,916

we present the passages to the module in random917

order when constructing training examples.918

• Complete(Q,E). We construct one training919

example for this module by setting the input to920

the main question Q and gold evidence Ê and 921

the output to the final answer Â. 922

After generating examples from the warm-up 923

datasets using the aforementioned pipeline, we ran- 924

domly select a specified number of examples, as 925

detailed in Tab. 2 of the main paper. This random 926

sampling aims to ensure a balanced representation 927

of the various modules and branch tokens in the 928

final dataset. 929

B Experiments 930

B.1 Tool Modules 931

We implement both SearchDoc and SearchPsg 932

by adapting Contriever. Given a query, Search- 933

Doc first uses Contriver to retrieve a number of 934

passages from a specific knowledge base and only 935

retains the most relevant passage from each doc- 936

ument to serve as the document’s representative 937

snippet. Then, SearchDoc returns the top one 938

document snippet and NextDoc can return at most 939

nine more snippets from the remaining ones. On 940

the other hand, SearchPsg returns the top three 941

passages within a given document retrieved using 942

Contriever. 943

The operation of these tools mirrors the hierar- 944

chical interaction paradigm that humans use with 945

search engines (Yao et al., 2023b; Yin et al., 2023): 946

they first identify a relevant document based on 947

short snippets and then refine the search results by 948

focusing within the document. 949

B.2 Adaptation & Evaluation Datasets 950

We describe how we process the datasets as follows: 951

(1) HotpotQA: Each document is a Wikipedia 952

article. Since the original test set is hidden, we 953

randomly sample 500 examples from the original 954

validation set for evaluation and split the training 955

set for adaptation fine-tuning and validation. (2) 956

PubMedQA (Jin et al., 2019): We follow the of- 957

ficial split. And we only remain examples whose 958
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Method Decompose Judge Answer Complete

AMORProcess 81.3 95.2 84.4 82.0

Tab. 10: Accuracy of the silver feedback for four LLM
modules based on L-7B.

answers are “yes” or “no” and discard those la-959

beled “maybe.” (3) QASPER (Dasigi et al., 2021):960

For each question, we regard the corresponding961

paper as a knowledge base and each section of962

the paper as a document with the section name as963

the title (e.g., “Experiments::Datasets”) including964

several passages. Although many LLMs support965

context longer than the average paper length of 7k966

tokens, we focus on testing the ability of language967

agents to seek and utilize information in this work.968

We exclude questions that are labeled “unanswer-969

able.” Since the original test set is also hidden, we970

use the original validation set for evaluation and971

redivide the training set for training and validation.972

B.3 Reasoning Process Assessment973

To investigate the extent to which the adaptation974

stage enhances AMOR’s reasoning process, we con-975

ducted a human study with one NLP expert using976

the HotpotQA test set, Tab. 9 demonstrates the pro-977

tocol for annotating the gold feedback fhuman and978

how we calculate the accuracy of the automatic sil-979

ver feedback f in Tab. 3, denoted as ACCf . Based980

on fhuman, we measured the accuracy of each LLM981

module’s output y (denoted as ACCm) as follows:982

ACCm =



1 if fhuman = “right”,

1 if fhuman is a refinement of y
and fhuman = y,

0 if fhuman = “wrong”,

0 if fhuman is a refinement of y
and fhuman ̸= y.

(4)983

The accuracy of the reasoning process ACCm984

has been discussed in Tab. 8 of the main paper.985

Furthermore, Tab. 10 presents the accuracy of the986

silver feedback ACCf for AMORProcess. The sil-987

ver feedback achieves an ACCf above 80% for all988

modules, lending credibility to the use of silver989

feedback in the adaptation experiments.990

B.4 Multi-Round Adaptation991

In the main paper, we set I = 1 in Alg. 2 for992

all experiments, which means that all exploratory993

Metric Same Questions Different Questions
θ1 θ2 θ3 θ1 θ2 θ3

EM 41.4 41.0 41.4 41.4 40.4 40.0
F1 50.9 49.4 50.7 50.9 50.5 49.6

Tab. 11: Performance of AMOR parameterized by θi
during multi-round adaptation. In the i-th iteration (i =
0, 1, 2), AMORθi is used to explore over the same set
of questions or different ones and then is updated to
AMORθi+1

based on the exploratory instances.

Method Base LLM HotpotQA PubMedQA QASPER

ReAct GPT-4 - 19.0k 25.3k
AMORw/o FT GPT-4 11k 7.7k 6.3k

AgentLM L-7B - 7.0k 8.9k
AMORProcess L-7B 4.3k 2.6k 2.1k

Tab. 12: Average LLM token usage of different agents.

instances in the adaptation stage are induced by 994

the warm-up policy AMORWFT. We call this set- 995

ting “single-round adaptation.” We are curious 996

about how multi-round adaptation influences the 997

performance of AMOR by adjusting I . For the i-th 998

iteration (i = 1, 2, · · · , I), we denote the initial pa- 999

rameter of AMOR as θi−1, which is used to explore 1000

over a set of input questions and is updated to θi 1001

after exploitation using these exploratory instances. 1002

AMORθ0 is exactly AMORWFT. During different 1003

iterations, we can provide either the same or differ- 1004

ent questions for AMOR to explore over. The case 1005

with the same set of questions is used to simulate an 1006

exploration-limited scenario. Note that in this case, 1007

the exploratory instances with the same questions 1008

are still different due to the ever-changing policy 1009

leading to different outputs. 1010

Tab. 11 shows the performance of AMOR un- 1011

der the multi-round adaptation setting with I = 3. 1012

We find that the performance is almost unchanged 1013

whether using the same or different input questions 1014

for each adaptation round. This result suggests that 1015

one iteration may be sufficient for the adaptation 1016

fine-tuning stage in our study. 1017

B.5 Token Efficiency 1018

Language agents interact with environments to 1019

solve problems through frequent calls of LLMs, 1020

leading to huge costs in terms of token consump- 1021

tion. Building agents with minimal token usage is 1022

essential for curbing deployment costs (Xu et al., 1023

2023). 1024

Table 12 displays the average number of tokens 1025

used by AMOR and ReAct-style agents to answer 1026

14



LLM Modules   Tool Modules

𝑑 = 𝑑!

Q: I'd Come for You is a single by the band formed in what Alberta city?

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[NEXT]
𝑞: Which band is the single I’d Come 

for You by?

𝒔𝟏: Document Retrieval
𝒎𝟏: SearchDoc(𝑞)

𝑑!
(title: Have Come for Your Children)
boxset CD version of the “An 
Escalator to Christmas” EP …

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[IRRELEVANT]

𝒔𝟑:	Document Naviga6on
𝒎𝟑: NextDoc()

𝑑
(title: I’d Come for You) #14 on the 
U.S. iTunes Store, fueling a #44 
debut on the “Billboard” Hot 100 …

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[RELEVANT]

𝑑

𝒔𝟒:	Passage Retrieval
𝒎𝟒: SearchPsg(𝑞, 𝑑)

𝑃
𝑝!: (title: I’d Come for You) #14 on 
the U.S. iTunes Store, fueling a #44 
debut on the “Billboard” Hot 100 …
𝑝": (title: I’d Come for You) I’d 
Come for You “I’d Come for You” is 
the second European single (fourth in 
Canada) from Nickelback’s 2008 
album “Dark Horse” …
𝑝,: (title: I’d Come for You) …

𝒔𝟓:	Answer Extraction
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Nickelback

𝑒: 𝑝"

𝑃

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[NEXT]
𝑞: In what Alberta city was 

Nickelback formed?

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + [𝑒]

𝒔𝟏: Document Retrieval
𝒎𝟏: SearchDoc(𝑞)

𝑑!
(title: Nickelback) Nickelback 
Nickelback is a Canadian rock band 
formed in 1995 in Hanna, Alberta ...

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[RELEVANT]

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
𝑃

𝑝!: (title: Nickelback) Nickelback 
Nickelback is a Canadian rock band 
formed in 1995 in Hanna, Alberta ...
𝑝": (title: Nickelback) 2013, the 
readers of “Rolling Stone” magazine 
named Nickelback the second worst 
band of the 1990s …
𝑝,: (title: Nickelback) …

𝑑 = 𝑑!

𝒔𝟓:	Answer Extrac6on
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Hanna
𝑒: 𝑝!

𝑃

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[FINISH]

𝐻 = 𝐻 + 𝑞, 𝑎

𝐸 = 𝐸 + [𝑒]

𝒔𝟔:	Task Completion
𝒎𝟔: Complete(𝑄, 𝐸)

A: Hanna

A: Hanna

Process Feedback

𝐻 = , 𝐸 = [	]

[NEXT]

𝑞

[RELEVANT]

𝑑𝑑 = 𝑑!

𝐻 = [ ]
𝐸 = [ ]

𝒔𝟎: Question Decomposition

𝒎𝟎:	 Decompose(𝑄,𝐻)
Executor: LLM
Description: Generate the next query q 
if more information besides H is
needed to answer Q.
Output: G

Q

𝒔𝟏:	Document Retrieval

𝒎𝟏: SearchDoc(𝑞)
Executor: Tool
Description: Retrieve one
document snippet using 𝑞 from
given knowledge bases.
Output: 𝑑!

𝒔𝟔:	Task Completion

𝒎𝟔: Complete(Q, E)
Executor: LLM
Description: Generate the answer to
the main question Q based on E.
Output: A

[FINISH]

A

𝒔𝟐:	Relevance Judgment

𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)
Executor: LLM
Description: Judge whether 𝑑	is
relevant with 𝑞.

Output : H[RELEVANT], if yes
[IRRELEVANT], if no

𝒔𝟒:	Passage Retrieval

𝒎𝟒: SearchPsg(𝑞, 𝑑)
Executor: Tool
Description: Retrieve passages
that are relevant with 𝑞 in the
document of 𝑑.
Output: 𝑃 = [𝑝!, 𝑝", … ]

[IRRELEVANT]

𝒔𝟑	Document NavigaBon

𝒎𝟑: NextDoc()
Executor: Tool
Description: Navigate to the next document snippet.
Output: G

[CONTINUE]

[NEXT] 𝑞, if more info needed
[FINISH], otherwise

[NO MORE], if exceeding the maximum number
[CONTINUE], otherwise

𝑑

𝒔𝟓:	Answer ExtracBon

𝒎𝟓: Answer(Q, H, q, 𝑃)
Executor: LLM
Description: Extract the answer 𝑎 to the
query q and the evidence passage e from P.
Output: P𝑦𝑒𝑠𝑛𝑜

𝑃 = [𝑝!, 𝑝", … ]

[ANSWERABLE]

𝐻 = 𝐻 + 𝑞, 𝑎 , 𝐸 = 𝐸 + 𝑒

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑!

[ANSWERABLE] a, e, if answerable
[UNANSWERABLE], otherwise

[UNANSWERABLE]

🛠

🎉 📑

📑 📑🤔 🤔

𝒔𝟐:	Relevance Judgment
𝒎𝟐: Judge(𝑄,𝐻, 𝑞, 𝑑)

[IRRELEVANT]𝑑

𝒔𝟓:	Answer Extrac6on
𝒎𝟓: Answer(𝑄,𝐻, 𝑞, 𝑃)

[ANSWERABLE]
𝑎: Nickelback

𝑒: 𝑝!

𝒔𝟔:	Task Completion
𝒎𝟔: Complete(𝑄, 𝐸)

A: Nickelback

𝒔𝟎: Question Decomposition
𝒎𝟎:	 Decompose(𝑄,𝐻)

[FINISH]

Correct Reasoning Path

Incorrect Reasoning Path

Outputs of LLM Modules

Outputs of Tool Modules

🧑💻

🧑💻

🖋

A: Hanna
🖋

𝑞

𝑞

𝑑

𝑑

Fig. 4: An example demonstrating how AMORProcess answers a complex question from HotpotQA. Users are
allowed to provide direct process feedback to drive the evolution of the agent.

a question, accounting for both input and output1027

tokens. ReAct-style agents, lacking explicit model-1028

ing of inter-step dependencies, require the inclusion1029

of all preceding information in the input for each1030

step. This often results in undesired redundancy.1031

In contrast, AMOR consumes significantly fewer1032

tokens with each module relying only on essential1033

historical information, which highlights the token1034

efficiency of its architecture.1035

B.6 Flexibility1036

FSM-based reasoning logic is flexible in facilitat-1037

ing targeted enhancements of specific modules and1038

easily accommodating new tools. We conduct two1039

experiments as follows on HotpotQA to demon-1040

strate the flexibility of AMOR, with results shown1041

in Tab. 14.1042

(1) Targeted Fine-tuning. Tab. 8 reveals that the1043

Complete module of AMORProcess still falls short1044

in performance, achieving only ∼ 50% accuracy.1045

We construct 6k examples for the module from the1046

original training set of HotpotQA by treating the1047

final answer Â as input, and the question Q and1048

evidence passages Ê as output, and then fine-tune1049

the L-7B model on the data. Tab. 14 shows the1050

performance gains when substituting the original1051

Complete module in AMORProcess with this indi-1052

vidually fine-tuned L-7B model.1053

Question: I'd Come for You is a single by the band formed in what Alberta city?

Thought 1: We need to find the Alberta city where the band formed. Let's search for 
informa?on about the band and their forma?on.
Action 1: SearchDoc(Query="Informa?on about the band formed that released the single 'I’d 
Come for You'. ")
Observation 1: (?tle: I‘d Come for You) … #14 on the U.S. iTunes Store, fueling a #44 debut on 
the “Billboard” Hot 100 …

Thought 2: No relevant informa?on is found. Let’s move to the next document.
Action 2: NextDoc()
Observation 2: (?tle: Coming for You) Coming for You “Coming for You” is a song by the 
American punk rock band the …

Thought 3: There is s?ll no relevant informa?on found. Let's try searching for informa?on 
about the single.
Action 3: SearchDoc(Query="Informa?on about the single 'I’d Come for You'.")
Observation 3: (?tle: I’d Come for You) … #14 on the U.S. iTunes Store, fueling a #44 debut on 
the “Billboard” Hot 100 …

Thought 4: No relevant informa?on found. Let's try searching for the lyrics of the single.
Action 4: SearchDoc(Query="Lyrics of the single 'I’d Come for You'.")
Observation 4: (?tle: I'd Come for You) I'd Come for You "I'd Come for You" is the second 
European single (fourth in Canada) from Nickelback's 2008 album "Dark Horse" …

Thought 5: The relevant informa?on can be found in the document. The single "I'd Come for 
You" is from Nickelback's album "Dark Horse" and was released on March 23, 2009. The band 
Nickelback was formed in Alberta, without specific informa?on about the city. We do not have 
enough informa?on to answer the task perfectly. Please try another ques?on.
Action 5: Finish(Result="Not enough informa?on to answer the ques?on perfectly")

𝒔𝟎: Reasoning

𝒎𝟎:	 ReAct(𝑇)
Executor: LLM
Description: Reasoning over the history
trajectory 𝑇	to generate the Thought 𝑡
and Action 𝑎 = 𝑁(9) to invoke a tool 𝑁.
Output: 𝑡, 𝑎, 𝑁

Q

𝒔𝟏:	Tool Invoking

𝒎𝟏: 𝑁(9)
Executor: Tool
Description: Invoke the tool 𝑁
using the generated arguments
and return the result 𝑟.
Output: 𝑟

A

[NO MORE] 

𝐻 = 𝐻 + 𝑞, “𝑁𝑜 𝐴𝑛𝑠𝑤𝑒𝑟” , 𝐸 = 𝐸 + 𝑑!

🛠 📑

𝑇 =[Q]
𝑇 = 𝑇 + [𝑡, 𝑎, 𝑟]

if 𝑁 = Finish

if 𝑁 ≠ Finish

Fig. 5: A failure case of ReAct (built upon GPT-3.5)
when answering a complex question from HotpotQA by
reasoning over retrieved knowledge. The wrong steps
are highlighted in red while the right ones are in green.

(2) Accommodating New Tools. Numerous stud- 1054

ies have demonstrated the benefits of retrieval- 1055

based in-context learning, where a retriever selec- 1056

tively curates tailored demonstrations for each spe- 1057

cific input (Xu et al., 2024). We implement this by 1058

inserting a new state s′6, named “Demonstration Re- 1059

trieval,” before the final state s6 shown in the state 1060

transition diagram in Fig. 1, making AMOR reach 1061

s′6 when Decompose outputs “[FINISH]” at state 1062
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Question: Were the bands Skin Yard and Ostava from the U.S.?

Decompose: [NEXT] Which band has Skin Yard been part in?
SearchDoc: (title: Skin Yard) States of America has since reunited, with Finn still drumming · · ·
Judge: [RELEVANT]
SearchPsg: [1] (title: Skin Yard) States of America has since reunited, with Finn still drumming · · ·

[2] (title: Skin Yard) Skin Yard Skin Yard was an American grunge band from Seattle, Washington, who were active from 1985 to 1993 · · ·
[3] (title: Skin Yard) · · · He produced several albums by the grunge bands Soundgarden (a band including original Skin Yard drummer Matt Cameron) · · ·

Answer: [ANSWERABLE] Answer: Soundgarden; Relevant Passage ID: [3]
Decompose: [NEXT] Which band has Ostava been part in?
SearchDoc: (title: Ostava) Ostava Ostava is an alternative rock band from Bulgaria · · ·
Judge: [RELEVANT]
SearchPsg: [1] (title: Ostava) Ostava Ostava is an alternative rock band from Bulgaria · · ·

[2] (title: Ostava) of live album. In summer 2006, Ostava supported Ladytron at their second concert in this time at Sunny Beach, Bulgaria · · ·
[3] (title: Ostava) never officially released a cover version, they do play covers occasionally · · ·

Answer: [ANSWERABLE] Answer: Ladytron; Relevant Passage ID: [2]
Decompose: [FINISH]
Complete: no

Tab. 13: A case where AMORWFT answers a question from HotpotQA with the right final answer and evidence but
a wrong reasoning process. Each line denotes a reasoning step and shows the output of the corresponding module.
The steps highlighted in green are right while those in red are wrong.

Method EM F1

AMORProcess 41.4 50.9
+Targeted Fine-tuning of Complete 43.4 51.9
+Additional Tool SearchDemo 43.8 52.7

Tab. 14: AMOR can be enhanced through targeted fine-
tuning and flexibly accommodate additional tools. All
results are based on L-7B.

s0. The new state s′6 holds two variables, includ-1063

ing the main question Q and all collected evidence1064

E, and employs a tool module SearchDemo to1065

retrieve the top K similar questions to Q from1066

an external demonstration memory, along with1067

their answers and evidence, collectively noted as1068

K = [Qk, Âk, Êk]
K
k=1. Subsequently, at state s6,1069

the Complete module takes K as the in-context ex-1070

amples, helping generate the final answer A given1071

Q and E. We use the HotpotQA training set as1072

our demonstration memory and employ Contriever-1073

MS MARCO (Izacard et al., 2022) to implement1074

the SearchDemo module, setting K to 5. We1075

fine-tune the L-7B model on the training set to act1076

as the Complete module while ensuring that the1077

demonstration does not include the target question.1078

As Table14 indicates, this integration of such an1079

additional tool further improves AMORProcess with1080

targeted fine-tuning.1081

Additionally, AMOR’s reasoning logic can be1082

easily expanded from single-path to multi-path1083

reasoning, akin to the approaches used in Self-1084

Consistency (Wang et al., 2023b), ToT (Yao et al.,1085

2023a), and GoT (Besta et al., 2023). This can1086

be achieved by generating multiple outputs within1087

specific modules and incorporating modules that1088

synthesize these multi-path results. Consequently, 1089

we advocate for the adoption of the FSM paradigm 1090

in the design of future agents. This framework of- 1091

fers the dual benefits of flexibility and the capacity 1092

to adapt agents based on process feedback. 1093

B.7 Case Study 1094

We demonstrate the advantages of the FSM-based 1095

reasoning logic and process feedback mechanism 1096

through the comparison between AMORProcess and 1097

ReAct in Fig. 4 and 5, respectively. We observe 1098

that ReAct without explicit reasoning logic con- 1099

straints fails to decompose the question and termi- 1100

nates retrieval prematurely in “Thought/Action 5.” 1101

Besides, ReAct also mixes right and wrong steps in 1102

“Thought 2/4/5,” making it challenging for users to 1103

critique and improve the agent in a targeted manner. 1104

In contrast, AMOR successfully answers the ques- 1105

tion with a controllable reasoning logic and allows 1106

direct process feedback to drive the evolution. 1107

Additionally, Table 13 shows a case where 1108

AMORWFT correctly answers a question with the 1109

right evidence, yet employs a wrong reasoning pro- 1110

cess. This underscores the potential unreliability of 1111

using outcome feedback to judge the correctness of 1112

the reasoning process and the necessity of employ- 1113

ing process feedback for adapting agents to specific 1114

environments. 1115
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Decompose(Q,H)

Please continue to decompose the provided main question into answerable sub-queries following previously already solved
sub-queries. There are two cases as follows:
(1) [Next] If the question requires further decomposition: Identify and output the next logical sub-query that must be addressed
in order to progress towards answering the main question.
(2) [Finish] It means the question does not require further decomposition and can be answered as is.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Output: [Next] How can Zilpo Road be accessed?

(2) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
Output: [Next] When was First for Women magazine started?

(3) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
2. Q: When was First for Women magazine started? A: 1989
Output: [Finish]
====Examples End====

Now Please Complete the Following Task. Please ensure that each sub-query is specific enough to understand in isolation.
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Output:

Tab. 15: Prompt for the Decompose module for HotpotQA.
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Judge(Q,H, q, d)

Given a sub-query derived from the main question and a document snippet with its title, please assess whether the document is
potentially relevant to the sub-query based on the title and shown content of the document. Assign one of the following two
categories:
(1) [Relevant]: Choose this category if the document is relevant to the sub-query.
(2) [Irrelevant]: Choose this category if the document is irrelevant to the sub-query.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Next Sub-Query: When was Arthur’s Magazine started?
Document Snippet: (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
Output: [Relevant]

(2) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was Arthur’s Magazine started? A: 1844-1846
Next Sub-Query: When was First for Women magazine started?
Document Snippet: (title: History of women’s magazines) In 1693 the first issue of the first women’s magazine in Britain · · ·
Output: [Irrelevant]

(3) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Next Sub-Query: How can Zilpo Road be accessed?
Document Snippet: (title: Zilpo Road) constructed on the Licking River by the Army Corps of Engineers. · · ·
Output: [Relevant]
====Examples End====

Now Please Complete the Following Task:
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Next Sub-Query: {q}
Document Snippet: d
Output:

Tab. 16: Prompt for the Judge module for HotpotQA.
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Answer(Q,H, q, P )

Please assess whether the sub-query derived from the main question can be answered using the information from the provided
passages. Your evaluation should categorize the sufficiency of the information in the passages with respect to the sub-query.
Assign one of the following three categories:
(1) [Unanswerable]: Choose this category if the given passages do not contain information to answer it directly.
(2) [Answerable]: Use this category if one of the given passages contains sufficient information to directly answer the sub-query.
Provide a clear and concise answer to the sub-query, and the ID of the the corresponding passage.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Main Question: Which magazine was started first Arthur’s Magazine or First for Women?
Solved Sub-Queries:
1. Q: When was First for Women magazine started? A: 1989
Next Sub-Query: When was Arthur’s Magazine started?
Passages: [1] (title: Arthur’s Magazine) He was also the author of dozens · · ·
[2] (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
[3] (title: Arthur’s Magazine) The articles were widely reprinted and helped fuel · · ·
Output: [Answerable] Answer: 1844-1846; Relevant Passage ID: [2]

(2) Main Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Next Sub-Query: How can Zilpo Road be accessed?
Passages: [1] (title: Zilpo Road) the city which transports people in and out of the city · · ·
[2] (title: Zilpo Road) Grand Terrace. Access provides public transportation services · · ·
[3] (title: Zilpo Road) On the other side of the lake is the 700-acre (280 ha) · · ·
Output: [Unanswerable]
====Examples End====

Now Please Complete the Following Task:
Main Question: {Q}{H ′} {%H ′ is a formatted string representing the solved sub-queries and answers constructed from H .%}
Next Sub-Query: {q}
Passages: {P}
Output:

Tab. 17: Prompt for the Answer module for HotpotQA.

Complete(Q,E)

Answer the question ONLY based on the provided passages. Your output should be “yes/no” or a short entity.

HERE ARE SEVERAL EXAMPLES:
====Examples Start====
(1) Question: Which magazine was started first Arthur’s Magazine or First for Women?
Passages: [1] (title: Arthur’s Magazine) Arthur’s Magazine Arthur’s Magazine (1844-1846) was an · · ·
[2] (title: First for Women) First for Women · · · was started in 1989 · · ·
Output: Arthur’s Magazine

(2) Question: What U.S Highway gives access to Zilpo Road, and is also known as Midland Trail?
Passages: [1] (title: Zilpo Road) Zilpo Road · · · can be accessed by Kentucky Route 211 (KY 2112) · · ·
[2] (title: Morehead, Kentucky) Morehead is a home rule-class city[5] located along US 60 (the historic Midland Trail) · · ·
Output: US 60
====Examples End====

Question: {Q}
Passages: {E′} {%E′ is a formatted string representing all evidence passages constructed from E.%}
Output:

Tab. 18: Prompt for the Complete module for HotpotQA.
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