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Abstract

Large language models (LLMs) are known to
hallucinate, a phenomenon often linked to cre-
ativity. Built upon prior research that focuses
on theoretical or qualitative analyses, our work
uses a quantitative approach to systematically
examine the relationship between hallucination
and creativity in LLMs. Given the complex
nature of creativity, we take the inspiration
from philosophy and propose a creativity defi-
nition tailored to LLMs in Question Answering
(QA) tasks. Further, we introduce an evaluation
framework, HCL, to examine the relationship
between Hallucination and Creativity across
different Layers of LLMs during decoding. Our
empirical analysis reveals a tradeoff between
hallucination and creativity that is consistent
across layer depth, model type, and model size.
Notably, across different model architectures,
we identify a specific layer at each model size
that optimally balances this tradeoff. The opti-
mal layer tends to appear in the early layers of
larger models, and the confidence of the model
is significantly higher at this layer. These find-
ings provide a quantitative perspective that of-
fers new insights into the interplay between
LLM creativity and hallucination.

1 Introduction

LLMs have demonstrated exceptional performance
across various aspects, often rivaling or even sur-
passing those of humans (Luo et al., 2024; Trinh
et al., 2024; OpenAl, 2024). Among these, cre-
ativity is a highly recognized capability of LLM,
which allows it to be used in a variety of domains,
including text generation (Radford et al., 2019), rea-
soning (Brown et al., 2020), and image synthesis
(Ramesh et al., 2021). However, the enhanced cre-
ativity usually comes with an increased propensity
for hallucination (Jiang et al., 2024), i.e., gener-
ating misleading information and risky behaviors
(Orgad et al., 2024), which significantly hinders
the applications of LLMs especially in high-stakes
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Figure 1: Illustration of our HCL evaluation criteria.
Given a question with multiple correct answers, we in-
struct the LLM to generate various responses several
times. Correct responses are shown in various shades
of green, and creativity is defined as the diversity rep-
resented by distinct types grouped based on semantic
similarities. Red boxes depict hallucinatory answers
that are factually incorrect.

scenarios such as finance (Wu et al., 2023) and
healthcare (Singhal et al., 2025; Zhou et al., 2025).
To address this concern, a considerable body of
research has been dedicated to detecting (Farquhar
et al., 2024; Manakul et al., 2023) and mitigating
(Chuang et al., 2023; Li et al., 2024) hallucinations.

Recently, some efforts begin to delve into the
connection between the two characteristics in
LLMs (Lee, 2023; Jiang et al., 2024). From a philo-
sophical perspective, as The Creativity Hidden in
Hallucination suggests, what is often dismissed as
“wrong” may harbor unexpected creativity. For
example, Copernicus’s heliocentric theory was ini-
tially regarded as heresy, yet it eventually revolu-
tionized the field of astronomy. Although promis-
ing progress has been achieved, existing studies are
still limited in theoretically or qualitatively explor-
ing the relationship between creativity and halluci-
nation, lacking an empirical and systemic study of
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this connection in LLMs. Simultaneously, current
efforts centered on creativity assessments primar-
ily explore on specific tasks such as storytelling
(Gémez-Rodriguez and Williams, 2023), poetry
(Chakrabarty et al., 2024), and artistic ideation (Lu
et al., 2024), lacking a general and accurate defi-
nition and quantification method for the creativity
tailored to LLMs. More specifically, traditional
approaches typically rely on predefined criteria
(e.g., originality, content fluency, and character sim-
ilarity) or comparisons against other generations.
However, the inherently stochastic (i.e., genera-
tions vary across instances) and unpredictable hal-
lucinations (i.e., false or inaccurate information) of
LLM outputs make it difficult for established meth-
ods to accurately measure the creative capabilities
of LLMs.

To fill the above gaps, we propose a novel frame-
work to conduct the first empirical analyses of the
interplay between creativity and hallucination from
the inner structure of LLMs, i.e., layer to layer.
We refer to this framework as HCL (Hallucination
and Creativity across Layers). Since the outputs
directly generated by the early layers of LLM are
usually unstable or even invalid (Elhoushi et al.,
2024), we adopt the Layer-Skip (Elhoushi et al.,
2024) to ensure the generated content are consis-
tently meaningful during layer-wise response sam-
pling. Each response is then subjected to factual
and diversity verification and categorized into two
classes: creativity and hallucination. Following
prior works (Orgad et al., 2024), the hallucination
indicator is assigned with the error rates among the
generated responses. For the creativity metric, we
take the inspiration from philosophy and psychol-
ogy and tailor the creativity definition to the LLM
QA settings. Specifically, creativity in QA can be
quantified as the diversity of correctness among
sampled responses for each layer (Figure 1).

We conduct extensive empirical analyses to ex-
amine their connections and identify a broadly con-
sistent tradeoff between hallucination and creativ-
ity across different layer depths and sizes of LLMs.
The combination of these two dimensional met-
rics consequently yields a hallucination-creativity
balanced (HCB) score, assisting in locating the
optimal decoding layer for different model archi-
tectures that tend to produce accurate and varied
outputs. Our contributions are listed as follows:

1. Conceptually, we study a new perspective to
explore LLMs’ inner structure regarding the

relationship between creativity and hallucina-
tion in LLMs during generating responses in
common question-answering domains.

2. Technically, we propose a new evaluation
framework, namely, HCL, to analyze the layer-
wise evolution of creativity and hallucination
in LLM’s responses and the trade-offs be-
tween the two concepts.

3. Empirically, Our experiments show several
inspiring findings, including the observation
that creativity always comes with hallucina-
tion in LLMs. Furthermore, from the perspec-
tive of balancing creativity and hallucination,
we find that relying on the final layer’s output
is not always optimal. Instead, early-exiting at
intermediate layers yields better performance.

2 Related Work

While previous research has explored hallucination
and creativity separately, little attention has been
given to their interplay. In this section, we review
existing works on hallucination and creativity from
definition to application in LLMs, thus highlighting
the research gap that our study aims to address.

Hallucination in Large Language Models Hal-
lucination in LLLMs refers to the generation of mis-
leading, or incorrect content, which poses a sig-
nificant challenge in high-stakes scenarios such
as finance (Wu et al., 2023) and healthcare (Sing-
hal et al., 2025). Extensive research has been
conducted to detect and mitigate hallucinations in
LLMs. For hallucination detection, recent studies
leverage self-verification mechanisms (Manakul
et al., 2023), confidence-based methods (Farquhar
et al., 2024), and factuality assessments (Wang
et al., 2024). These approaches focus on identi-
fying factually inconsistent outputs using external
knowledge or entailment-based verification mod-
els. For hallucination mitigation, methods such
as Self-Reflection and Reasoning (Madaan et al.,
2024; Miindler et al., 2023; Ji et al., 2023), Prompt
Tuning(Li et al., 2024; Lester et al., 2021; Cheng
et al., 2023), and retrieval-augmented generation
(RAG) (Lewis et al., 2020; Kang et al., 2023; Gao
et al., 2022) have been proposed to improve factu-
ality. However, these methods often lead to over-
conservative generation, reducing the model’s abil-
ity to generate diverse and creative outputs.
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1. Nothing happens;
2. You eat watermelon seeds;
Accepted 3. The watermelon seeds pass through your digestive system;
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Figure 2: Overview of our HCL framework. We employ the layer_skip method, where each layer of the LLM is
queried with the same prompt multiple times, generating diverse responses. The responses are then categorized into
correctness and hallucination. Next, the correct responses undergo a secondary classification, where each color
represents a distinct category of responses, collectively referred to as a type of creativity. Finally, we compute the
HCB score by integrating the creativity score (S.) and the hallucination score (Syy).

Creativity in Large Language Models The ex-
ploration of creativity has deep roots in fields like
psychology and philosophy, where it is broadly de-
fined as the capacity to produce outcomes that are
both original and valuable (Gaut, 2010; Runco and
Jaeger, 2012). Recently, this foundational under-
standing has been extended to the study of creativ-
ity in LLMs (Jiang et al., 2024). In this context,
creativity generally refers to LLMs’ capabilities to
generate diverse and usefulness content. Existing
research primarily focuses on assessing and evaluat-
ing creativity in LLMs. Most studies assess LLMs’
creative potential by prompting them to generate
content in domains such as storytelling (Gémez-
Rodriguez and Williams, 2023), poetry generation
(Chakrabarty et al., 2024), and artistic ideation (Lu
et al., 2024). The generated outputs are then evalu-
ated by another, often more capable, model based
on several criteria, including originality, narrative
fluency, flexibility, and refinement. In addition,
several studies have investigated the mathematical
underpinnings of the trade-off between creativity
and hallucination in LLMs. Notably, hallucination

has been shown to be an inherent property of these
models that, to some extent, facilitates creative gen-
eration (Lee, 2023). This insight suggests that cur-
rent evaluation frameworks, which predominantly
emphasize originality and coherence, may under-
estimate the role of hallucination as a mechanism
that contributes to creativity.

Despite the increasing evidence of a trade-off
between hallucination and creativity, existing re-
search often treats them as separate phenomena.
Most studies prioritize reducing hallucination as an
undesirable outcome, while research on creativity
rarely examines how hallucination might contribute
to the generation of innovative content. As a result,
there is an urgent need for a systematic investiga-
tion into the relationship between hallucination and
creativity in LLMs.

3 Methodology

In this study, we propose a three-stage evaluation
framework HCL (Hallucination-Creativity Layer-
wise) to explore the relationship between creativ-



ity and hallucination in LLMs layer-wise genera-
tions (Figure 2). First, we ground our definition
of creativity on philosophical theories, adapting
their core concepts to the open-domain QA setting
(Section 3.1). Second, we examine model outputs
across layers to investigate how creativity and hal-
lucination emerge and evolve during the decoding
process (Section 3.2). Lastly, we introduce evalua-
tion metrics to quantify both creativity and halluci-
nation, including the HCB metric that captures the
trade-off between the two aspects (Section 3.3).

3.1 A Philosophical Lens of Creativity in QA

The two key elements in the standard definition of
creativity in philosophy and psychology are orig-
inality and effectiveness(Gaut, 2010; Runco and
Jaeger, 2012). In the context of open-ended QA,
we interpret effectiveness as factual correctness,
since answers must be grounded in verifiable world
knowledge. Given that the factual content is fixed,
the potential for originality lies not in what is said,
but in how it is expressed.

We therefore operationalize originality as diver-
sity in the QA setting, specifically referring to the
ability of a model to generate multiple distinct yet
factually accurate answers to the same question. If
a model only provides one way of expressing the
answer, without exploring alternative valid perspec-
tives, it lacks the originality expected in creative
responses. In contrast, generating various factually
correct responses that reflect different valid per-
spectives demonstrates linguistic originality. We
formally define the LLM’s creativity in QA under
this perspective in Section 3.3.

3.2 Layer-wise Response Sampling

Unlike conventional decoding strategies that rely
on the final layer’s outputs, our key insight lies in
analyzing and potentially utilizing the responses
from intermediate layers. This design is based on
the following key observations and findings:

* Uncertainty is higher in earlier layers, en-
abling more diverse outputs. During the de-
coding process of LLMs, earlier layers show
greater uncertainty, as illustrated in Figure
3. This preserves more possibilities in the in-
ference process and enables them to produce
more diverse and creative outputs.

* The need for early exit. Deeper layers tend to
generate more conservative outputs, while cer-
tain intermediate layers may strike an optimal
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Figure 3: Confidence variations across layers in
LLaMAZ2-13B. We adopt P(True) (see Appendix D) to
allow LLM’s each layer to self-evaluate the average con-
fidence among the corresponding sampled responses.

balance between creativity and hallucination
(Chuang et al., 2023). By terminating decod-
ing at these intermediate layers, we can not
only reduce the computational overhead but
also prevent a loss of creativity in generations.

Based on these observations and assumptions,
we aim to analyze creativity and hallucination
layer by layer to achieve two objectives: (1) Con-
duct a more fine-grained investigation into their in-
teraction during the response generation process of
LLMs, unveiling their underlying mechanisms. (2)
Identify the optimal decoding layer that allows the
model to exit early while maintaining a favorable
balance between creativity and factual accuracy,
thereby reducing computational cost.

In order to better understand how creativity and
hallucination evolve across different depths, we
adopt a Layer-Skip strategy inspired by specula-
tive decoding (Elhoushi et al., 2024). Specifically,
given an input consisting of a question ¢ and a
shared prompt p, we sample responses generated
from the earlier layers {¢1,lo,...,{n_1} (using
speculative decoding) and the final layer ¢ (us-
ing standard autoregressive decoding) of the LLM.
We denote the resulting response list as r, formally
expressed as:

r=A{[r,re,...,rn-1],7N},

D
where r; = U LLMi(j)(p(q)), 1e{l,...,N}. M

j=1
where ¢ refers to the i-th layer of the LLM and
D denotes the sampling times. Building upon the
above procedure, we assigned N x D responses
generated by each layer of the LLM to each ques-
tion for subsequent layer-wise evaluation of the
two metrics, creativity and hallucination.



3.3 Evaluation Metric

Hallucination. Following (Orgad et al., 2024),
we define hallucination as any type of error gener-
ated by an LLM in our study. Hence, we have to
justify the correctness of the responses generated
by each decoding layer from LLM before evaluat-
ing their hallucination metrics. We adopt the fol-
lowing criteria for judging the correctness of free-
form responses: if the generated response contains
the correct answer, it is deemed correct; otherwise
deemed hallucination. Based on the above, the hal-
lucination metric of sampled layer-wise responses
can be defined as follows,

i .
SH——D(Z.), wherei € {1,...,N}.
where Ne(i) denotes the incorrect times and D)

refers to the sampling time at layer 1.

Creativity. Following the conceptual definition
of creativity introduced by previous representative
works in philosophical and psychological fields
(Gaut, 2010; Runco and Jaeger, 2012) and in re-
cent LLMs domains (Jiang et al., 2024), we define
the diversity of correct outputs as the creativity of
LLMs’ generations in QA tasks. In particular, we
filter out incorrect responses from the n responses
and group the semantically equivalent (Ribeiro
et al., 2018) correct responses. Empirically, we
utilize a SentenceTransformer-based encoder, the
pre-trained all-MiniLM-L6-v2 model (Vergou et al.,
2023), to extract dense semantic embeddings and
group them as different semantic clusters based on
semantic-level similarity (see Appendix C for cal-
culation details). As a result, the creativity metric
of outputs can be formalized as,

SL :Ng), wherei € {1,...,N}. (3)

(4)

where N’ is semantic clusters counts at layer 1.

Hallucination-Creativity Balanced (HCB).
Once we obtain the creativity and hallucination
scores for each response, a natural next step is to
assess how well different model layers balance
these two aspects. Ideally, a strong generation
should exhibit high creativity while maintaining
factual accuracy. To quantify this trade-off,
we introduce the Hallucination and Creativity
Balanced (HCB) Score, which combines creativity
and hallucination using distinct normalization
methods. Specifically, creativity is normalized via

min-max scaling, while hallucination is quantified
directly through the error rate. This score provides
a unified metric to assess the model’s ability to
generate outputs that are both accurate and diverse,
ensuring a balanced trade-off between creativity
and hallucination. SiHCB for the layer i can be
derived as follows,

Shcs = we x S + wy, x (1 —Sh),

where w. and wy, are the corresponding weights
of creativity and hallucination, and w. + wp, = 1.
Note that SiC is the normalized score, SiH is the
hallucination score, and SiHCB is the HCB score.

4 Experiments

In this section, we present the experimental setup,
models, datasets, and discuss the key findings.
More detailed experiments and further analysis
(e.g., diverse model architectures, weight param-
eters and other parameters) are provided in Ap-
pendix B, E, F, and G.

4.1 Experimental Setups

Models We use five popular open-weight base
models in LLaMA family: LLaMA 3.2-1B,
LLaMA 2-7B/13B/70B, and LLaMA 3-8B (Tou-
vron et al., 2023). These models allow us to system-
atically analyze how model size and different layers
influence the trade-off between creativity and hal-
lucination. In all experiments, LLMs are instructed
to respond 50 times for each query using the same
prompt to ensure we have sufficient responses to
evaluate their creativity and hallucination.

Datasets We utilized two QA datasets: TriviaQA
(Joshi et al., 2017) and Natural Questions (NQ)
(Kwiatkowski et al., 2019). The detailed descrip-
tion of them are provided in Appendix A.

4.2 When Creativity Meets Hallucination

In this part, we focus on analyzing the creativity
and hallucination metrics of LLMs at each layer
during response generation. Our experimental re-
sults reveal some fundamental relationships be-
tween the two dimensions, providing deeper in-
sights into their interplay.

Finding 1. Creativity comes with hallucina-
tion.

Existing studies often adjust the model’s temper-
ature parameter to enhance the diversity of LLM
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Figure 5: The left figure illustrates the creativity scores across different models, while the right figure presents the
hallucination levels for the same models. Both evaluations were conducted with a temperature setting of 1.0. As
observed, the LLaMA 2-13B model exhibits the highest creativity among all models. However, this increase in
creativity also corresponds to a higher level of hallucination.

generations, as a higher temperature leads to more
varied sampling by flattening the output probability
distribution (Peeperkorn et al., 2024). However, in-
creasing temperature not only boosts creativity but
also raises the risk of hallucination, as illustrated
in Figure 4. While higher temperatures encourage
the model to explore unconventional or imaginative
ideas thus fostering creativity, they also increase the
likelihood of generating factually inaccurate con-
tent. This reflects a fundamental trade-off between
response diversity and factual reliability. At lower
temperatures, LLMs produce more deterministic
and accurate outputs but with reduced diversity. In
contrast, higher temperatures promote more diverse
responses at the cost of factual precision.

These findings are consistent with prior research,
suggesting that hallucination is not merely an error
mode, but an inherent byproduct of the generative
freedom that enables creative expression in LLMs.

Finding 2. Stronger models are more cre-
ative though more prone to hallucination.

A second key observation from our experiments
is that LLMs tend to exhibit higher levels of both
creativity and hallucination. Specifically, model
size appears to correlate positively with the gen-
eration of novel yet sometimes factually incorrect
responses. For instance, smaller models such as
LLaMA-3.2-1B tend to be more conservative in
their outputs, often adhering closely to more pre-
dictable, template-like responses. While this makes
them less prone to hallucination, it also limits their
ability to produce highly original and imaginative
content. In contrast, larger models (e.g., LLaMA-3-
8B or LLaMA-13B) demonstrate a greater ability
to generate complex and creative responses, but
they are also more susceptible to producing hal-
lucination (Figure 5). This suggests an intrinsic
trade-off between model capacity and output re-
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3-8B. Although the results indicate layer-30 is the opti-
mal layer, we further choose layer-8 to early exit con-
sidering the deeper layer causes lower efficiency.

liability: as models become more expressive and
generative, they also gain a higher degree of unpre-
dictability, leading to a higher risk of fabricating
details that deviate from factual correctness.

These findings underscore the dual-edged nature
of language models. While larger models unlock
greater generative potential, they require more ro-
bust control mechanisms to mitigate hallucinations.
Experiments on Qwen models (7B/14B/32B) also
reveal consistent patterns in Table 1. Results for ad-
ditional models, such as GPT-40-mini, DeepSeek
V3, and the LLaMA family including LLaMA 2-
70B, are provided in Appendix G.

4.3 Investigate an Optimal Decoding Layer
for Early Exit

In this part, we aim to answer whether there is
an optimal decoding layer that achieves the best
trade-off between creativity and hallucination, as
quantified by our HCB metric. Although conven-
tional approaches typically rely on the final layer’s
output, our findings suggest that earlier layers are

TriviaQA NaturalQ
Model Se Si ‘ Se Su
Qwen-7B 0.67 0.50 0.96 0.54
Qwen-14B 0.87 0.31 1.14 0.44
Qwen-32B 0.83 0.36 1.13 0.44

Table 1: Final-layer creativity (S¢) and hallucination (Sg)
scores for Qwen models at temperature = 0.6.

more likely to produce responses that better balance
hallucination and creativity. By skipping the later
layers and selecting outputs from these relatively
optimal layers, models can not only be more effi-
cient, but also achieve an optimal balance between
hallucination and creativity during generation.

Finding 3. The output from the final layer
is not necessarily the best from a creativity-
hallucination balanced perspective.

Another key finding from our HCB framework
is that final layers, i.e., layer-12 of LLaMA 3.2-1B,
layer-32 of LLaMA 2-7B, and layer-40 of LLaMA
2-13B, do not always generate the most creative
responses. While the final layers refine the model’s
predictions and improve factual consistency, they
often restrict generative flexibility, leading to more
deterministic and conservative outputs. In contrast,
responses extracted from mid-depth layers tend to
exhibit greater creative variation while still main-
taining a certain level of factual coherence. As the
results shown in Figure 6, 7, 8, 10, final layer op-
timization is not necessarily the best strategy and
does not always yield superior performance, par-
ticularly in applications that prioritize novelty and
diversity over absolute factual correctness. Tradi-
tional decoding strategies often assume that final
layers generate superior responses, but this assump-
tion may need to be revisited and adjusted to better
accommodate creative tasks such as storytelling,

poetry, and open-ended dialogue generation.

Finding 4. We identify an intermediate layer
remains consistently optimal under varying
temperatures and enables efficient decoding.

Interestingly, our analysis reveals that each
model has an optimal layer that maintains a sta-
ble performance under both temperature 0.6 and
1.0. For instance, in LLaMA 2-7B, layer-8 con-
sistently balances creativity and factual accuracy
across different tasks and temperature settings, de-
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Figure 8: This figure illustrates the HCB score of the
LLaMA-7B model across its layers. From the results,
we can observe that layer-8 emerges as the optimal layer,
whether it is temperature 0.6 or 1.0.
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Figure 9: Illustration of the HCB score conducted on
LLaMA-7B model at t = 1.0 on TriviaQA and NQ
datasets. The results indicate that layer-8 consistently
emerges as the optimal layer for balancing creativity
and hallucination in LLMs across both datasets.

spite not being the highest-scoring layer at tempera-
ture 0.6. In LLaMA 2-13B, layer-4 exhibits a stable
trade-off between creativity and hallucination. Al-
though layer-30 is identified as the optimal layer
in LLaMA 3-8B, its relatively deep position raises
efficiency concerns. Considering computational
efficiency, we suggest layer-6 for early exit.

Finding 5. The optimal layer generalizes
across QA datasets with confidence peak.

It is worth noting that beyond temperature vari-
ations, we further analyzed the performance of
LLaMA 2-7B on the TriviaQA and NQ datasets, as
illustrated in Figure 9. The results demonstrate that
the optimal layer in terms of the HCB metric re-
mains consistent across different QA datasets, i.e.,
layer-8 remains the one that optimally balances
the tradeoff between hallucination and creativity in
LLMs. The pattern shown in Figure 11 further sup-
ports the idea that layer-8 is a key decision-making
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Figure 10: This figure displays the HCB score of the
LLaMA-13B model. The results suggest that layer-4 is
the optimal layer since it remains nearly optimal when
the temperature changes.
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Figure 11: This figure illustrates the variations of con-
fidence across different layers of LLaMA-7B on the
TriviaQA dataset. Although the early layers show gen-
erally low confidence, there is a sharp peak at layer-8,
demonstrating our selection on the optimal layer.

layer in the model. This further demonstrates that
the identified optimal layer is not only specific to a
given model but also has broader generalizability
across common QA datasets, verifying the robust-
ness of our HCB-based selection.

5 Conclusion

This work provides the first systemic study of the
relationship between hallucination and creativity
in LLMs through the lens of QA. Correspondingly,
a hierarchical evaluation framework, HCL, is pro-
posed to explore their interaction across different
decoding layers, with the inspiration from philos-
ophy. We have conducted extensive experiments
to find key factors influencing both aspects. This
study provides a quantitative definition of creativity
and offers valuable insights for further exploration
of LLM performance across different tasks. Ad-
ditionally, we identify the optimal layer that best
balances the tradeoff between hallucination and
creativity in LLMs.



Ethics Statement

Our proposed method aims to improve the reliabil-
ity and creative capabilities of LLMs by analyzing
and utilizing responses from different decoding lay-
ers. While HCL has the potential to reduce hallu-
cinations while preserving creativity, it is essential
to acknowledge the ethical implications associated
with our work from the following aspects:

¢ Misinformation & Reliability: LLMs can
generate highly plausible yet incorrect infor-
mation. By investigating hallucination mecha-
nisms, our study provides insights into distin-
guishing between factual and misleading out-
puts. However, our method does not entirely
eliminate hallucinations, and caution should
be exercised when applying it in high-stakes
scenarios such as healthcare or finance.

* Bias & Fairness: LLMs may inherit biases
related to gender, ethnicity, and other social
factors. Since our framework evaluates hal-
lucination and creativity within existing mod-
els, it does not explicitly mitigate bias. Fu-
ture research should consider fairness-aware
approaches to ensure responsible Al deploy-
ment.

¢ Computational Impact & Efficiency: Our
layer-wise analysis and early exit strategies
aim to optimize computational efficiency,
potentially reducing energy consumption in
large-scale model inference. However, run-
ning extensive experiments with multiple
models still requires substantial computa-
tional resources.

Limitations

Our framework is limited to the closed-ended
question-answering domain, where a question has
multiple objective ground-truth answers so that we
can justify the correctness of LLM generated an-
swer. Extensive analysis of HCL on open-ended
question-answering tasks in real world scenarios is
beyond the scope of the current study and is left as
future work.

The current definition of creativity is limited to
QA. Given the complex nature of creativity, its
definitions in open-ended tasks like story telling
need further investigation. In future work, we will
expand the evaluation dimensions of creativity to
encompass a broader range of creative expressions.
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A Datasets Statistics.

We introduce the two open-domain question an-
swering (QA) datasets used in our study. These
datasets are widely employed in QA research
and provide a diverse set of real-world questions
with multiple valid answers, making them suitable
benchmarks for evaluating LLMs in terms of in-
formation retrieval, factual accuracy, and creative
generation.

e TriviaQA (Lewis et al., 2020): TriviaQA is
a general knowledge QA dataset that spans
multiple domains, including history, science,
literature, sports, and entertainment. One of
its key characteristics is that each question
typically has multiple acceptable correct an-
swers. This diversity makes TriviaQA particu-
larly suitable for evaluating both the correct-
ness and creativity of LLMs. Even in cases
where LLMs generate different yet reason-
able answers, this dataset allows us to assess
their ability to produce factually accurate and
contextually diverse responses. In our exper-
iments, we randomly selected 600 samples
from TriviaQA, ensuring that each selected
question has at least three correct answers.

Natural Question (Kwiatkowski et al., 2019):
Natural Questions (NQ) is a large-scale open-
domain QA dataset released by Google, pri-
marily designed for information retrieval and
factual question answering. The questions
in NQ are sourced from real user queries on
Google Search, with corresponding answers
typically extracted from Wikipedia pages.
Compared to TriviaQA, NQ places a greater
emphasis on factual consistency. However,
in NQ 2.0, the dataset format evolved from
multiple-choice questions to open-ended text
generation, providing more flexibility in re-
sponse formulation. Additionally, many ques-
tions in NQ 2.0 now include multiple valid
answers, increasing the dataset’s adaptability
for assessing answer diversity. In our study,
we selected 256 questions from the NQ-Open
subset, ensuring that each question has at least
three correct answers.

Model Specifications We conduct experiments
using the following LLMs: LLaMA 3-8B, LLaMA
2-7B, LLaMA 2-13B, and LLaMA 3.2-1B, where
the numbers indicate the parameter count in billions
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(B). What’s more, we spend average 1066 GPU
hours for each model.

B Details of LLMs Setups

Temperature Previous studies have shown that
increasing the temperature parameter slightly en-
hances the novelty of outputs generated by LLMs
(Peeperkorn et al., 2024). To systematically in-
vestigate how temperature influences the trade-off
between creativity and hallucination, we set two dif-
ferent temperature values (t = 0.6 and t = 1.0) in
our experiments. By comparing the model’s perfor-
mance across different layers under these tempera-
ture settings, we aim to examine how temperature
affects the model’s creative expression while also
evaluating its potential impact on hallucination.

Other Hyperparameters For all LLMs, the max
length of each generation is set to 50 tokens. Be-
sides, all other parameters remain consistent with
Layer-Skip. For our evaluation framework, we set
the sampling time to 50 to ensure there are enough
response evaluations. During the HCB score calcu-
lation, we define the formula as follows:

SiI{CB = We X Slc + wp, X (1 — Sh),
where both of w,. and wy, are set to 0.5.

C Details of semantic cluster

1. Answer Embedding: For each correct answer
a, we compute a dense vector representation
Uy

Uq = Encoder(a),
where Encoder is the SentenceTransformer
model capturing contextual and semantic in-
formation.

. Cosine Similarity: We calculate the cosine
similarity between ¥, and each vector v, in
the set of previously identified unique an-
swers:

. JEFON 77(1 . 77u

sim(¥,, ¥y) = T

1l |7

The similarity ranges from —1 to 1, with

higher scores indicating stronger semantic re-

semblance.

. Thresholding: If sim(v,,v,) > 7 (we set
7 = 0.8), then a is considered semantically
equivalent to an existing unique answer. Oth-
erwise, a is added to the set of unique answers.



This threshold avoids over-clustering or split-
ting near-identical answers.

D Layer-wise Confidence Measurement

We adopt P(True) (Kadavath et al., 2022) to mea-
sure the confidence of each decoding layer of the
LLM on its generations. Specifically, we follow
(Kadavath et al., 2022) and prompt the LLM layer
by layer to judge whether its own generated an-
swer is correct. Our prompt followed the following
template:

P(True)

Question: [Question]
Possible Answer: [LLM Answer]

Is the possible answer:
(A) False
(B) True

The possible answer is:

E Impact of Weight Parameters on HCB
Score Variations Across Layers

To examine the impact of weighting schemes on the
final HCB score, we conducted a systematic anal-
ysis by varying the weight assigned to creativity
(w.) from 0.3 to 0.7, while correspondingly set-
ting the weight for hallucination as wy, = 1 — w,.
For each weighting configuration, we computed
the HCB scores and identified the optimal layer for
each model.

Our results indicate that while the absolute HCB
scores shift with different weighting choices, the
relative ranking of candidate layers remains largely
stable across a broad range of w, values. This
suggests that the choice of weighting has limited
influence on the overall layer selection outcome,
thereby supporting the robustness of our findings.
The detailed results of this analysis are presented
in Tables 2, 3, and 4.

Given this consistency, we adopt an equal
weighting scheme (w,. = wy = 0.5) in our main
experiments. This neutral setting emphasizes a
balanced treatment of creativity and hallucination,
aligning with our objective of evaluating models
across both axes. We note that in task-specific
scenarios—such as medical question answering or
legal summarization—users may choose to empha-
size hallucination minimization. Our framework
readily accommodates such adjustments by allow-
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Layer we=03 w.=04 w.=06 w.=0.7
Layer 2 0.3223 0.2762 0.1842 0.1381
Layer 8 0.6031 0.6557 0.7609 0.8134
Layer 16  0.5215 0.5449 0.5917 0.6150
Layer24  0.5917 0.6383 0.7314 0.7780
Layer 32 0.4754 0.4838 0.5006 0.5090

Table 2: HCB score variations among different layers based
on LLaMA 7B (Temperature = 0.6) on TriviaQA dataset

Layer we.=03 w.,=04 w.=06 w.=0.7
Layer 2 0.4974 0.5517 0.6604 0.7147
Layer 8 0.5364 0.6026 0.7351 0.8013
Layer 16  0.2364 0.2035 0.1377 0.1048
Layer24  0.3917 0.4105 0.4479 0.4667
Layer 32  0.5051 0.5650 0.6849 0.7448

Table 3: HCB score variations among different layers based
on LLaMA 7B (Temperature = 1.0) on TriviaQA dataset

ing the weights to be tuned according to specific
application needs.

F Cross-Model Validation on the diversity
models

Table 5 reports the creativity (S¢) and hallucina-
tion (Sg) scores of several large language mod-
els, including GPT-40-mini, the Qwen family
(7B/14B/32B), and DeepSeek-v3, evaluated on
both the TriviaQA and Natural Questions datasets.

We observe a consistent trend across models and
model sizes: larger models (e.g., Qwen-14B/32B)
tend to achieve higher creativity scores compared
to their smaller counterparts (e.g., Qwen-7B). For
instance, Qwen-32B achieves a creativity score of
0.83 on TriviaQA and 1.13 on Natural Questions,
outperforming Qwen-7B (0.67 and 0.96, respec-
tively). At the same time, these larger models often
display moderately elevated hallucination scores,
indicating a greater risk of generating inaccurate
content as their generative capacity increases.

Moreover, similar patterns are observed in
both Qwen and non-Qwen models (GPT-40-mini,
DeepSeek-v3), providing cross-model validation
for our main findings: the trade-off between cre-
ativity and hallucination is not restricted to a single
model family, but appears to be a general property
of modern large language models. These results
highlight the importance of developing evaluation
protocols and mitigation strategies that generalize
across architectures.



Layer we=03 w.=04 w.=06 w.=0.7
Layer 2 0.4169 0.5002 0.6668 0.7501
Layer 8 0.4116 0.4943 0.6597 0.7424
Layer 16  0.2434 0.2712 0.3269 0.3547
Layer24  0.3453 0.4075 0.5320 0.5942
Layer 32  0.2437 0.2715 0.3270 0.3528

Table 4: HCB score variations among different layers based
on LLaMA 7B (Temperature = 1.0) on NQ dataset

TriviaQA NaturalQ
Type Model Se Su ‘ Se Su
Qwen-7B 0.67 0.50 0.96 0.54
oS Qwen-14B 0.87 0.31 1.14 0.44
Qwen-32B 0.83 0.36 1.13 0.44
cs DeepSeek-v3 0.66 0.47 0.97 0.67
GPT-40-mini 1.12 0.24 0.72 0.51

Table 5: Final-layer creativity (S¢) and hallucination
(Sg) scores for Qwen models at temperature = 0.6.

G Comparison within the LLaMA Family

Table 5 presents the final-layer creativity (S¢) and
hallucination (Sg) scores for the Qwen models (7B,
14B, and 32B) on both the TriviaQA and Natural
Questions datasets. The results reveal a general
trend where scaling up from Qwen-7B to Qwen-
14B leads to substantial improvements in creativity
scores and a reduction in hallucination. However,
further scaling to Qwen-32B does not result in ad-
ditional gains; the creativity score of Qwen-32B is
similar to, or slightly lower than, that of Qwen-14B
(e.g., 1.14 vs. 1.13 on Natural Questions). Halluci-
nation scores also plateau or even increase slightly
at the largest scale. This non-monotonic relation-
ship suggests a saturation effect, where simply in-
creasing model size does not guarantee continued
improvements in generative diversity and may even
result in diminished returns. These findings are con-
sistent with our observations within the LLaMA
family, highlighting the nuanced dynamics of scal-
ing large language models and the importance of
empirical evaluation rather than relying solely on
parameter count.

The results for GPT-40-mini and DeepSeek-v3
are generally comparable to those of the Qwen
series, indicating that the observed patterns are not
limited to a single model family.
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