
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2025

CARDICAT: A VARIATIONAL AUTOENCODER
FOR HIGH-CARDINALITY TABULAR DATA

Anonymous authors
Paper under double-blind review

ABSTRACT

High-cardinality categorical features are a common characteristic of mixed-type
tabular datasets. Existing generative model architectures struggle to learn the com-
plexities of such data at scale, primarily due to the difficulty of parameterizing the
categorical features. In this paper, we present a general variational autoencoder
model, CardiCat, that can accurately fit imbalanced high-cardinality and hetero-
geneous tabular data. Our method substitutes one-hot encoding with regularized
dual encoder-decoder embedding layers, which are jointly learned. This approach
enables us to use embeddings that depend also on the other covariates, leading to
a compact and homogenized parameterization of categorical features. Our model
employs a considerably smaller trainable parameter space than competing meth-
ods, enabling learning at a large scale. CardiCat generates high-quality synthetic
data that better represent high-cardinality and imbalanced features compared to
competing VAE models for multiple real and simulated datasets.

1 INTRODUCTION

Recent years have seen dramatic improvement in the generative modeling of complicated stimulus
including images, audio and most recently natural languages. Generative models characterize the
joint distribution of the variables, and allow sampling from this distribution. They can therefore be
used for imputing missing values, regenerating data while hiding sensitive information, and detect-
ing anomalies. Variational Auto Encoders (VAEs, (Kingma & Welling, 2013)) are generative models
composed of two neural-networks: the encoder transforms a data example into a distribution on the
p-dimensional latent space, and the decoder transforms a vector sampled from the latent space into
a data example. The sampling increases the smoothness of the decoder, and the result is often more
interpretable and better reflects the diversity of the original data.

Generative models and VAEs in particular are most successful when the data they are trained on
is homogeneous, meaning that the individual features are similarly distributed, and there are local
structures governing the interaction between features (e.g. pixels or words) (Ma et al., 2020; Suzuki
& Matsuo, 2022). In contrast, generative models still struggle when modeling one of the most com-
mon types of datasets, the tabular data (Nazabal et al., 2020). In tabular datasets, each example can
be comprised of a set of data-fields from different types (mixed types), including numerical, inte-
ger, and character strings. In addition, the features can exhibit complex dependencies, but the order
or topology is often arbitrary and provides little information regarding this structure (in contrast to
homogeneous signals such as images or language). Prominent examples include electronic medical
records (EMR), personal credit default, e-commerce and behavioral datasets from social networks.

High cardinality categorical features is another pervasive characteristic of mixed-type tabular data.
The cardinality of some categorical features, meaning the number of possible unique values, can be
extremely high, with severe imbalances between the values (Xu & Veeramachaneni, 2018). Such
high-cardinality categorical features are often very informative - consider the information on a pa-
tient contained in the in features such as ”diagnosis”, ”occupation” or ”city / state”. For a generative
model to learn the behavior of a high-cardinality feature, the interplay between different values of
the feature need to be identified. Often, the decoders prefer not to guess rare values, and this leads
to a collapse in the marginal distributions towards the common categories. More technically, cur-
rent models usually require categorical features to be initially parameterized by one-hot encoding
or string similarity encoding such as in Cerda & Varoquaux (2020), which relies on the information
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between pairs of categories. Yet, one-hot encoding high-cardinality features have many detrimental
effects on neural networks (Rodrı́guez et al., 2018; Avanzi et al., 2024). One-hot encoding forces a
flat label space (where each value is equally different), which might disregard the complex relation-
ships that exist amongst the values within a categorical variable. One-hot encoding also dramatically
increases the dimension of inner layers of the network, leading to poor statistical properties, memory
constraints and a strain on the optimization process (Choong & Lee, 2017).

Figure 1: Top: bar plots show deviation between generated categorical probabilities from three models (Cardi-
Cat in blue, VAE in green, tVAE in yellow) and true probabilities on three features. Shorter bars mean better
reconstruction. TV score is in the legend. Bottom: the box plots show the conditional distribution of a nu-
merical variable given a categorical one. The true distributions are in black, and the generated ones are in
blue (CardiCat) and yellow (tVAE). Missing box plots means that categorical value was not sampled. Overall
CardiCat better reconstructs the marginal and bi-variate distributions.

We propose a VAE-based framework for the modeling and synthesis of tabular data; one that can
efficiently represent high-cardinality categorical features in the context of mixed feature types. Our
framework, CardiCat, adds embedding layers for the high-cardinality categorical features. The
learned embedding layers are low-dimensional numeric vector representations of the values of the
categorical features. CardiCat’s embedding layers are efficiently learned in tandem as part of the
complete encoder-decoder network optimization. Therefore, the topology of the embedding layer
can be influenced by the the joint-distribution of the categorical features and the other features in the
data. A key innovation is that the decoded output (and likelihood) of these features is evaluated in
the smooth and homogenized embedding space rather than in the observed categorical space. This
allows us to avoid all together the need to one-hot encode the non-binary categorical features at any
point in the process, thus reducing the number of trainable parameters significantly, and feeding the
network more homogenized data. As we show in our experiments, this encoding allows the VAE to
better recover the marginal and joint distributions of categorical features (see Figure 1).

Our contributions can be summarized as follows: (1) We propose a method to introduce regularized
categorical embedding into VAEs in a way that efficiently homogenizes categorical features and
prevents embedding layers collapse. We show that our method’s capacity to represent and accurately
reconstruct the marginal and multivariate trends of the data surpasses that of previous models. In
addition, it requires considerably fewer learned parameters; (2) We develop a public benchmarking
framework for tabular VAEs composed of simulated and real-life tabular datasets emphasizing high-
cardinality categorical features; And (3) We make available an open-source implementation of the
regularized embeddings architecture that can easily be adapted to different VAE frameworks.

The use of embedding layers to represent categorical features in neural networks is not new. How-
ever, to our knowledge, this is the first public and benchmarked end-to-end tabular generative model
that uses dual-architecture regularized embedding layers for parameterizing categorical features.
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2 VARIATIONAL AUTOENCODERS FOR TABULAR DATA

This section provides a brief overview of VAEs and their shortcomings as they relate to heteroge-
neous data. It then discusses the main strategies for accommodating diverse data types.

2.1 VARIATIONAL AUTOENCODERS

Variational autoencoders are deep latent-variable generative models that are based on autoencoders
(AE) (Kingma & Welling, 2013). Latent-variable models assume that each data-point x ∈ X is
generated from a true, latent distribution pθ(z) of some unknown random real-valued vector z of
dimension a. VAEs are different from autoencoders in their ability to learn the generating distri-
bution of the data. In contrast to AE, the VAE encoder outputs a set of parameters that defines the
latent distribution. In addition, VAEs impose regularization constraints on the latent distribution.
This forces the latent distribution to be as close as possible to a predefined prior distribution. Each
random value of the latent vector z that is fed through the decoder should produce a meaningful
output. Variational Bayesian inference is used to derive a tractable lower-bound on the likelihood of
the data, which can be maximized by gradient optimization:

log pθ(x) ≥ Ez[log pθ(x|z)]−Dkl(qϕ(z|x)|pθ(z))

The right hand side is called the evidence lower bound (ELBO) of the log likelihood of the data
log pθ(x). The ELBO is comprised of two terms, the reconstruction term Ez[log pθ(x|z)] and the
KL-divergence term Dkl(qϕ(z|x)|pθ(z)) that acts as a regularizer. The reconstruction term describes
how well the generated output resembles the input data.

2.2 ADAPTIONS OF VAES FOR TABULAR DATA

In mixed-type tabular data, the features of each datapoint include both categorical and numerical
features. Modeling mixed tabular data is often difficult for VAEs due to the heterogeneous mixed-
type nature of the features. The model must be flexible enough to incorporate simultaneous learning
of discrete and numerical features with different distribution characteristics.

In adapting VAEs to heterogeneous tabular data, we can identify several approaches:

Accommodating prior: When learning VAEs for complex and high-dimensional data, the standard-
normal VAE prior is often (1) too strong and over-regularizes the encoder, and (2) not expressive
enough to represent well the underlying structure of the data. This can lead to the problem of
posterior collapse: when the encoder fails to distill useful information from x into the variational
parameters of the posterior. In addition, the standard normal distribution assumes data points are
centered around zero with a standard deviation of one, which is not a good fit for mixed-type tabular
data. The use of more flexible priors, such as Gaussian mixture model (GMM) priors with com-
ponents that are learned through back-propagation, can aid in the avoidance of over-regularization
(Tomczak & Welling, 2018; Guo et al., 2020; Apellániz et al., 2024).

Type-specific likelihoods: This approach (implemented in RVAE and HI-VAE (Akrami et al., 2020;
Nazabal et al., 2020)) deals with the heterogeneity by providing each feature type (e.g. real-valued,
categorical) with a different likelihood model. For example, on categorical features the decoder
network may output a vector of probabilities and the loss would be based on the cross-entropy
score. Note that in recent empirical studies HI-VAE has failed to recover the observed marginal
distributions as well as failed to surpass competing methods (Ma et al., 2020; Gong et al., 2021).

Type homogenization: An alternative approach is to transform all input variables into Gaussian
variables to produce a homogeneous VAE. In VAEM(Ma et al., 2020), the authors propose a two-
stage structure that avoids using type-specific likelihoods altogether. In the first stage individual
features are homogenized by learning an independent VAE for each feature. Then, the separately
learned factorized latent variables from the first stage models are used as inputs to a second stage
VAE. However, projecting categorical features into real-values without relying on other covariates
may result in subpar results (see Section 4). Focusing only on numerical data, Xu et al. (2019) tVAE
applies a mode-specific normalization using a variational Gaussian-mixture model (VGM) for each
numerical feature.
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A conditional generator model is used to generate samples that are conditioned on some specific
values of the data or its associated labels. This is done by adding the condition to the encoder and
the decoder’s input so it can be better represented in the latent space and provide more control over
the generated output (Sohn et al., 2015). Conditional generators for VAEs are often used to add
categorical label information (as the conditioned label) to the homogeneous latent space (Mishra
et al., 2018; Lim et al., 2018). For tabular data with multiple discrete features, there are multiple
ways to set up the conditional generators.

All these extensions and adaptations strive to alleviate the VAE’s sensitivity to fail under complex,
multi-dimensional, non-normal data. However, they do not provide a sufficient solution for dealing
with high-cardinality heterogeneous tabular data. High-cardinality features exacerbate the hetero-
geneity of the input data. This is due to the need to one-hot encode features as long binary vectors.
Furthermore, one-hot inflates the space of the network’s trainable parameters, which places a heavy
burden on the computational resources needed to train the model. Finally, because high-cardinality
features are likely to be imbalanced, their minor values bear relatively small effect on the network’s
optimization regime, resulting in vanishing estimated marginal probability. Therefore, improving
and adapting tabular VAEs to work with high-cardinality heterogeneous data can have a drastic ef-
fect on their synthetic data generation abilities. In this work we focus on type homogenization and
propose an embedding-based VAE framework that aims to homogenize both the categorical features
and the likelihood models.

3 THE CARDICAT MODEL

Our model deals with non-binary categorical features by embedding them into a low dimensional
space using information from the entire encoder-decoder neural network. CardiCat deviates away
from a traditional VAE by (a) substituting one-hot categorical encodings with embedding presen-
tations throughout the network and its loss, and (b) by adding a loss regularization term to prevent
embedding-collapse. These learned embeddings can be thought of as smoothed-out categorical pa-
rameterizations that are learned from the network’s reconstruction loss. This allows us to efficiently
parameterize discrete features in a self-learned mechanism that depends on the embedding space
and not on the original features. Our framework is implemented on a simple VAE architecture in
order to cleanly demonstrate the advantages of such framework.

3.1 NOTATIONS FOR CATEGORICAL FEATURES AND EMBEDDINGS

Consider a mixed-type tabular dataset D = {x}i=1,..,n, where each of the n datapoints xi =
(xi,1, . . . , xi,m) is a vector of m features, some numerical and some categorical. We denote the
j’th feature vector xj , and xj when we consider it a random variable. Let H ⊆ {1, ...,m} = [m] be
the set of categorical features, marking any discrete feature with more than two values. For simplic-
ity, the domain of a categorical feature xj with cardinality cj is identified with [cj ]. We denote the
categorical distribution of the xj by Cat(π1, ..., πcj ), meaning that P (xj = ℓ) = πℓ for ℓ ∈ [cj ].

We equip each categorical feature xj with an embedding, a learned mapping from a categorical value
to a real-valued vector embj : [cj ] → Rkj . The embedding dimension kj is often chosen such that
kj << cj . The embedding can be represented using matrix ej = (ej,1, ..., ej,cj )

′. E represents the
set of all embeddings parameters E = {ej ; j ∈ H}.

3.2 CARDICAT’S DUAL ENCODER-DECODER EMBEDDINGS

In a traditional neural network with embedding layers, the embeddings are learned from back-
propagating the loss gradients throughout the network. For example, in supervised learning, where
each sample consists of a feature vector and target label pair (xi, yi), the embedding layers are
learned using the network’s back-propagation gradients from L(ŷi, yi). The resulting embedding
geometry codes the relationship between different categorical values and the target.

Generative model architectures such as VAE require a different solution for integrating unsupervised
embeddings. Because the network’s decoder is tasked with generating the encoder’s inputs, the
embedding layers must be also represented as part of the decoder’s output. Therefore, CardiCat
employs dual encoder-decoder embedding layers architecture where the embeddings appear both as
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trainable layers in the encoder, and in the output of the decoder where they actively participate in
calculating the loss (instead of the original features). At each propagation step, the decoder tries
to reconstruct the embedding vectors, and any deviations from the expected embeddings will be
penalized by the ELBO. The reduced dimension space is therefore learned by back-propagating the
gradients of the ELBO through both the decoder’s and the encoder’s embedding weights.

3.3 LOSS & EMBEDDING REGULARIZATION

CardiCat is composed of (a) embedding layers E that (b) feed into an encoder network qϕ(x) =
(µϕ(x), σϕ(x)) defining the mean vector and coordinate-wise variance of the latent p-dimensional
Gaussian vector, and (c) a decoder network pθ(z). We optimize the network using the following loss
based on the weighted variational lower bound (ELBO):

Lϕ,θ,E(x) = LRecon(x̂,x; E) + λ1 ·DKL(N(µϕ(x), σϕ(x)I)) ∥ Np(0, I)) + λ2 ·Reg(E).

The main novelty compared to a simple VAE is that the reconstruction loss of the categorical features
is computed in the embedding space. The decoded output of the VAE for a categorical value xj is a
kj dimensional numerical vector êj = pj,θ((z)) ∈ Rkj , and it is compared to the embedding vector
of the true feature ej(xj):

LRecon,j(x̂,x; E) = ||ej(xj)− êj ||2.

For binary or numerical features, we use the standard cross-entropy and mean-squared error loss.
Because the embedding weights are homogenized and dense numerical presentations, they are
treated the same as the other numerical features, and there is no need to type-separate the condi-
tional likelihood between these features. The full reconstruction loss is the sum over all features:
LRecon(x̂,x; E) =

∑
j LRecon,j(x̂,x; E).

We add a regularization term on the embedding weights to prevent an embedding collapse. Because
the embeddings are learned in tandem (encoder & decoder), there is a risk that embedding vectors
become too similar, artificially decreasing the loss. The embedding regularization penalizes changes
to the total coordinate-wise variance of the embedding, compared to the initialization:

Vj({ej}) =
1

kj

kj∑
ℓ=1

var(ej,ℓ), Reg(E) = 1

|H|
∑
j∈H

(Vj({ej})− Vj({e0j}))2

Once the loss gradients are calculated, the embedding layers are adjusted as part of the back-
propagation step.

3.4 MODEL ARCHITECTURE

Figure 2 provides an overview of the CardiCat architecture. The input of the encoder is separated
into data types: binary features xl, l ∈ L, categorical features xh, h ∈ H , and numerical features
xm,m ∈ M . Binary features are one-hot encoded, while categorical features (cj ≥ 3) are encoded
to a reduced embedding space of size kj (hyper-parameter). Using the parameterization trick, the
encoder qφ(zi|xi) outputs zi ∼ Na(µ, diag(σ)) ∈ Ra. The decoder outputs data types identical
to the encoder’s input so that loss can be calculated by assuming a factorized Gaussian likelihood
model p(xi|zi) =

∏
j pj(xi,j |zi)1.

This suggested architecture was chosen for the following reasons. First, the VAE embeddings pro-
vide a natural homogenized parameterization of otherwise difficult to learn parameterizations such
as one-hot encoding. Second, the construction of each embedding space depends on the entirety
of data, promoting the further sharing of information throughout the VAE network. This is due to
the fact that the presentations are learned and depend on the network-wide optimization and loss
function. In addition, the geometries of the learned embedding spaces can reveal by analyzing the
distance between different values of each category. Finally, avoiding one-hot encoding and instead
using end-to-end embedding layers provides a meaningful reduction in the number of parameters
needed to train tabular VAEs. In the next chapter we show that these adaptations offer significant
advantages over other VAE architectures for learning high-cardinality large-scale tabular data.

1A full description of the network structure and layers can be found in the supplementary
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Figure 2: Illustration and description of CardiCat’s network architecture.

3.5 CONDITIONAL EMBEDDING GENERATOR

We also provide a conditional generator variant of CardiCat, where it is easier to generate syn-
thetic data with specific categorical properties. To be able to represent the conditional embed-
ding vector as an additional input to the encoder and the decoder’s networks, CardiCat first adds
a ”mask’ value to each of the categorical features before training. The conditional embedding vector
< emask

1 , emask
2 , . . . , ej , · · · > is composed of the concatenation of all the embedded masked values

emask for non-conditional features, and the embedded values ej if xj belong to the set of condi-
tional variables. This conditional embedding vector inherits its values from the encoder-decoder’s
embedding layers, but its weights are non-trainable during training.

4 EXPERIMENTS

In this section we evaluate and benchmark CardiCat against competing approaches and baselines.
We measure the quality of the generative model, meaning how well the distribution of the generated
synthetic data matches that of the original sample, specifically on the categorical features.

Table 1: Benchmark datasets and total trainable parameters

dataset datapoints features total cardinal total params VAE total params CardiCat
PetFinder 11,537 14 193 122k 78k

Bank 32,950 21 53 86k 79k
Census 32,561 15 102 98k 79k
Medical 188,806 8 1,146 226k 75k
Credit 210,201 17 121 102k 81k
Criteo 406,654 11 1,724 359k 85k

MIMIC 556,617 11 693 249k 82k
Simulated 100,000 11 87 97k 78k

4.1 BENCHMARK MODELS, DATASETS & SETUP:

Models. We compare our proposed model CardiCat against three different models: VAE, tVAE,
and tGAN. Acting as a baseline, VAE is a vanilla VAE model with a standard-normal latent struc-
ture, one-hot encoded categorical features, and standardized numerical features. tVAE adds a
mode-specific normalization using a variational Gaussian-mixture model (VGM). In addition, we
use tGAN as a comparison against a GAN with a conditional generator architecture. Both tVAE
and tGAN are as specified in (Xu et al., 2019). All models are defined with hyper-parameters and
network structure that resemble those of the VAE model as closely as possible (size and depth of
hidden layers, epochs, optimizer, etc.). VAEM was not included in our evaluation results due to
unsupported published code and subpar performance of our implementation of the model2.

Datasets. Seven real-world datasets and one simulated dataset are used to benchmark the competing
models (Table 1). The datasets were selected for their high-cardinality features and complex joint-

2More information on the models can be found in the supplementary
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distributions. PetFinder, Bank, Credit, and Census are commonly used machine learning mixed
tabular datasets from the UCI machine learning repository (Dua & Graff, 2017) or from Kaggle.
MIMIC (MIMIC-III) is a dataset of intensive care medical records (Johnson et al., 2016).Medical is
a Medicare dataset that provides information on the use, payment, and hospital charges of more than
3,000 U.S. hospitals. Criteo is a large-scale online advertising dataset for millions of display ads and
users, including properties, signals and behavior. The different datasets vary in size, cardinality, and
distributional complexity. In addition, a simulated dataset (simulated) was generated by sampling
dependent and independent pairs of categorical, numerical and mixed features. 3

Experimental setup. Each dataset was split 80/20 into disjoint train and test subsets. The train
dataset was used for fitting the generative model. Then, synthetic data from each trained model
was generated by sampling from the model’s prior distribution in the latent space, and feeding these
latent samples into the model’s decoder. Lastly we decode the output to de-normalize numerical
features and map categorical features back to their original labels. Details including model specifi-
cation, hyper-parameters and data processing can be found in the supplementary materials. We then
compare the statistical properties of these generated data samples to those of the test subset.

Figure 3: Top: Marginal reconstruction TV scores of high-cardinality features (left MIMIC, right Medical).
Higher is better. Bottom: Average evaluation results by feature or feature-pair type. Scores represent (from left)
marginal scores for categorical and numerical features, and then scores for categorical, mixed and numerical
pairs; scores are averaged across all relevant features or feature pairs, and across datasets. The first three bars
represent VAE models (CardiCat, VAE, tVAE), and the last two represent conditional generators.

4.2 EVALUATION METRICS

We compare the generated synthetic data against the test sample of each original dataset. For each
dataset, we evaluate both the marginal and the bi-variate distribution reconstruction of each feature
and pairs of features. Exact formulations are found in the supplementary materials.

Marginal reconstruction. Continuous features were evaluated using the complement of the
Kolmogorov-Smirnov (KS) statistic. Categorical features were evaluated using the complement
of the Total Variation Distance (TVD).

Bi-variate reconstruction Numerical feature pairs were evaluated by taking the complement of the
correlation difference. Categorical feature pairs were evaluated by taking the complement of the
TVD on the contingency table. Mixed feature pairs were evaluated by looking at the conditional
distributions (numerical given each value of the categorical). A KS statistic was measured for each
value between observed and generated samples. These KS statistics were combined using a weighted
average, and their complement was recorded.

4.3 RESULTS

We compare the ability of the different models to recreate the marginal distributions and the joint
distributions of numerical, categorical and mixed-type variables. Table 2 summarizes the average

3More information on the simulated and the other datasets can be found in the supplementary.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

benchmark results of three runs for each model and dataset. Figure 3 summarizes the evaluation
metrics over all datasets.

Data reconstruction. CardiCat outperforms the other VAE models in marginal and bi-variate
reconstruction of categorical features, while still competitively and accurately reconstructing nu-
merical marginals and bi-variate distributions.

Table 2: Evaluation results of VAEs for all datasets. The results average across all relevant feature or feature
pairs in dataset, for three different training runs of the generative model. Standard deviations across training
runs are averaged per metric and shown in the parenthesis. Best results are in bold.

marginal pairs
dataset model categorical (0.01) numerical (0.01) ∥ categorical (0.01) mixed (0.045) correlation (0.015)
Bank CardiCat 0.86 0.78 0.77 0.72 0.97

VAE 0.71 0.70 0.52 0.44 0.96
tVAE 0.76 0.81 0.59 0.58 0.94

Census CardiCat 0.82 0.75 0.70 0.67 0.99
VAE 0.81 0.73 0.68 0.42 0.98
tVAE 0.82 0.75 0.68 0.64 0.95

Credit CardiCat 0.93 0.83 0.94 0.79 0.98
VAE 0.78 0.62 0.82 0.38 0.86
tVAE 0.91 0.77 0.97 0.68 0.93

Criteo CardiCat 0.71 0.82 0.51 0.63 0.97
VAE 0.55 0.65 0.29 0.34 0.95
tVAE 0.62 0.69 0.36 0.46 0.95

MIMIC CardiCat 0.80 0.87 0.66 0.80 1.00
VAE 0.68 0.74 0.45 0.75 0.98
tVAE 0.77 0.90 0.58 0.51 0.94

Medical CardiCat 0.59 0.82 0.16 0.58 0.96
VAE 0.13 0.71 0.01 0.06 0.96
tVAE 0.29 0.88 0.06 0.23 0.97

PetFinder CardiCat 0.87 0.76 0.77 0.72 0.99
VAE 0.75 0.76 0.57 0.41 0.97
tVAE 0.83 0.77 0.70 0.54 0.98

Simulated CardiCat 0.77 0.84 0.63 0.78 1.00
VAE 0.56 0.84 0.32 0.38 0.99
tVAE 0.67 0.75 0.46 0.52 0.95

Network’s trainable parameters. Table 1 summarizes also the total number of trainable parameters
for different VAE models in our benchmarks. As the complexity, cardinally and the number of
categorical features increases in the data, CardiCat advantages in parameter efficiency increases.

Evaluation against a conditional generator. Figure 3 also includes the evaluations of
cCardiCatMask and tGAN. cCardiCatMask outperforms or is comparable to tGAN in most
cases, even while tGAN employs training-by-sampling in an additional attempt to over come the im-
balance training data. Training tGAN takes significantly more time than CardiCat, for example,
orders of magnitude longer in the case of Criteo.

5 DISCUSSION

This work attempts to bridge the gap that currently exists with learning high-cardinality tabular
data using variational autoencoders. While this type of data is becoming more prevalent, current
mixed-type tabular VAE models fail to adequately model and learn high-cardinality features. The
CardiCat architecture we propose homogenizes the high-cardinality categorical features through
their embedding parameterization. The regularized embeddings are learned as part of the VAE
training. From our benchmarks, we show that our model performs significantly better and is able
to produce high quality synthetic data compared to other VAE models of comparable size. Our
implementation is open-source, and can easily be extended by others.

We note the following limitations of this work. First, the network architecture we use is basic, and
neither architecture nor training parameters have been optimized for individual datasets. Though
this experimental design choice is deliberate, there is a chance that gains observed here would not
carry over to much more sophisticated architectures. Nevertheless, the ideas and code can be easily
adapted to additional scenarios. For example, combining a refined model such as the mixture mod-
eling of tVAE should further improve the recovery of numerical features. Second, we evaluate the
joint distribution recovery by looking at marginal and pair interactions; we leave downstream effects
on supervised learning and interpretation of the learned embeddings for later work.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

REFERENCES

Haleh Akrami, Sergul Aydore, Richard M Leahy, and Anand A Joshi. Robust variational autoen-
coder for tabular data with beta divergence. arXiv preprint arXiv:2006.08204, 2020.

Patricia A Apellániz, Juan Parras, and Santiago Zazo. An improved tabular data generator with
vae-gmm integration. arXiv preprint arXiv:2404.08434, 2024.

Benjamin Avanzi, Greg Taylor, Melantha Wang, and Bernard Wong. Machine learning with high-
cardinality categorical features in actuarial applications. ASTIN Bulletin: The Journal of the IAA,
54(2):213–238, 2024.

Patricio Cerda and Gaël Varoquaux. Encoding high-cardinality string categorical variables. IEEE
Transactions on Knowledge and Data Engineering, 34(3):1164–1176, 2020.

Allen Chieng Hoon Choong and Nung Kion Lee. Evaluation of convolutionary neural networks
modeling of dna sequences using ordinal versus one-hot encoding method. In 2017 International
Conference on Computer and Drone Applications (IConDA), pp. 60–65. IEEE, 2017.

Dheeru Dua and Casey Graff. UCI machine learning repository, 2017. URL http://archive.
ics.uci.edu/ml.

Yu Gong, Hossein Hajimirsadeghi, Jiawei He, Thibaut Durand, and Greg Mori. Variational selective
autoencoder: Learning from partially-observed heterogeneous data. In International Conference
on Artificial Intelligence and Statistics, pp. 2377–2385. PMLR, 2021.

Chunsheng Guo, Jialuo Zhou, Huahua Chen, Na Ying, Jianwu Zhang, and Di Zhou. Variational
autoencoder with optimizing gaussian mixture model priors. IEEE Access, 8:43992–44005, 2020.

Alistair EW Johnson, Tom J Pollard, Lu Shen, Li-wei H Lehman, Mengling Feng, Mohammad
Ghassemi, Benjamin Moody, Peter Szolovits, Leo Anthony Celi, and Roger G Mark. Mimic-iii,
a freely accessible critical care database. Scientific data, 3(1):1–9, 2016.

Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint
arXiv:1312.6114, 2013.

Jaechang Lim, Seongok Ryu, Jin Woo Kim, and Woo Youn Kim. Molecular generative model based
on conditional variational autoencoder for de novo molecular design. Journal of cheminformatics,
10:1–9, 2018.

Chao Ma, Sebastian Tschiatschek, Richard Turner, José Miguel Hernández-Lobato, and Cheng
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