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Abstract

In-context learning (ICL) is a behavior seen in transformer-based models where,
during inference, the model is able to leverage examples of a novel task in order
to perform accurately on that task. Here we study the role of different model
components on ICL behavior via model component recycling. Previous work
has found a plateau in the training loss before models begin to learn a general-
purpose ICL solution. We explore a model recycling experiment related to ICL,
investigating whether recycling model components can reduce the early plateau
in the training loss and whether certain components impact ICL more than others.
We find that transferring embeddings and early layers of the transformer from a
trained model to an untrained model results in the elimination of the plateau seen in
standard model training. Moreover, transferring only later layers of the transformer
does not result in significant plateau reductions, indicating the importance of the
embeddings and early transformer layers in ICL performance.

1 Introduction

In-context learning (ICL) is an intriguing phenomenon in transformers where, during inference,
examples of a novel task are presented in the context, and the model is able to perform the task
without any new training or weight updates [3]. Despite its central role in now widely adopted large
language models, what aspects of the model architecture and training data enable ICL remain unclear.
Recent works suggest that larger models seem to elicit better ICL [1], and whether ICL emerges
depends also on training data diversity [2, 7]. In addition, growing evidence highlights the training
dynamics as an important consideration of systems exhibiting ICL [8, 3].

In this paper, we explore how different components of the model affect the phenomena of ICL,
focusing on the role of the embeddings and of the transformer itself. We consider the linear regression
setting [7], where the transformer model must learn linear functions from the context inputted to the
model. We sample tasks drawn from a high task diversity distribution by choosing a set of weight
vectors from a hypersphere.

We leverage two experimental setups to probe the role of different aspects of the architecture on the
emergence of ICL (Figure 1). In particular, we investigate how to reduce the plateau that occurs in
the training loss before an ICL solution begins to be learned [4]. We find that the loss plateau can
be removed by transferring just the trained embeddings and the first two layers of the transformer
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to a randomly-initialized transformer, either freezing the embeddings or allowing them to continue
training, and then training again (Figure 2). The plateau can be reduced by simply transferring the
embeddings, or the embeddings and the first layer of the transformer, but it is not enough to entirely
remove the plateau.
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Figure 1: The setup of our models for the two different training scenarios. The original model,
consisting of embeddings and a transformer, is on the left of the dotted line in both panels. (a) We
perform our input order transfer experiments by transferring the components of the trained model to
a new, randomly-initialized model. We start transferring components from the “input” side, i.e. the
embeddings, then the embeddings and the first layer of the transformer, then the embeddings and first
two layers of the transformer, and so on through the embeddings and all layers of the transformer. (b)
The same as in (a), but instead we perform our component recycling experiments by transferring the
components from the “output” side, i.e., the last layer of the transformer, then the last two layers of
the transformer, and so on through all the layers and the embeddings.

2 Methodology

We use a standard GPT-2 style transformer [9] with a total hidden dimension of dh = 128, 10 layers,
and 8 attention heads in all experiments. Our context consists of sequences of n = 50 (x, y) pairs for
a total sequence length of 100 tokens (50 x’s and 50 y’s). We focus on d = 10 dimensional regression
in all experiments. We use a learned linear embedding from d = 10 dimensions to dh = 128
dimensions to convert the sequence data into tokens for the transformer and a PyTorch Embedding
layer [6] as the learnable positional embeddings. We also pad the target values yi with d− 1 zeroes.
These linear embeddings and the positional embeddings are the embeddings that are imported and/or
frozen in our experiments.

We define a linear-regression task to be a vector w ∈ Rd. We construct the tasks the transformer must
learn in-context by creating a sequence of example pairs {x1, y1, . . . , xn}, where yi = wTxi + ϵi.
Here, xi ∼ N (0, Id) and ϵi ∼ N (0, σ2). We sample the vectors w from p(w), the uniform
distribution on the surface of the unit hypersphere, {w | w · w = 1}. In our experiments, we sample
a set of 210 training tasks from p(w) to ensure sufficiently high task diversity.

During training, the transformer Tθ is optimized to minimize the mean squared error (MSE) between
a context of data Ck ≡ {x1, y1, . . . , xk} and the target yk, thus training on all tokens in the sequence.
For each batch, the tasks w are drawn without replacement from the set of 210 training tasks. We
minimize the MSE,

Ltrain(θ) = Ew

[
1

n

n∑
k=1

(Tθ(Ck)− yk)
2

]
(1)

over the parameters θ using AdamW [5] with default parameters except for the learning rate, which
we set to 3× 10−4.
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We evaluate the performance of the transformer on unseen ICL tasks by sampling new w vectors i.i.d.
from p(w). We evaluate models by computing the MSE between the full context Cn and the final
target yn (testing the last token predictions):

Ltest(θ) = Ew∼p(w)

[
(Tθ(Cn)− yn)

2
]

(2)

3 Experiments and Results

We perform an experiment exploring the role of architectural components on ICL by investigating the
plateau found in the early stage of the training curve.

To explore how to reduce the initial plateau length in the training loss curve, we performed ex-
periments where we transferred parts of trained models to otherwise randomly-initialized models.
We hypothesized that by training a model and transferring some pretrained components to newly
initialized models, we can reduce the plateau length. Figure 1 shows the setup of the different kinds
of experiments: input-order transfer and output-order transfer. We first train for 100 epochs (10,000
steps) on 210 tasks, as this produces a plateau in training before the model begins to learn an ICL
solution.
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Figure 2: ICL plateau shortening experiments. Only the first 2,000 steps out of 10,000 steps are
shown to highlight the plateau. The color represents the training loss from the transfer experiments
when training originally on 210 tasks and sampling from the entire hypersphere (‘ORIG’), transferring
the embeddings (‘emb’), and/or layers of the 10-layer transformer (‘L0’ through ‘L9’) to a randomly-
initialized model, and then training again on 210 tasks. Also tested freezing the transferred embeddings
and/or transformer layers (right column) so that they cannot be updated when retraining. Note that
the final layer norm and linear output layer of the transformer are not transferred.

For the input-order experiments, we transfer components from the input side of the model. First, we
transfer only the embeddings (both token and positional). In the subsequent experiment, the first layer
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of the transformer is transferred together with the embeddings. To complete the set of experiments in
this setting, we consider the transfer processes which include more and more layers of the transformer
until the last layer is included. We place the transferred components in a new, randomly-initialized
model. In our “frozen” experiments, the parameters in these components are fixed; otherwise, they
are allowed to be trained with the rest of the model. Figure 1.a shows the setup of the input-order
transfer. In the output-order transfer experiment, we perform an analogous set of experiments: we
transfer the layers of the transformer and the embeddings from the pretrained model starting from
the output side of the model, i.e., transferring the final layer of the transformer, and then in the next
experiment transferring the final two layers of the transformer, and so on through all the layers and
then the embeddings. We either freeze these components or allow them to be further trained, and
randomly initialize the rest of the model. Figure 1.b shows the setup of the output-order transfer
experiments. We then train these new models – the input-order transfer, frozen-input-order transfer,
output-order transfer, and frozen-output-order transfer models – on the same diversity of tasks as in
the originally-trained model (210) and for another 100 epochs.

Transferring from the input side of the model leads to reductions in the plateau in the original training
dynamics, and in fact, only transferring the embeddings and the first two layers of the transformer is
all that is necessary to completely eliminate the plateau (Figure 2, top left and top right). However,
when transferring from the output side of the model, many more layers are needed in order to
significantly reduce the plateau. It appears that the deeper layers are less useful in reducing the
plateau in the training dynamics, as seen in the output-order experiments (Figure 2, bottom left and
bottom right). Interestingly, we observe non-monotonic behavior when transferring more layers in
these output-order experiments. We leave the investigation of the origin of the non-monotonicity to
future work.

Based on these results, we theorize that the embeddings, which are just a linear layer and a PyTorch
Embedding layer, are not expressive enough to allow an otherwise randomly-initialized model to
train well, but the embeddings plus the first layer of the transformer have enough information about
the tasks to form a robust representation of the ICL tasks, even without the rest of the transformer. We
note that we only investigate transferring the embeddings and the layers of the transformer, ignoring
the final layer norm and linear output layer of the model.

Freezing the the transferred components so that they cannot be further trained does not seem to have
a significant impact on the plateau reduction in the input-order experiments. However, freezing the
layers of the transformer in the output-order experiments does affect the plateau when all layers are
transferred.

4 Conclusion

We explored an experimental setup to investigate model component recycling for ICL with the aim of
reducing the plateau in the training loss commonly seen in ICL work. We found that transferring
the embeddings and first two layers of the transformer of a model to an untrained model results
in the elimination of the plateau seen in the original training of the model. Transferring only the
embeddings and the first layer of the transformer also reduces the plateau length, but does not
eliminate it. However, just transferring the final layers of the transformer to an untrained model does
not significantly reduce the training plateau. These results have implications both for building a
fundamental understanding of ICL and for efficient model training in order to elicit ICL behavior. We
hope that the empirical results presented here will help inform future work in developing a theoretical
framework for ICL behavior.
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A Appendix / supplemental material

A.1 Additional model and figure details

Our transformer has an expansion factor of 4 and dropout set to 0.1. We use a batch size of 100
sequences and trained for 10,000 steps. Experiments were run on one NVIDIA A100 GPU or one
MIG instance (out of 7) on one NVIDIA A100 GPU.
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