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ABSTRACT

Learning representations that remain robust across centuries of variation in hand-
writing is a key challenge in diachronic representation learning of ancient Greek
manuscripts. We introduce three datasets of ancient Greek handwriting for di-
achronic representation learning: Hell-Char, a curated training set spanning the
3rd-1st centuries BCE, and two evaluation sets, PaLit-Char (1st-5th ¢. CE) and
Med-Char (9th—14th c. CE). To address challenges of symbolic variation, scarce
data, and systematic degradation, we propose two methodological innovations: a
similarity-weighted supervised contrastive loss that biases embeddings by human-
perceived confusability, and a lacuna-driven augmentation scheme that simulates
realistic manuscript corruptions. Trained with these strategies, both a lightweight
CNN and a pretrained ResNet achieve strong recognition performance and pro-
duce embeddings that more coherently separate character classes than PCA or
generic pretrained models. These embeddings enable clustering, identification of
stylistic subgroups, and construction of prototype images that visualize diachronic
evolution and transitional letterforms. Our results demonstrate that incorporat-
ing expert priors and domain-specific corruptions yields robust, interpretable rep-
resentations, offering a transferable paradigm for representation learning under
scarce, temporally evolving, and noisy conditions.

1 INTRODUCTION

Palaeographic analysis of historical scripts needs strong automated character representation, a prob-
lem that remains challenging for scripts such as ancient Greek. Greek handwriting spans over two
and a half millennia, encompassing formal literary hands and highly cursive scripts, with substan-
tial variation in stroke shape, scale, slant, and contextual noise (Cavallo, 2009; (Crisci & Degnil,
2011} [Irigoin, [1990; Bianconi, [2015). Material degradation and heterogeneous digitization practices
further compound these challenges, introducing ambiguities that complicate segmentation, feature
extraction, and character recognition and classification, especially under limited and imbalanced
datasets. Although a low-level task, automated character representation has high impact for broader
palaeographic analysis, supporting text-image alignment, semi-automatic transcription, and tasks
such as script typology, dating, and scribal attribution.

This study addresses this challenge by focusing on the diachronic evolution of ancient Greek let-
ters. We design a lightweight Convolutional Neural Network (CNN) trained with two innovations:
a lacuna-driven augmentation that simulates realistic manuscript degradations, and a similarity-
weighted supervised contrastive loss that biases embeddings according to dynamically learned con-
fusability between characters. We evaluate the CNN both in terms of recognition performance and
embedding quality. Using confusion matrices, we identify consistently easy or difficult letters and
highlight cases of visual confusion. Beyond recognition, clustering analyses on the learned em-
beddings reveal multiple stylistic subgroups for certain letters, while prototype visualizations per
letter—century allow us to study diachronic evolution quantitatively and interpretably. Compared
to raw pixels, PCA, or pre-trained features, our CNN embeddings produce a more coherent and
discriminative representation of historical Greek handwriting.

We summarize our contributions as four key points:
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1. Historical Greek handwriting datasets: Three curated datasets spanning the 3rd—14th
centuries CE: Hell-Char (3rd-1st BCE) for training and benchmarking low-resource,
temporally evolving character recognition, and PaLit-Char (1st-5th CE) and Med-Char
(9th—14th CE) for evaluation of generalization across temporal shifts.

2. Similarity-weighted supervised contrastive loss: A representation learning objective that
biases embeddings according to dynamically learned visual confusability, improving dis-
criminative power for letters with overlapping features.

3. Lacuna-driven augmentation: A domain-informed augmentation scheme that faithfully
simulates manuscript degradations (lacunae), increasing robustness to missing or corrupted
strokes.

4. Computational paleographic analyses: Using CNN-derived embeddings, we perform
clustering, silhouette-based subgroup detection, and prototype visualization per letter—
century, providing interpretable insights into diachronic variation and scribal conventions.

2 RELATED WORK

We are not aware of any other study in the literature that analyses the diachronic evolution of Greek
handwritten letters between Antiquity and pre-modern times with machine learning. However, we
acknowledge the existence of related fields, such as optical character recognition (OCR), and of
other investigations on Greek papyri at the character level, which we discuss next.

OCR Early OCR approaches relied on manual feature extraction methods, such as zoning, projec-
tion histograms, and contour profiling, to distinguish between characters. A comprehensive survey
by [Trier et al.| (1996) emphasised the importance of these handcrafted features in OCR, while [He
et al.| (2016) introduced a grapheme-based feature extraction system that modelled diachronic vari-
ations while incorporating textual features. The advent of deep learning has further transformed the
field. LeCun et al.| (1998)) demonstrated the effectiveness of convolutional neural networks (CNN5)
in classifying handwritten digits, laying the groundwork for modern neural approaches in character
recognition. Autoencoders (Hinton & Salakhutdinovl 2006) and contrastive learning (Chen et al.,
2020a)) have gained traction in unsupervised learning, enabling models to learn meaningful represen-
tations of handwriting directly from data, without the need for manual feature engineering. Leaning
on these advances, several of the latter works have examined deep learning for feature analysis of
some aspect of ancient Greek handwritings. [Marthot-Santaniello et al.|(2023) addressed the issue of
clustering historical handwriting by similarity with no metadata explicitly indicating date or style.
Their method strongly focuses on character-level, employing a SimSiam deep neural network to
quantify similarity between images of single Greek letters (Alpha, Epsilon, and Mu) from different
manuscripts. Their stylistic similarity observations were useful to palacographers as they situated
manuscripts in an integrated network and disclosed subtle micro-phenomena of similarity.

CNNs |Li et al.| (2015) applied CNNs to OCR-extracted text, combining visual and textual fea-
tures to improve dating accuracy. However, their approach assumes the availability of high-quality
(historical yet printed) data conducive to accurate OCR results, an assumption that often fails in
the context of historical documents such as the Greek papyri addressed in our study. To tackle
such challenges, |Wahlberg et al| (2016) fine-tuned an ImageNet-pretrained CNN on a corpus of
medieval documents, demonstrating improved performance on degraded or irregular scripts. More
chronology-specific, [West et al.| (2024) designed a deep learning pipeline for the automated dating
of images of ancient Greek papyrus fragments. Their multi-stage pipeline integrates handwritten
text recognition (HTR) for character detection and classification, followed by distinct character-
level and fragment-level date prediction models. While single-character dating models are fairly
accurate, their aggregated sum of fragment-level models is up to 79% accurate in the prediction
of two-century broad date ranges on fragments with large numbers of characters. More recently,
Boudraa et al.[(2024) proposed a transformer-based pipeline that integrates classical preprocessing
techniques with a fine-tuned Vision Transformer and majority-voting for document dating. This
study pioneers the integration of Vision Transformers in the context of historical manuscript dating,
a domain where CNNs were dominating.
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SimCLR |Chen et al|(2020b)) introduced a simple yet powerful contrastive framework for repre-
sentation learning. Each image is augmented twice, and the network is trained to maximize agree-
ment between positive pairs while treating all other samples in the batch as negatives. While effec-
tive as a simple self-supervised technique at scale, SImCLR assumes that all non-matching samples
are equally dissimilar. In fine-grained recognition tasks such as character classification, this uniform
treatment forces visually similar but distinct classes apart (e.g., A vs. A), discarding useful structural
information.

Supervised Contrastive Learning (SCL) |Khosla et al.|(2020) extended SimCLR to the labelled
setting by grouping all samples of the same class as positives. This produces tighter class-specific
clusters. Importantly, the SCL paper also showed that combining supervised contrastive embeddings
with a linear classifier trained under cross-entropy further improves classification accuracy com-
pared to cross-entropy alone. However, SCL still treats all negatives uniformly, regardless of their
visual similarity to the anchor. As a result, classes with inherent affinities (e.g., letters with similar
shapes) are repelled too strongly, yielding embeddings that fail to reflect natural inter-class relation-
ships. In addition to instance discrimination, Weakly Supervised Contrastive Learning (Zheng et al.,
2021) introduced a supervised contrastive component based on weak labels derived from K-nearest
neighbor graphs. Instead of treating all other samples as negatives, WCL dynamically identifies se-
mantically similar neighbors and reweights them as positives, alleviating the class collision problem.

3 METHODOLOGY

We analyse handwritten Greek letters from various centuries using CNN-based embeddings trained
with SCL enhanced with letter similarity weighting.

3.1 CNN BACKBONE

Pavlopoulos et al.| (2024) suggested a 2D CNN (fCNN) for dating images of papyri lines, which
comprised a fragmentation-based augmentation strategy. We follow a similar fragmentation-based
strategy, yet our CNN is different in two ways. First, it is adjusted to operate on letters instead of
text lines. Second, the fragmentation augmentation is improved so that synthetic lacunae follow
their natural (curvy) shape, i.e., circular or elliptic, not square. The trained model produces high-
dimensional embeddings e € RP representing the visual structure of each letter. The base CNN
architecture consists of convolutional layers to extract local stroke and shape patterns; ReLU activa-
tions for non-linearity; pooling layers to reduce spatial dimensions while preserving salient features;
fully connected layers to map feature maps into the final embedding vector. These embeddings ab-
stract style variations while preserving essential letterform characteristics. We also experiment with
the popular pre-trained ResNet18 model (He et al., 2016).

3.2 AUGMENTATION

Each character image is converted to grayscale, normalized, and resized to 64 x 64 pixels. To account
for variability in handwriting and material degradation, we applied rotation (up to 10°), translation,
resizing, color jittering, and lacunae-inspired masking. The lacunae augmentation simulates missing
ink or manuscript damage, improving the model’s robustness to partial character visibility.

3.3 SUPERVISED CONTRASTIVE LOSS WITH SIMILARITY WEIGHTING

In addition to standard cross-entropy, we train the backbone models using a supervised contrastive
loss (SCL), which encourages embeddings of the same letter to cluster together while pushing apart
visually dissimilar letters. Visual similarities between letters, dynamically 1earned were used to
weight negative pairs, enabling the model to respect intrinsic inter-letter relationships. For each
anchor embedding e;, the loss is defined as:

!"The visual similarities could also be defined manually. Our experiments, however, using a prior similarity
matrix based on modern letter shapes, did not lead to improvements.



Under review as a conference paper at ICLR 2026

1 exp(e; - €,/T)
Li=——— lo
‘P(Z)| Z ) g Za,;ﬁi Wiq eXP(ei : ea/T)

pEP(i

where P(4) is the set of positive samples (same class as ¢) and 7 is the softmax temperature; w;, =
1 + A=**= is the weight for negative pair (zla); Sy;,y. 1s the similarity between classes y; and
Ya» dynamically computed from embeddings; S is the mean off-diagonal similarity; and A controls

the influence of similarity weighting. This loss ensures that embeddings of the same letter cluster
tightly, while visually similar letters exert weaker repulsion.

3.4 PROTOTYPE SELECTION (MEDOID)

For each group (letter, century), we select a representative medoid embedding to serve as a prototype
(T), defined as: T' = arg min; Zjvzl (1 — cos(ec, €;)), where N is the number of embeddings in
the group and e, is the centroid. The medoid ensures a really representative image robust to outliers.

4 DATASET DEVELOPMENT

4.1 SOURCE

The Hell-Date dataset (Ferretti et al.| |2025) comprises 194 images sourced from 157 papyri, all writ-
ten in Greek and dated between the years 310 BCE and 3 BCE. The material is particularly relevant
for digital palaeography and papyrological analysis due to its historical span, script diversity, and
accompanying metadata. Each document in the dataset is associated with rich contextual metadata,
including the date of composition, the geographical provenance, and the textual type. Of the 194
available images, 171 are annotated at the character level, forming the primary subset of character
images used in this work. We used this character-level subset but filtered and restructured it for
our purposes; we refer to the restructured subset as Hell-Char. This is the first study to utilize the
character annotations included in Hell-Date, which are further presented below.

The character annotations in Hell-Date Twenty-nine character classes are present in the annota-
tions of Hell-Date. In addition to the 24 standard letters of the Greek alphabet, the dataset comprises
3 archaic numeral letters (stigma, qoppa, and sampi). It also uses a general ‘symbol’ category for
all characters that are not alphabetic letters. Last, an ‘unknown’ class was added for uncertain or
ambiguous signs, but it remained empty. Each character instance is also assigned a base-type (BT)
tag, ranging from BT1 to BTS, which indicates its degree of preservation. These tags can be useful
for analysing the correlation between physical degradation and classification performance.

4.2 THE HELL-CHAR SUBSET

To reduce the imbalance in character frequency and to ensure a more uniform distribution of samples
across classes, we constructed a subset of Hell-Date annotations that we called Hell-Char. Specif-
ically, for each papyrus, at most five instances per character class were randomly selected. The
classes for archaic numerals, symbols, and unknown letters were merged into a single general non-
alphabetic category (‘other’). We limited our analysis to letters tagged BT1 and BT2, which allows
excluding characters that are too degraded and are not recognizable out of context. This procedure
reduces the dominance of overly frequent letters and mitigates sampling bias across documents.
The resulting subset comprises 13,046 character images from 157 distinct papyri. Figure [I] shows
the letter frequency in Hell-Char.

Intrinsic challenges The dataset presents several intrinsic challenges. The character class distri-
bution is still unbalanced (Figure [I)); ambiguous or borderline glyphs can make even human clas-
sification difficult. For these characteristics, Hell-Char is a valuable and non-trivial benchmark for
evaluating character recognition methods in ancient scripts.
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Figure 1: Letter frequency in our Hell-Char subset.

5 EMPIRICAL ANALYSIS

5.1 LETTER RECOGNITION

Table 1: Classification performance (sorted) of f{CNN (Pavlopoulos et al.,[2024) and ResNet18
2016)), pre-trained (PT) and/or fine-tuned (FT), when we add: our SCL with dynamically-
learned weights, and fragmentation-based augmentation (none, random, our LF).

Model Fragmentation Contrastive Loss Accuracy F1

fCNN - - 0.742 0.74
fCNN Random - 0.768 0.75
fCNN Lacunae (LF; ours) - 0.782 0.77
ResNet18-FT - - 0.788 0.74
ResNet18-PT+FT - - 0.801 0.79
fCNN Lacunae (LF; ours) Dynamic-Supervised (SCL; ours) 0.803 0.80

ResNet18-PT+FT Lacunae (LF; ours) Dynamic-Supervised (SCL; ours) 0.829 0.82

Table|[T]shows the performance of CNN backbones when we add fragmentation-based augmentation
and contrastive loss. A vanilla CNN, as in|Pavlopoulos et al.|(2024)) but without any fragmentation,
achieves an Accuracy of 74%. F1 is exactly the same, indicating the balanced performance across
letters despite the class imbalance (Figure[T). The model of [Pavlopoulos et al|(2024) performs bet-
ter than the same model with random erasure in both metrics, but our Lacunae-based augmentation
outperforms both. The architecture of ResNet18 2016), when trained from scratch, per-
forms worse in F1 and on par in Accuracy. Pre-trained, however, it outperforms them all. When we
enhance fCNN with our lacunae-based and dynamically-weighted supervised contrastive loss, it out-
performs the pre-trained ResNet18. When we enhance ResNet18 with our lacunae and contrastive
loss, we achieve the best results. Per-letter classification performance is provided in Appendix [A]

5.2 LETTER IMAGE CLUSTERING

We observe that CNN image embeddings can be used to represent letters. To assess the quality
of the resulting embeddings, we compared them against baseline features, then feeding algorithms
that should cluster images of the same letter into subcategories. We also engineered features, based
on Otsu’s method 1979)), a widely used adaptive thresholding technique, and principal com-
ponent analysis (PCA) (Karl, [1901), keeping as many dimensions as add up to 90% of the orig-
inal information (i.e., 500). The empirical results, shown in Table @ underscore the importance
of task-specific embeddings and non-linear clustering for historical handwriting. Our ResNet18,
enhanced with our proposed LF and SCL, consistently outperforms both Otsu+PCA and the pre-
trained ResNetl8, achieving markedly higher agreement with paleographic labels across all met-
rics. Otsu+PCA, though superior to raw pretrained features, lags far behind, while ResNet18 fails
entirely, with near-random partitions. The stark contrast highlights two key findings: (i) general-
purpose CNN features trained on modern image corpora do not transfer to paleographic tasks, and
(ii) the manifold structure of handwritten letter embeddings is not captured adequately by centroid-
based partitioning. Together, these results validate the need for domain-tailored architectures and
manifold-aware clustering to recover meaningful structure in diachronic handwriting data.
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Table 2: Clustering performance using different embeddings and different clustering algorithms,
sorted by performance of the best performing Spectral algorithm.

k-means Spectral AH
Embedding NMI ARl NMI ARI NMI ARI
ResNet18+LF+SCL  0.667 0.411 0.836 0.743 0.818 0.726
fCNN+LF+SCL 0428 0.189 0.631 0442 0544 0.292
ResNet18+PT+FT 0480 0.257 0.487 0225 0464 0.197
Otsu+PCA 0318 0.152 0382 0.176 0356 0.168
ResNet18+PT 0.067 0.010 0.094 0.015 0.073 0.008

5.3 PATTERN RECOGNITION: REVEALING LETTER FORMS

Using Spectral Clustering on the embeddings of our best performing CNN (ResNet18+LF+SCL; see
Table[T), we applied the Silhouette method to detect the optimal number of clusters
per letter. For each letter, we varied the number of clusters and retained the configuration with the
highest Silhouette score (Rousseeuw, [1987). For one letter (Alpha), the optimal number exceeded
the two clusters, indicating multiple distinct formsEl The resulting letter forms (cluster medoids) are
shown in Figure
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Figure 2: Representative forms of the Greek letter Alpha for which three clusters were detected
using the Silhouette method. Forms for other letters are shown in Appendix

Clustering letter forms into subtypes is a hard and unsolved task in paleography. The results of
the network may in some cases point to useful characteristics. In the case of Alpha, for which we
showed that several forms exist, the three images seem to represent different characteristics: the first
alpha is filled-in (no empty space in its centre), circular and ligatured to the left; the second one is
circular but not ligatured; the third one is angular. This partition is coherent from a paleographical
point of view. Examples of the representative forms per letter for all letters are in Appendix [B]

6 OUT OF TEMPORAL DISTRIBUTION APPLICATION

The backbone CNN models in this work are trained on letter images from papyri of the last three
centuries BCE. In this period, the epigraphic letter forms (close to our modern capital letters) start
to be modified with increasing cursivity, driven by the practical demands of faster writing. This
increase in cursivity continues over the following centuries and constantly deforms letter shapes;
however, epigraphic letter forms are maintained, especially for calligraphic writing styles called
capital (or uncial) bookhands. In the 9th century, the calligraphic stylisation of cursive forms that had
gradually developed over the previous centuries reached the so-called state of “minuscule script”.
While many minuscule letterforms remain visually close to their capital ancestors, others diverge
significantly (notably Beta, Mu, Gamma, and Delta). During the following centuries, uncial and

2Silhouette scores cannot be computed for a single cluster; hence the minimum number considered was two.
For the remaining letters, additional sub-forms may still exist.
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minuscule calligraphic forms continued to coexist, sometimes within the same manuscript and even
within a single word.

6.1 EVALUATION DATASET DEVELOPMENT

PaLit-Char: Majuscule Literary Papyri To evaluate how well the model generalizes to letter-
forms close in time to the training data, we constructed the PaLit-Char test set. It is a fully balanced
dataset containing 384 images (4 specimens x 24 letters x 4 centuries) spanning the 2nd—5th CE.
Images were drawn from securely dated literary papyri in the PaLit dataset (Pavlopoulos et al.,
2024); for the 5th century, where securely dated material is scarce, 48 images were taken from an
additional, palaeographically dated manuscript. While Hell-Char covers cursive handwritings from
the last three centuries BCE, PaLit-Char extends into the early centuries CE and covers calligraphic
writing, offering both chronological continuity and stylistic diversity. This allows us to test whether
features learned on late Hellenistic cursive letters transfer to Roman-period bookhands that retain
strong ties to their predecessors but already display variation.

Med-Char: Medieval Minuscule Manuscripts With the historical evolution described above in
mind—and having first tested the recognition performance of our network on the chronologically
close PaLit-Char—we proceed to test its ability to recognize letterforms from medieval minuscule
manuscripts. This evaluates both the generalizability of learned features across palaeographic peri-
ods and the limits of shape-based classification given the diachronic script variation. To assess this
hypothesis, we compiled a dataset of 574 letter images from manuscripts dated between 835 and
1378 CE, a much later period. We used 24 images per letter, opting for balance across the centuries
in that period and using the best performing ResNet18, enhanced with our LF and SCL, to clas-
sify each image. We call this evaluation dataset Med-Char. Contrary to our training set and the
PaLit-Char test set, which contain capital or cursive letters (upper case), Med-Char is a Byzantine
minuscule letter (lower case) dataset. This choice is deliberate: minuscule script is historically de-
rived from majuscule but exhibits substantial graphic divergence, with some letters retaining visual
continuity and others undergoing radical transformation. Testing on Med-Char therefore allows us
to probe the limits of the learned representations under extreme diachronic and stylistic shift. This
provides a benchmark for cross-period generalization.

6.2 EXPERIMENTAL ANALYSIS

6.2.1 CLOSER IN TIME

On the evaluation data of PaLit-Char, ResNet18+LF+SCL achieves an Accuracy and F1 of 0.84,
very close to the results of Hell-Char. This is reasonable due to the proximity in time and nature (the
full classification report is in Table[d]in the Appendix). Although F1 dropped for specific letters (e.g.,
Phi, Pi, Psi) for others it improved (Alpha and Zeta). The calligraphic nature (regular, standardized,
legible) of PaLit characters can explain this increase.

6.2.2 FAR AWAY IN TIME

ResNet18+LF+SCL achieves an Accuracy of 0.45 in Med-Char, revealing a highly uneven perfor-
mance across the 24 character classes (see Table[5]in the Appendix). Letters Chi, Epsilon, Iota and
Lambda achieve high F1 (0.88, 0.70, 0.73, and 0.84 respectively), indicating that the network cap-
tures their discriminative features reliably despite temporal variability. Indeed, for these letters, cap-
ital, cursive and minuscule letter shapes are similar to one another. In contrast, other letters (Alpha,
Delta, Gamma, Upsilon) exhibit extremely low or even zero F1 values, suggesting systematic con-
fusion with visually similar shapes and high diachronic variability that undermines generalization.
Gamma, for instance, undergoes a strong visual evolution; in Hell-Char, its shape is specific and
close to epigraphic I', whereas in Med-Char, it is very different and rather resembles Upsilon. The
remaining letters fall into an intermediate band, with varying degrees of precision—recall trade-offs:
e.g., Kappa, Omicron and Tau show strong Recall (0.75, 0.83 and 0.83) but lower Precision (0.39,
0.39 and 0.42), while Psi leads to the highest Precision (1.00) yet inflated Recall (0.14), reflecting

3We include 24 random instances of each letter per century from multiple manuscripts. Letter Psi was less
supported and has 22 occurrences.
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Figure 3: Boxplot of years per letter for missclassified out-of-distribution images of Med-Char. The
count of mistakes is shown inside in red letters.

over-prediction. As can be seen in Figure [3] misclassification patterns are temporally structured:
errors for Chi are closer to 1300 CE, whereas Iota’s confusion is around 950 CE, implying that
historical morphological shifts exert non-uniform effects on recognition difficulty. Similar patterns
occurs for Tau (around 1250 CE) and Theta (1000 CE).

6.2.3 LETTER-CENTURY CLUSTERS

Figure [] illustrates a two-dimensional t-SNE projection of the ResNet18+LF+SCL embeddings,
where each point corresponds to an image patch representing a handwritten Greek character. To
reduce clutter and improve interpretability, instead of showing all individual samples, one proto-
type image per letter—century pair is overlaid: the prototype is chosen as the sample closest to the
centroid of its group in the t-SNE space, thus representing the most “typical” example of that clus-
ter. The resulting map highlights how temporal and graphemic factors shape the embedding space.
Within the clusters related to one character, overlapping or diffuse areas indicate stylistic continu-
ities or transitional forms between centuries, whereas sharp separations reveal periods of stronger
diachronic variation. This approach provides an interpretable way of assessing the alignment be-
tween automated embeddings and paleographic expectations, enabling both qualitative validation of
the clustering behavior and the identification of anomalies or particularly distinctive exemplars.

Distinctively Isolated Letters The letters that obtained high F1 scores (i.e., Chi, Epsilon, Iota
and Lambda), are distinctively isolated in clusters on the exterior of the graph. Their shapes are
close to Hellenistic ones from the training set Hell-Char. Also, Gamma is grouped, but its shape is
very different from Hellenistic Hell-Char Gamma shape and closely resembles Hellenistic Hell-Char
Upsilon and Tau shapes; this can explain the zero Precision and Recall for Gamma.

Visible Clusters: The cases of Zeta and Beta Two clusters of Zeta are visible. A first one to the
left of the graph, mixed with Theta, with a shape that resembles a 3. A second one in the middle of
the graph, mixed with Delta and Xi, with a shape close to modern-day (. This distinction points out
to one reason for confusion in recognizing Zeta: its “3-looking” shape is absent from the training
data and therefore, cannot be identified. The same is true for Beta: its B-shaped form groups with
Zeta to the left of the image, whereas its minuscule, u-shaped form groups with other minuscule
u-shaped letters such as Kappa, Mu and Nu to the bottom right of the graph. This u-shaped Beta,
absent from Hell-Char, explains its very low Recall.
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Figure 4: Two-dimensional t-SNE plot of ResNet18+LF+SCL embeddings on Med-Char. One pro-
totype image per letter-century group is shown, selected as the sample closest to the centroid, to
visualize the cluster structure across both graphemic and temporal dimensions.

Typical Medieval Forms The bottom-right corner of the graph, with worse clustering for indi-
vidual letters, groups typical Medieval letter forms, based on successions of ‘0’ and ‘u’ shapes.
These shapes are quite different from Hell-Char letters shapes, and indeed the letters represented
here (Omega, Beta, Kappa, Mu, Nu, Upsilon) do not belong to the top-performing ones. Kappa and
Nu achieved an F1 of 0.51, which can be explained by their mixing Medieval, minuscule, u-shaped
forms with older, capital forms already attested in Hell-Char. These forms, K and N, can be seen at
the margins of the larger cluster on the bottom-right corner.

7 CONCLUSIONS

This work introduces three datasets of historical Greek handwriting (Hell-Char, PaLit-Char, Med-
Char), and uses them to examine how modern representation learning captures symbolic variation
across time. Beyond establishing Hell-Char as a benchmark for low-resource, domain-shifted vi-
sual recognition, we propose two methodological innovations: a similarity-weighted supervised
contrastive loss, which aligns representations with human-perceived character confusability, and
a lacuna-driven augmentation scheme, which faithfully simulates manuscript degradations. Em-
pirically, we show that CNN-derived embeddings yield a more discriminative structure than PCA
or generic pre-trained models, while clustering uncovers stylistic subgroups that mirror diachronic
variation and coexisting scribal conventions. Prototype distribution per letter—century further visu-
alize gradual graphical change, providing interpretable bridges between computational analysis and
paleographic interpretation. More broadly, this study highlights the limits of natural-image trans-
fer learning for specialized domains and demonstrates how integrating expert prior knowledge with
domain-specific corruptions can produce robust and faithful embeddings. The resulting framework
is not only valuable for computational paleography but also constitutes a transferable paradigm for
representation learning under scarce, temporally evolving, and systematically corrupted data.
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REPRODUCIBILITY STATEMENT

Our code and data will be released publicly (CC license) upon acceptance. An anonymized GitHub
repository is made for reviewing purposes at https://anonymous.4open.science/t/letter-evol/| includ-
ing the source code (source . py), data samples (cliplets and CSV per dataset), and notebooks with
training and evaluation pipelines.
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A PER LETTER CLASSIFICATION

Performance Table 3| shows the classification performance per letter of the best performing
ResNet18, pre-trained and enhanced with our supervised contrastive loss (SCL) with dynamically
learned weights and our Lacunae-based fragmentation (LF). The model achieves 0.83 in Accuracy,
with macro- and weighted-F1 following closely, indicating the balanced performance across the 24
Greek letters despite the class imbalance. Several characters are classified with very high F1, e.g.
Beta (0.92), Eta (0.92), Kappa (0.92), Omicron (0.90), Chi (0.89), Nu (0.89), Rho (0.89). Letters
such as Alpha (0.63 F1), Lambda (0.63 F1) and Zeta (0.70 F1) underperform. Low support may
explain why Zeta underperforms (22 instances). Mid-performing classes, such as Theta (0.73 preci-
sion, 0.79 recall, 0.76 F1), indicate a possible difficulty of capturing internal script characteristics.
Among the circularly-shaped letters (Theta, Omicron, Epsilon and Sigma), Theta is the rarest and is
often influenced by the shapes of the others, thus creating sources for confusion.

Confusion As it is apparent in the confusion matrix (Fig. [3), images of Alpha and Lambda were
hard to classify, possibly due to their visual similarity. Alpha VS Delta, however, as well as Lambda
VS Delta, which are also similar, are not confused. Other confused pairs are Iota vs Rho, Sigma VS
Epsilon (but not Epsilon VS Sigma), Theta VS Omicron (but not Omicron VS Theta), Upsilon VS
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Table 3: The classification report on HellChar, per letter, of ResNet18 enhanced with our LF aug-
mentation and our SCL with dynamically-learned weights.

Class P R F1 #
Alpha 073 055 0.63 139
Beta 092 091 092 67
Chi 097 0.82 089 85
Delta 0.87 0.84 085 113
Epsilon 0.84 0.89 086 134
Eta 092 091 092 128
Gamma 0.83 0.75 0.79 105
Iota 0.89 0.72 0.79 141
Kappa 0.89 094 092 127
Lambda 0.63 0.64 0.63 136
Mu 0.83 0.87 085 126
Nu 0.83 097 089 134
Omega 0.84 0.82 083 123
Omicron 0.88 092 090 126
Phi 0.88 0.84 086 83
Pi 0.80 091 085 127
Psi 0.83 0.89 086 17
Rho 0.86 091 089 133
Sigma 0.74 090 0.81 138
Tau 0.73 0.85 0.79 139
Theta 073 0.79 0.76 86
Upsilon 0.82 0.73 077 133
Xi 0.76 0.83 080 47
Zeta 078 0.64 070 22
Accuracy 0.83 2603

Macro (avg) 0.84 0.82 0.82 2603
Weighted (avg) 0.83 0.83 0.83 2603

Tau, Xi VS Zeta, all pairs with strong visual similarities that are indeed dynamically assigned a high
similarity during training. The dynamically learnt similarity matrix is provided in Figure [§] The
Sigma-Epsilon confusion can explain why Sigma has a very high recall (0.90) but a low precision
(0.74, for an F1 of 0.81).

Compensation [Irigoin| (1990, p. 303-304) proposed that ancient readers compensated for the con-
fusion between a consonant and a vowel through their language knowledge, so that a graphic system
needed to maximize the difference between letters with phonologically similar functions (vowels
between themselves, or consonants between themselves). The confusion matrix (Figure E]) confirms
this hypothesis; thus, Lambda (a consonant) is confused with Alpha (a vowel) but less with Delta
(another consonant); similarly, Theta (a consonant) is confused with Omicron (a vowel) but less with
Sigma (a consonant). Therefore, the results in clustering show that our method represents letters in a
way that is paleographically significant and can help paleographers navigate questions of readability
of a script based on confusion patterns.

Out of distribution The performance of ResNet18+LF+SCL on out of distribution datasets is
shown in Tables [}5] In PaLit-Char, Accuracy is high across letters except from Psi, which is
confused with Phi. In the much later in time Med-Char, Accuracy drops to 0.45 and Psi drops
further, along with several other letters. Exceptions are Chi, Epsilon, Iota, Lambda.
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Figure 5: Confusion matrix of ResNet18 with LF and SCL.

B LETTER FORM RECOGNITION

Figure [7|shows the two representative forms per letter for the (23) letters besides Alpha. Given that
the Silhouette method operates for more than two clusters, we observe that either one or two letter
forms exist per letter.

C EXPERIMENTAL SETUP

In subsection[5.1] we presented the classification performance of different configurations.

C.1 MODELS

The fCNN architecture comprises three convolutional blocks with 32, 64, and 128 channels, respec-
tively, each employing 3 x 3 kernels, ReLU activation functions, and 2 x 2 max-pooling. These are
followed by a fully connected layer with 512 hidden units, dropout (p = 0.5), and a final softmax
classification layer. For the ResNet18 baseline, we adopt the standard architecture proposed by
(2016), initialized with ImageNet-pretrained weights. The Swin Transformer is adapted by
modifying its initial convolutional layer to accommodate single-channel grayscale inputs and by re-
placing the default classification head with a custom layer designed to output predictions across 24
target classes.
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Figure 6: Dynamic similarity matrix between letters learned during training. Light colours indicate
high similarity, such as Alpha-Lambda, Theta-Omicron, Xi-Zeta, Phi-Psi.
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Figure 7: Representative forms per Greek letter. Only in Alpha three forms were found. For each
other letter, the shown forms may or may not indicate distinct subforms.

C.2 TRAINING

We used the Adam optimizer with default parameters (8; = 0.9, B3 = 0.999). The learning rate was
set to 0.001 for the f{CNN and 0.0001 for the pre-trained ResNet and SWIN, to avoid catastrophic
forgetting. All experiments were conducted with a batch size of 16 and trained for up to 100 epochs,
with early stopping applied if the validation loss did not decrease for 10 consecutive epochs. Addi-
tionally, we employed a ReduceLROnPlateau scheduler to adjust the learning rate during training.

D TRANSFORMERS

In subsections [5.1] and 5.2} we presented CNN models for classification and clustering. In addi-
tion to these, we also trained a transformer-based model. Specifically, we fine-tuned the pre-trained
Swin Vision Transformer 2021)) and achieved a classification accuracy of 0.84. However,
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Table 4: Classification performance of ResNet18+LF+SCL on PaLit-Char

P R F1 #

Alpha 058 094 071 16
Beta 094 1.00 097 16
Chi 1.00 0.88 093 16
Delta 1.00 0.75 086 16
Epsilon 0.88 0.88 0.88 16
Eta 093 0.88 090 16
Gamma 0.87 0.81 084 16
ITota 0.89 1.00 094 16
Kappa 0.88 094 091 16
Lambda 071 0.67 0.69 15
Mu 094 094 094 16
Nu 0.75 094 0.83 16
Omega 1.00 094 097 16
Omicron 093 0.88 090 16
Phi 0.64 0.88 074 16
Pi 093 0.81 087 16
Psi 1.00 0.19 032 16
Rho 0.74 0.88 0.80 16
Sigma 0.87 0.81 084 16
Tau 0.65 0.69 0.67 16
Theta 0.79 094 086 16
Upsilon 0.88 0.88 0.88 16
Xi 0.88 094 091 16
Zeta 1.00 0.75 0.86 16
Accuracy 0.84 0.84 0.84 383

Macro (avg) 0.86 0.84 0.83 383
Weighted (avg) 0.86 0.84 0.83 383

applying SCL loss and Lacunae augmentation did not lead to further improvements. Neverthe-
less, as shown in Table [6] the clustering performance of the Swin+SCL+LF model surpasses that
of the plain Swin model, indicating that the embeddings are of higher quality despite no improve-
ment in classification accuracy. Even this improved performance, however, falls behind that of our
ResNet18+LF+SCL across clustering algorithms and metrics (Table 2)).
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Table 5: Classification performance of ResNetl18+LF+SCL on Med-Char.

| R F1 #

Alpha 0.04 0.04 0.04 24
Beta 050 0.12 020 24
Chi 085 092 0.88 24
Delta 020 0.08 0.12 24
Epsilon 0.63 0.79 0.70 24
Eta 061 046 052 24
Gamma 0.00 0.00 0.00 24
Iota 0.61 092 0.73 24
Kappa 0.39 0.75 0.51 24
Lambda 090 079 084 24
Mu 0.60 0.38 0.46 24
Nu 048 0.54 0.51 24
Omega 029 050 0.36 24
Omicron 039 0.83 0.53 24
Phi 0.44 0.58 0.50 24
Pi 036 0.17 0.23 24
Psi 1.00 0.14 024 22
Rho 0.68 054 0.60 24
Sigma 040 042 041 24
Tau 042 0.83 056 24
Theta 032 046 0.38 24
Upsilon 0.00 0.00 0.00 24
Xi 073 046 056 24
Zeta 0.67 0.17 0.27 24
Accuracy 045 574

Macro (avg) 048 045 042 574
Weighted (avg) 048 045 042 574

Table 6: Clustering performance using different configurations of the SWIN architecture

k-means Spectral AH
Embedding NMI ARl NMI ARl NMI ARI
SWIN+LF+SCL  0.633 0.404 0.785 0.700 0.772 0.690
SWIN 0449 0.243 0595 0395 0575 0390
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