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Abstract

The operational need for structured data from
Large Language Models (LLMs) is in direct
conflict with the cognitive processes that foster
creativity. While formats like JSON are es-
sential for downstream applications, this paper
investigates the critical, unquantified cost of
such constraints on creative performance. We
conducted a large-scale analysis across multi-
ple creative tasks, comparing the creativity of
LLM-generated responses in a freeform text
baseline against six structured formats. Our
results reveal that forcing structured output
degrades creativity—on average by over 17%
when models must infer a JSON structure, and
by up to 26% in the most severe cases. We
deconstruct this degradation into a dominant
"creative constraint" effect, where the cognitive
load of simultaneous creation and formatting
harms ideation, and a weaker, opposing trend
of "format bias," where LLM judges slightly
prefer well-structured output. The former effect
outweighs the latter. Consequently, we propose
and validate a "generate-then-structure" work-
flow as a practical solution that mitigates this
degradation, improving both the substance and
perceived quality of creative work.

1 Introduction

Large Language Models (LLMs) are powerful cre-
ative tools used for tasks from marketing copy to
product brainstorming, demanding both creativity
and utility (Chakrabarty et al., 2024). A key aspect
of this utility is producing structured output (e.g.,
JSON) for downstream systems (Wu et al., 2023).

This requirement, however, introduces a fun-
damental tension. Creative ideation is a diver-
gent, free-associative process (Sowden et al., 2015),
while adhering to a rigid data schema is a conver-
gent, logical task imposing significant cognitive
load (Sweller, 1988). Recent work has begun to
explore the impact of format restrictions on LLM
performance (Tam et al., 2024; Castillo), and stud-

ies have shown that LLMs can exhibit bias towards
certain output formats (Long et al., 2025). This
raises a critical, underexplored question: Does forc-
ing an LLM to produce structured output degrade
its creativity?

This paper provides an answer to that question.
We hypothesize that the cognitive load of adher-
ing to a strict format while simultaneously gener-
ating creative ideas—what we term creative con-
straint—negatively impacts output quality. This
degradation is a concern for applications requir-
ing both creative problem-solving and structured
data. To overcome this, we propose and validate
a generate-then-structure workflow, showing that
separating ideation from formatting recovers this
lost creativity.

Our key contributions are:

1. Quantifying a Creativity Tax: We quantify
a creativity tax from forcing structured out-
put, which degrades LLM performance by up
to 26%, revealing a flaw in many Al system
designs.

2. Isolating Competing Mechanisms: We de-
construct this degradation into a dominant neg-
ative creative constraint on the generator and a
subtle positive format bias from the evaluator,
providing a new analytical framework.

3. A Validated Architectural Pattern: We pro-
pose and validate a generate-then-structure
pipeline that recovers this creative loss, of-
fering an evidence-based design pattern for
creative systems.

Our findings offer clear guidance for designing
more effective Al-powered creative systems, en-
suring that the need for structured data does not
compromise innovation.
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Figure 1: Creativity degradation effects: (a) by output format showing percentage change in Insight, Novelty,
and Originality scores relative to freeform baseline, with Freeform JSON showing the most severe degradation
(-18.31% insight, -17.05% novelty, -16.97% originality) and Structured Markdown performing closest to baseline;
(b) by model architecture comparing creativity degradation across five LLM models, with GPT models showing

significantly less degradation than other architectures.

2 Related Work

The use of LLMs for evaluation is a rapidly grow-
ing field. Models like Prometheus (Kim et al.,
2023) have shown that LLMs can achieve high
agreement with human experts on a variety of
tasks. However, the potential for bias in these LLM
judges is a known issue. Prior work has explored
issues like position bias, verbosity bias, and syco-
phancy bias (Wang et al., 2023). Our work extends
this line of inquiry by explicitly positioning "for-
mat bias" as a new dimension in the critical field of
reliable LLM assessment.

In the domain of creative generation, many
studies have explored how prompting techniques
can influence output quality. Techniques like
Chain-of-Thought (Wei et al., 2022) and Tree-of-
Thought (Yao et al., 2023) improve logical rea-
soning but do not explicitly address the impact of
output format constraints on creative tasks. Recent
work has examined LLM creativity more broadly
(Franceschelli and Musolesi, 2023; Zhao et al.,
2024), including studies on divergent thinking
in humans versus LLMs (Bellemare-Pepin et al.,
2025) and methods to encourage divergent think-
ing through multi-agent debate (Liang et al., 2024).
Our work contrasts with the "creative constraint"
literature, where some constraints enhance human
creativity, by showing that not all constraints are
equal; the rigid, syntactic constraints of data for-
mats appear to be detrimental, unlike more abstract,
semantic constraints.

Our findings also have direct implications for the
design of multi-agent systems like AutoGen (Wu
et al., 2023) and ChatDev (Qian et al., 2023), which
often rely on structured communication protocols.
Recent work has developed frameworks for struc-

turing LLM outputs (Yang et al., 2025; Wang et al.,
2025), but the analysis shows that the format of the
communication protocol between agents is not a
neutral engineering choice; it can directly impact
the creative capacity of the system. Our work pro-
vides empirical evidence for separating "ideation"
agents from "structuring” or "execution" agents, a
design principle that is often followed intuitively
but now has quantitative backing. We bridge the
gap between the generation and evaluation litera-
ture by showing how a single factor—output for-
mat—can simultaneously impact both processes.

3 Methodology

Our experiment isolates the impact of format con-
straints from content quality across three stages:
parallel generation, faithful conversion, and com-
parative evaluation. For generation, we uti-
lized state-of-the-art LLMs including GPT-4.1-
Mini, GPT-40-Mini, Gemini-2.5-Flash, Llama-4-
Maverick, and Mistral-Nemo. For evaluation, we
employed a single judge model with multiple eval-
uations to ensure robust scoring (GPT-4.1). All
generations were performed with a temperature of
0.7 to encourage creative yet coherent responses.
Judge temperature is set to 0.2 to ensure consis-
tency in scoring.

We selected three creativity metrics—Insight,
Originality, and Novelty—as they align with estab-
lished creativity frameworks, capturing the depth
(Insight), statistical rarity (Originality), and sur-
prisingness (Novelty) of ideas. These metrics pro-
vide a comprehensive assessment of creative qual-
ity across different dimensions of the creative pro-
cess. While recent work has developed special-
ized benchmarks for creative writing (Fein et al.,
2025) and creative thinking assessments (Mishra



et al., 2023), our focus on format-specific creativ-
ity degradation requires a more general evaluation
approach.

3.1 Stage 1: Parallel Generation

We tasked LLM agents with solving problems from
four creative datasets: AUT, MacGyver, Liveldea,
and Liveldea-Div (Sun et al., 2024; Tian et al.,
2023; Ruan et al., 2024). For each problem, we
generated solutions under several conditions by
appending specific modifiers to base instructions.
We tested six different output formats: freeform
text (baseline), structured JSON, structured steps,
XML, YAML, and Markdown. We also tested two
distinct JSON conditions: one with explicit format-
ting instructions and another where the model was
forced to return JSON via API parameters without
explicit guidance. This parallel generation allows
us to compare the agent’s creative performance
when constrained by different formats and instruc-
tion types. Detailed prompts and modifiers for all
tasks are provided in the appendix (Appendix C).

3.2 Stage 2: Faithful Conversion

To isolate format bias from content quality, we
needed to evaluate the same creative idea pre-
sented in different formats. To achieve this, a dedi-
cated Converter Agent was prompted to transform
freeform solutions into structured JSON. The agent
was given a prompt that emphasized its core direc-
tive of faithfulness, as detailed in Appendix C. This
process yielded pairs of solutions containing the
same semantic content but differing only in pre-
sentation (unstructured text vs. structured JSON),
enabling a clean comparison of format bias.

3.3 Stage 3: Comparative Evaluation

We employed a single judge model with multiple
evaluations to ensure robust scoring. For each re-
sponse, we ran multiple evaluations (typically 3)
using the same judge model and evaluation prompt.
The judge was given a clear rubric and was asked
to evaluate solutions based on three core creativ-
ity metrics: Insight (depth and perceptiveness of
ideas), Originality (uniqueness of concepts), and
Novelty (surprisingness of suggestions). The judge
returned scores on a 1-to-10 scale for each metric.
We averaged the scores across multiple evaluations
to obtain stable measurements. The specific prompt
used is detailed in Appendix C. This approach al-
lowed us to assess the reliability of our creativity

measurements while maintaining computational ef-
ficiency compared to a multi-model ensemble.

4 Results

In total, we generated 4,200 responses and ran over
12,000 evaluations (3% per response). Our experi-
ment confirms that forcing structured output gen-
erally degrades creativity. The results are summa-
rized in Figure 1.

4.1 Structured Formats Harm Creativity

Figure 1a confirms that forcing structured output
degrades creativity across most formats. The effect
was most severe for Freeform JSON (inferred struc-
ture). This striking result—where models forced to
infer structure via API parameters performed dra-
matically worse than those given explicit structural
instructions—provides compelling evidence for the
cognitive load hypothesis. The model’s need to
simultaneously create content and determine appro-
priate JSON structure imposes a far greater cog-
nitive burden than following explicit formatting
instructions. While rigid output formats generally
harmed creativity, we also investigated whether
structured thinking protocols could be beneficial.
We tested a Diverge-Converge thinking strategy
on the MacGyver task. While it still resulted in a
3.24% decrease in insight, this degradation was less
severe than that observed for most other structured
formats like JSON or XML on the same task. This
suggests that certain structured protocols, while
not eliminating the creativity tax, may help to mit-
igate it. Degradation patterns varied significantly
by task:

* The AUT task exhibited the most signifi-
cant degradation: XML degraded novelty by
10.66% and originality by 8.82%.

* The MacGyyver task saw JSON degrade in-
sight by 11.82% and originality by 10.33%.

* The Liveldea task surprisingly showed im-
provements for JSON (+5.56% novelty) and
XML (+4.59% novelty), a finding we attribute
to task-specific format interactions.

Notably, Structured Markdown performed near
the baseline, even improving novelty by 1.42%. We
hypothesize this is because Markdown is not only
closer to natural language, but is also so ubiquitous
in LLM training data that it imposes a negligible
cognitive load.



4.2 Model-Specific Vulnerability

Performance degradation varied dramatically
across models (Figure 1b). Detailed results are
shown in Table 2 in the appendix.

Gemini-2.5-Flash, Llama-4-Maverick, and
Mistral-Nemo showed approximately 4-5x greater
degradation than the GPT models. This suggests
that some model architectures may be more
susceptible to performance loss when handling
concurrent formatting and creation demands.

We developed a formal model to decompose the
total observed degradation into a creative constraint
penalty and a format bias. This model, detailed in
Appendix B, allows us to isolate the pure content
quality advantage of the generate-then-structure
approach.

5 Discussion

1. Divergent vs. Convergent Tasks: The impact
of structured output is not uniform; it hinges on
the nature of the creative task. Our results draw a
sharp contrast between divergent and convergent
thinking, aligning with recent experimental work
on human creativity in the age of LLMs (Kumar
et al., 2025). For highly divergent tasks like AUT,
which demand generating a broad and varied set of
ideas, rigid formats like XML and JSON impose a
significant cognitive load, leading to the most se-
vere creativity degradation (e.g., -10.66% novelty
for XML). This suggests the syntactic requirements
of the format directly interfere with the fluid, as-
sociative thinking needed for divergent creativity.
In contrast, the success of Markdown suggests a
format’s "cost" is a function of its distance from
natural language and its prevalence in the training
data; because it is both simple and ubiquitous, it
avoids this creativity tax.

Conversely, for convergent tasks that require re-
fining or elaborating on a given idea, structured for-
mats can be beneficial. The Liveldea task, which
centers on developing a single scientific concept,
showed significant improvements in creativity with
formats like JSON (+5.56% novelty) and XML
(+4.59% novelty). In this context, the structure
does not act as a constraint but as a cognitive scaf-
fold, guiding the LLM to produce a well-organized
and detailed response. This "task-format reso-
nance" reframes the problem: the goal is not to
avoid structure altogether, but to align the level
of structural constraint with the creative process.
Rigid formats harm divergent ideation but can en-

hance convergent development.

2. Multilevel Div-Convergent Thinking: In the
MacGyver test, we observed that the convergent
part of multilevel div-conv thinking might mitigate
the negative impact of structured formats on di-
vergent tasks. This suggests that while structured
formats generally impose a cognitive load, certain
structured thinking protocols can align with the
creative process, potentially offsetting some of the
creativity degradation. This highlights the impor-
tance of task-specific strategies in mitigating the
impact of structured output on creativity.

6 Conclusion

We conclusively demonstrate that enforcing struc-
tured output imposes a significant and previously
unquantified "creativity tax" on LLMs. This find-
ing challenges the prevailing practice of conflating
ideation and formatting in a single step, suggesting
that many current system designs may be system-
atically stifling innovation. We demonstrate that
this penalty stems from a cognitive constraint effect
that outweighs a positive format bias by a 2:1 ratio
and that model architecture appears to mediate this
vulnerability.

Our proposed "generate-then-structure” pipeline
resolves this core tension. By decoupling ideation
from formatting, our method recovers an average of
2.54% in content quality that is otherwise lost when
forcing structured generation, delivering outputs
that are superior in both substance and structure.
This method delivers high-quality, parseable out-
puts. We advocate for the adoption of a "generate-
then-structure"” architectural pattern and call for
future research into task-aware and architecture-
specific methods to mitigate this critical perfor-
mance bottleneck.

Limitations

While our findings provide strong evidence for the
creativity tax imposed by structured output con-
straints, several important limitations define the
scope and applicability of our conclusions.
Cognitive Load Hypothesis Boundaries: Our
study demonstrates that simultaneous creation and
formatting degrades creativity, but we cannot defini-
tively isolate the specific cognitive mechanisms re-
sponsible. The observed degradation could stem
from working memory limitations, attention split-
ting, or interference between divergent and con-
vergent thinking processes. Future work should



employ process-tracing methods or computational
cognitive models to pinpoint the exact mechanisms.

Task-Format Interaction Complexity: Our dis-
covery of "task-format resonance"—where certain
structured formats actually enhance creativity for
convergent tasks like Liveldea—reveals that the re-
lationship between structure and creativity is more
nuanced than a simple negative correlation. We
tested only four creative domains; the boundary
conditions for when structure helps versus hurts
creativity remain underexplored. Critical gaps ex-
ist in understanding how task-specific cognitive de-
mands interact with different structural constraints.

Generate-Then-Structure Pipeline Limita-
tions: While our "faithful conversion" approach
successfully isolates format bias from content qual-
ity, it relies on the converter agent’s ability to pre-
serve semantic content perfectly. Our auditor agent
found 87.3% of conversions to be faithful, but the
12.7% of unfaithful conversions could systemati-
cally bias our content quality measurements. Ad-
ditionally, the practical overhead of the two-step
pipeline may not be viable for all real-world appli-
cations requiring low-latency responses.

Model Architecture Vulnerability Gaps: Our
finding that GPT models show 3-5x less creativ-
ity degradation than other architectures raises crit-
ical questions about the underlying architectural
or training differences responsible for this robust-
ness. Without access to training data compositions,
fine-tuning procedures, or architectural specifics,
we cannot identify which factors confer resistance
to creative constraint effects. This limits our ability
to provide actionable guidance for model develop-
ment.

Schema Complexity Scaling: Our experiments
used relatively simple output schemas (single-key
JSON, basic XML structures). Real-world applica-
tions often require deeply nested, multi-constraint
schemas with strict validation requirements. The
creativity tax we measured may represent a lower
bound; more complex schemas could impose sub-
stantially greater cognitive load and corresponding
performance degradation.

Temporal and Contextual Constraints: Our
study measures creativity degradation in single-
turn interactions without considering how sustained
creative work under structural constraints might
compound these effects. Long-form creative tasks
or multi-turn collaborative scenarios may exhibit
different degradation patterns than our isolated
problem-solving measurements.

Ethical Considerations

The goal of this work is to improve the creative
output of Al systems. Such technology is dual-
use. Enhancing LLM creativity can have prosocial
benefits in areas like scientific discovery, education,
and art, but it could also be used for antisocial
purposes, such as generating more sophisticated
and engaging misinformation or propaganda.

Furthermore, our evaluation methodology relies
on LLM judges. These models are trained on vast
datasets of human text and may inherit and amplify
societal biases present in that data. Our framework
could inadvertently penalize or reward certain types
of creative ideas based on these latent biases.

Finally, the development of increasingly pow-
erful creative Al systems raises broader societal
questions about the future of creative professions.
While our work focuses on a technical aspect of
these systems, it is part of a larger trend that will
have significant labor and economic implications
that warrant ongoing public discussion.
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Table 1: Overall creativity degradation for various struc-
tured formats, averaged across all tasks and models.
Scores represent the percentage change relative to the
freeform baseline. Red indicates a drop in creativity.

Response Type Ins. (%) Nov. (%) Orig. (%)
Freeform JSON -18.31 -17.05 -16.97
Structured JSON -3.37 -1.68 -2.19
Structured Steps -2.11 -3.21 -2.21
Structured XML -2.58 -3.05 -2.93
Structured YAML -1.80 +0.13 -0.86
Structured Mark- -0.09 +1.42 +0.75
down

Table 2: Model-specific sensitivity to structured output
constraints. Scores are average percentage change.

Model Ins. (%) Nov. (%) Orig. (%)
google/gemini-2.5-flash -3.23 -4.16 -3.68
meta-llama/Llama-4- -4.48 -2.91 -3.34
maverick

mistralai/mistral-nemo -4.71 -3.93 -4.23
openai/gpt-4.1-mini -1.65 -1.42 -1.72
openai/gpt-40-mini -1.37 -0.42 -0.55

Table 3: Decomposition of bias effects. All metrics are
percent bias relative to a baseline, derived from paired
t-tests.

Effect (Comparison) Metric Bias (%) p-value
1. Total Observed Effect Insight -2.09 0.016*
(Atotar) (Orig. JSON vs. Novelty -0.73 0.036*
Freeform) Originality -1.11 0.015%
2. Formatting Bias (Bgormar) Insight +1.47 0.127
(Conv. JSON vs. Freeform) Novelty +1.00 0.088

’ ’ Originality +1.22 0.134
3. Content Quality Insight +3.55
Advantage (Peonstraint) (Conv. Novelty +1.73 —
vs. Orig. JSON) Originality +2.34 —

B Formal Model of Creative Degradation

To formalize our findings, we model the observed
creativity score from an LLM judge, Cops, as a
function of a solution’s true content quality (Q(.5))
and the judge’s bias for its format (Bgormat). Let
St be a solution generated in freeform and S; be a
solution for the same problem generated natively
in JSON.

The total observed degradation, A, When
comparing a natively generated JSON response
to a freeform response is:

Atotal - Cobs(sj> - Cobs(sf) (1)

This effect can be decomposed. The creative
constraint penalty (Pronsiraint) 1S the true drop in

content quality from generating in a constrained
format:

Peonstraint = Q(Sf) - Q(Sj) (2

The format bias (Brorma) is the judge’s scor-
ing preference for a given format. We measure
this by comparing a freeform solution (Sy) to its
faithfully converted JSON version (S, ;), where
content quality is constant (Q(Sf) = Q(Sy—;)).
The difference in observed scores isolates the bias:

Brtormat = Oobs(Sf—m‘) - CObS(Sf) (3)

The total degradation is the sum of the negative
constraint penalty and the positive format bias:

Atotal ~ Bformat - F, constraint (4)

Crucially, our experiment isolates the penalty
Pronstraint by comparing the converted JSON re-
sponse to the natively generated one. Because both
are in the same format, the judge’s format bias can-
cels out, revealing the pure difference in content
quality:

CobS(Sf—U') - CobS(Sj)
= (Q(Sf) + Bformat) - (Q(S]) + Bformat)
= Q(Sf) — Q(S))

constraint
(%)

This value, which we term the Content Qual-
ity Advantage of the generate-then-structure ap-
proach, is what is reported in row 3 of Table 3. Our
results show this advantage (FPeonstraint) 1S signifi-
cantly positive, while the format bias (Bsormat) 1S
smaller, leading to a net negative Ay

C Prompt Details

This section provides detailed information about
the actual prompts and modifiers used in our exper-
iments.

C.1 Evaluation and Conversion Prompts

Please evaluate the following text based on its
creativity, considering these criteria:

- Insight: How deep and perceptive are the ideas?

- Originality: How new and unique are the
concepts?

- Novelty: How surprising and unconventional are
the suggestions?

Provide a score from 1 to 10 for each criterion
and a brief justification.

Return the evaluation as a JSON object with keys
insight, originality, novelty, and
justification.

Listing 1: Evaluation prompt given to the judge model.



Your primary goal is to be faithful to the * Freeform JSON: No explicit modifier, but

original text. Do NOT add any new ideas, the model was forced to return JSON via API
steps, or creative input. Your role is to parameter (response_format={ "type":
structure, not create. Preserve all key "json_object” }).

information.

¢ Structured Markdown:

C.2 Base Instructions for Each Task
) ) Please return the answer as a
* AUT Task: List as many creative and Markdown formatted text, with the

unusual uses for {item} as you can. main content under a section titled
{key}.

e Structured XML:

¢ MacGyver Task: Problem: {problem}

Available Tools: {tools}
Please return the answer as an

* Liveldea Task: Ill be submitting XML formatted text, with the main
your next responses to a "Good content under the tag <{key}>.
Scientific Idea” expert review panel.

If they consider your idea to * Structured YAML:

be a good one, youll receive a

reward. Your assigned keyword Please return the answer as a
is: "{keyword}". You may provide YAML formatted text, with the main
background information. The idea MUST content under the key {key}.

be concisely expressed within 100
words total (including any background
information). (Note: good scientific
ideas should be original (novel
contribution), feasible (technically
implementable), clearly articulated,
and address meaningful problems in
the field.).

* MacGyver Div-Conv:

Please provide a feasible solution
concisely. Note that some tools may
not be useful. First, analyze the
affordance of each presented object
and rule out any unnecessary ones.

¢ Liveldea-Div Task: Generate as many Use the following format:

creative and unusual scientific ideas

related to the keyword: {keyword}. 1. *xAffordance Analysis:xx List the

affordance of each presented item

C.3  Core Prompt Modifiers and state whether it is useful.
The following modifiers were used to induce differ- 2. *x*Summary:** List only the
ent output formats across all tasks: useful tools.
* Freeform (Baseline): No modifier was added. 3. x%xSolution:*x If the problem
The agent generated unstructured text. is solvable, write the solution in

as few steps as possible (e.g., Step
* Structured Steps: 1, Step 2...). The answer should
ideally be less than 100 words. If
it is not solvable, state that and
provide a brief justification.

Please present the solution as
a series of numbered steps.

¢ Structured JSON: C.4 Task-Specific Key Names

For each task, we used appropriate key names in

P1 r rn h nswer
case etu the —answe as a the structured formats:

JSON object, with the main content
under the key {key}. * AUT: uses (e.g., <uses>, "uses”: [...])



¢ MacGyver:
<solution_steps>,

’solution_steps (e.g.,
"solution_steps”:

[...D

* Liveldea:  criteria (e.g., <criteria>,
"criteria”: [...])

¢ Liveldea-Div: ideas (e.g., <ideas>,

"ideas”: [...])

C.5 Complete Example Prompts

Below are complete examples of how the prompts
were constructed for each task:

C.5.1 AUT Task Example

Base: List as many creative and unusual
uses for paperclip as you can.

Structured JSON: List as many creative
and unusual uses for paperclip as you can.

Please return the answer as a JSON
object, with the main content under the
key uses.

C.5.2 MacGyver Task Example

Base: Problem: You need to reach a book
on a high shelf. Available Tools: chair,
rope, paperclip, rubber band

Structured JSON: Problem: You need to
reach a book on a high shelf. Available

Tools: chair, rope, paperclip, rubber
band
Please return the answer as a JSON

object, with the main content under the
key ’solution_steps.

C.5.3 Liveldea Task Example

Base: 1Il11 be submitting your next
responses to a "Good Scientific Idea”
expert review panel... Your assigned
keyword is: "quantum computing”...

Structured JSON: I11 be submitting your
next responses to a "Good Scientific Idea”
expert review panel... Your assigned

keyword is: "quantum computing”...

Please return the answer as a JSON
object, with the main content under the
key criteria.

C.5.4 Liveldea-Div Task Example

Base: Generate as many creative and
unusual scientific ideas related to the

keyword: quantum computing.

Structured JSON: Generate as many creative
and unusual scientific ideas related to
the keyword: quantum computing.

Please return the answer as a JSON
object, with the main content under the
key ideas.

D Qualitative Example of Creative
Degradation

To provide a concrete illustration of the creative
degradation discussed, this section presents a direct
comparison of two outputs from the google/gemini-
2.5-flash model for the same MacGyver problem.
The task was to clean a red wine stain on a carpet us-
ing a set of available tools. The freeform response
demonstrates a sophisticated, well-reasoned solu-
tion, while the JSON-constrained response offers a
simplistic and flawed alternative.

This is a great problem-solving scenario! Here's
a step-by-step plan to clean the red wine

stain...

**xStrategy:*x*x Absorb, dilute, blot, clean, and
dry.

**Steps :**x

1. xxImmediate Action: Absorb Excess Wine (White

Bath Towel)xx

* **How:*x* Gently but firmly press the
white bath towel directly onto the wine
stain. Do NOT rub...

2. **xDilute and Lift the Stain (Mineral Water,

Plastic Cup, Toothbrush)x*x

* **How:** ...Gently pour a very small
amount of mineral water directly onto
the remaining wine stain... Use the
toothbrush to very gently agitate the
carpet fibers...

*xWhy Sugar is NOT Used:#*x*

* Sugar is sometimes recommended for fresh wine
stains to absorb the liquid, but given the
other tools (towel, water), it's unnecessary
and could leave a sticky residue that's
harder to remove than the wine itself...

Listing 2: Freeform Solution: A methodical and

insightful approach.
L
{

"stepl1"”: "Use the bottle opener to open the
sealed bottle of mineral water."”,

"step2"”: "Pour a small amount of mineral
water onto the red wine stain. Do not
oversaturate.”,

"step3”: "Sprinkle a generous amount of sugar

directly onto the wet stain. The sugar
will help absorb the wine.”,

"step4”: "Gently rub the sugar into the stain
using the toothbrush...”,

"step5”: "Let the sugar sit on the stain for
a few minutes to absorb as much wine as
possible."”,

L
]

Listing 3: Freeform JSON Solution: A simplistic and
flawed approach.



The qualitative differences are substantial.
The freeform solution demonstrates sophisticated
problem-solving through its multi-stage strategic
approach, incorporates critical nuanced instruc-
tions (e.g., "blot, dont rub"), and exhibits ad-
vanced reasoning by explicitly identifying coun-
terproductive approaches. The JSON-constrained
solution, by contrast, produces a less effective
linear sequence and recommends the use of
sugar—precisely the approach that the more cre-
ative solution correctly identified as problematic.
This comparison provides a concrete illustration
of the cognitive constraint effect discussed in the
main text, demonstrating how structured output re-
quirements can degrade not only creativity but also
the fundamental quality of problem-solving.

E Full Task-Specific Results

The following table (Table 4) provides a detailed
breakdown of creativity score changes for each
task when compared against the freeform baseline.
All scores are percentage changes. P-values from
paired t-tests are provided where applicable. A *
indicates a statistically significant result (p < 0.05).

F MacGyver Experiment Data

The following table (Table 5) provides the outcome
category distribution for different prompt frame-
works in the MacGyver experiment across various
models.

10

G Bias Decomposition by Model

The following table (Table 6) decomposes the ob-
served effects into three components, with results
broken down by model. All values are the percent
bias on a 1-10 scale. P-values in the "Average" row
are from paired t-tests on the aggregated data.



Table 4: Full Task-Specific Results: Creativity Score Changes (% vs. Freeform)

Insight Novelty Originality
Task Response Type Change (%) p-value Change (%) p-value Change (%) p-value
AUT
Freeform JSON —23.70 0.000* —21.49 0.000* —20.51 0.000%*
Structured JSON —8.81 0.002* —10.48 0.001* —8.49 0.003*
Structured Markdown 1.61 0.286 2.67 0.114 2.14 0.251
Structured Steps —0.80 0.165 0.74 0.254 0.99 0.387
Structured XML —6.22 0.000%* —10.66 0.000* —8.82 0.000*
Structured YAML —4.70 0.209 —5.75 0.135 —5.36 0.257
MacGyver
Freeform JSON —26.33 0.000%* —23.81 0.000* —23.76 0.000*
MacGyver Div-Conv —-3.24 0.234 —6.63 0.152 —6.20 0.246
Structured JSON —11.85 0.000* —7.78 0.150 —10.28 0.000*
Structured Markdown —4.80 0.001%* —2.45 0.481 —-3.53 0.201
Structured Steps -5.13 0.003%* —4.08 0.139 —4.48 0.018%*
Structured XML —8.01 0.006* —7.92 0.069 —8.24 0.154
Structured YAML —7.75 0.000* -3.29 0.243 —5.89 0.082
Liveldea
Freeform JSON —11.87 0.000* —13.15 0.001* —12.57 0.001*
Structured JSON 4.05 0.000* 5.56 0.007* 4.85 0.003*
Structured Markdown 0.52 0.412 0.36 0.184 0.96 0.303
Structured Steps —2.44 0.137 —8.45 0.000* —4.50 0.025*
Structured XML 3.40 0.003* 4.59 0.003* 4.05 0.001°*
Structured YAML 3.63 0.025* 4.83 0.055 4.19 0.019%*
Liveldea-Div
Freeform JSON —11.31 0.000* —9.73 0.200 —11.09 0.007*
Structured JSON 3.09 0.055 6.03 0.005%* 5.21 0.082
Structured Markdown 2.33 0.064 5.12 0.005%* 3.46 0.017*
Structured Steps -0.13 0.354 —-0.99 0.207 —0.82 0.539
Structured XML 0.50 0.216 1.80 0.302 1.28 0.347
Structured YAML 1.66 0.088 4.74 0.093 3.63 0.060

H Responsible Research Elaboration

Artifacts and Licenses The datasets used in this
study are publicly available and governed by the fol-
lowing licenses: MacGyver (Apache), AUT (Cre-
ative Commons), and LiveldeaBench (MIT). All
artifacts were used in a manner consistent with their
intended purpose.

Data Content The datasets are from public
sources and, to the best of our knowledge, do not
contain personally identifying information or of-
fensive content, having been previously cleaned by
their creators.

Computational Resources Experiments were
conducted using APIs from OpenAl and other LLM
providers, with a total computational budget of ap-
proximately $60.
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Ethics Review As this research utilized publicly
available, anonymized datasets, a separate ethics
review board approval was not sought.

Al Assistants in Research Al assistants were
used to aid in the research and writing process.
All Al-generated contributions were carefully re-
viewed, filtered, and edited to ensure they met the
standards of our work.



Table 5: MacGyver Experiment Outcome Category Distribution (%)

Model Prompt Framework A B C E F
Freeform 805 185 0 O 0 1
Structured Steps 735 26 0 05 O 0
Structured JSON 635 34 0 O 1 1.5
google/gemini-2.5-flash Freeform JSON 725 25 0 O 1.5 1
Structured Markdown 80 20 0 O 0 0
Structured XML 725 27 0 O 0.5 0
Structured YAML 7175 22 0 O 0.5 0
MacGyver Div-Conv = 785 19 0 0.5 1 1
Freeform 665 30 O 1 2 0.5
Structured Steps 61 37 0 O 2
Structured JSON 58 380 0 05 3 0.5
meta-llama/llama-4-maverick Freeform JSON 29 19 0 0 21.5 305
Structured Markdown 56.5 42 0 O 1.5 0
Structured XML 615 345 0 O 3 1
Structured YAML 64 355 0 O 0.5 0
MacGyver Div-Conv 62 34 0 1 1.5 1.5
Freeform 215 685 0 0.5 7 2.5
Structured Steps 20 63 0 1 11 5
Structured JSON 245 595 0 2 135 05
mistralai/mistral-nemo Freeform JSON 16 245 0 O 23 36.5
Structured Markdown 32 605 0 1.5 6 0
Structured XML 215 64 O 1 13.5 0
Structured YAML 22 625 0 05 14 1
MacGyver Div-Conv =~ 45 455 0 1 6 2.5
Freeform 55 42 0 05 2 0.5
Structured Steps 475 495 0 0S5 2 0.5
Structured JSON 505 45 0 05 4 0
openai/gpt-4o-mini Structured Markdown 555 395 0 O 45 0.5
Structured XML 47 465 0 O 6.5 0
Structured YAML 535 42 0 0.5 4 0
MacGyver Div-Conv 56,5 36 0 05 5 2
Freeform 905 95 0 O 0 0
Structured Steps 775 225 0 O 0 0
Structured JSON 78 22 0 O 0 0
openai/gpt-4. 1-mini Structured Markdown 85 15 0 O 0 0
Structured XML 77 23 0 O 0 0
Structured YAML 82 175 0 O 0.5 0
MacGyver Div-Conv  81.5 175 0 O 0 1
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Table 6: Decomposition of Effects by Model

Analysis Type Model Insight (%) Novelty (%) Originality (%)
1. Agent Performance (Creative Constraint)
google/gemini-2.5-flash -6.07 -5.30 -5.25
openai/gpt-4.1-mini -2.13 -1.54 -1.29
openai/gpt-40-mini -0.95 1.00 0.35
meta-llama/Llama-4-maverick 0.82 2.42 1.67
mistralai/mistral-nemo -2.09 -0.25 -1.06
Average -2.09 -0.73 -1.11
2. Formatting Bias (Judge Preference)
google/gemini-2.5-flash 0.74 -0.10 0.14
openai/gpt-4.1-mini 0.79 0.24 0.72
openai/gpt-4o-mini 2.08 1.88 2.10
meta-llama/LLlama-4-maverick 2.46 2.50 2.52
mistralai/mistral-nemo 1.29 0.46 0.64
Average 1.47 1.00 1.22
3. Content Quality (Generate-then-Structure Advantage)
google/gemini-2.5-flash 6.81 5.20 5.39
openai/gpt-4.1-mini 291 1.77 2.01
openai/gpt-40-mini 3.03 0.88 1.75
meta-1lama/l.lama-4-maverick 1.64 0.06 0.84
mistralai/mistral-nemo 3.38 0.72 1.69
Average 3.55 1.73 2.34
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