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Abstract001

The operational need for structured data from002
Large Language Models (LLMs) is in direct003
conflict with the cognitive processes that foster004
creativity. While formats like JSON are es-005
sential for downstream applications, this paper006
investigates the critical, unquantified cost of007
such constraints on creative performance. We008
conducted a large-scale analysis across multi-009
ple creative tasks, comparing the creativity of010
LLM-generated responses in a freeform text011
baseline against six structured formats. Our012
results reveal that forcing structured output013
degrades creativity—on average by over 17%014
when models must infer a JSON structure, and015
by up to 26% in the most severe cases. We016
deconstruct this degradation into a dominant017
"creative constraint" effect, where the cognitive018
load of simultaneous creation and formatting019
harms ideation, and a weaker, opposing trend020
of "format bias," where LLM judges slightly021
prefer well-structured output. The former effect022
outweighs the latter. Consequently, we propose023
and validate a "generate-then-structure" work-024
flow as a practical solution that mitigates this025
degradation, improving both the substance and026
perceived quality of creative work.027

1 Introduction028

Large Language Models (LLMs) are powerful cre-029

ative tools used for tasks from marketing copy to030

product brainstorming, demanding both creativity031

and utility (Chakrabarty et al., 2024). A key aspect032

of this utility is producing structured output (e.g.,033

JSON) for downstream systems (Wu et al., 2023).034

This requirement, however, introduces a fun-035

damental tension. Creative ideation is a diver-036

gent, free-associative process (Sowden et al., 2015),037

while adhering to a rigid data schema is a conver-038

gent, logical task imposing significant cognitive039

load (Sweller, 1988). Recent work has begun to040

explore the impact of format restrictions on LLM041

performance (Tam et al., 2024; Castillo), and stud-042

ies have shown that LLMs can exhibit bias towards 043

certain output formats (Long et al., 2025). This 044

raises a critical, underexplored question: Does forc- 045

ing an LLM to produce structured output degrade 046

its creativity? 047

This paper provides an answer to that question. 048

We hypothesize that the cognitive load of adher- 049

ing to a strict format while simultaneously gener- 050

ating creative ideas—what we term creative con- 051

straint—negatively impacts output quality. This 052

degradation is a concern for applications requir- 053

ing both creative problem-solving and structured 054

data. To overcome this, we propose and validate 055

a generate-then-structure workflow, showing that 056

separating ideation from formatting recovers this 057

lost creativity. 058

Our key contributions are: 059

1. Quantifying a Creativity Tax: We quantify 060

a creativity tax from forcing structured out- 061

put, which degrades LLM performance by up 062

to 26%, revealing a flaw in many AI system 063

designs. 064

2. Isolating Competing Mechanisms: We de- 065

construct this degradation into a dominant neg- 066

ative creative constraint on the generator and a 067

subtle positive format bias from the evaluator, 068

providing a new analytical framework. 069

3. A Validated Architectural Pattern: We pro- 070

pose and validate a generate-then-structure 071

pipeline that recovers this creative loss, of- 072

fering an evidence-based design pattern for 073

creative systems. 074

Our findings offer clear guidance for designing 075

more effective AI-powered creative systems, en- 076

suring that the need for structured data does not 077

compromise innovation. 078
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Figure 1: Creativity degradation effects: (a) by output format showing percentage change in Insight, Novelty,
and Originality scores relative to freeform baseline, with Freeform JSON showing the most severe degradation
(-18.31% insight, -17.05% novelty, -16.97% originality) and Structured Markdown performing closest to baseline;
(b) by model architecture comparing creativity degradation across five LLM models, with GPT models showing
significantly less degradation than other architectures.

2 Related Work079

The use of LLMs for evaluation is a rapidly grow-080

ing field. Models like Prometheus (Kim et al.,081

2023) have shown that LLMs can achieve high082

agreement with human experts on a variety of083

tasks. However, the potential for bias in these LLM084

judges is a known issue. Prior work has explored085

issues like position bias, verbosity bias, and syco-086

phancy bias (Wang et al., 2023). Our work extends087

this line of inquiry by explicitly positioning "for-088

mat bias" as a new dimension in the critical field of089

reliable LLM assessment.090

In the domain of creative generation, many091

studies have explored how prompting techniques092

can influence output quality. Techniques like093

Chain-of-Thought (Wei et al., 2022) and Tree-of-094

Thought (Yao et al., 2023) improve logical rea-095

soning but do not explicitly address the impact of096

output format constraints on creative tasks. Recent097

work has examined LLM creativity more broadly098

(Franceschelli and Musolesi, 2023; Zhao et al.,099

2024), including studies on divergent thinking100

in humans versus LLMs (Bellemare-Pepin et al.,101

2025) and methods to encourage divergent think-102

ing through multi-agent debate (Liang et al., 2024).103

Our work contrasts with the "creative constraint"104

literature, where some constraints enhance human105

creativity, by showing that not all constraints are106

equal; the rigid, syntactic constraints of data for-107

mats appear to be detrimental, unlike more abstract,108

semantic constraints.109

Our findings also have direct implications for the110

design of multi-agent systems like AutoGen (Wu111

et al., 2023) and ChatDev (Qian et al., 2023), which112

often rely on structured communication protocols.113

Recent work has developed frameworks for struc-114

turing LLM outputs (Yang et al., 2025; Wang et al., 115

2025), but the analysis shows that the format of the 116

communication protocol between agents is not a 117

neutral engineering choice; it can directly impact 118

the creative capacity of the system. Our work pro- 119

vides empirical evidence for separating "ideation" 120

agents from "structuring" or "execution" agents, a 121

design principle that is often followed intuitively 122

but now has quantitative backing. We bridge the 123

gap between the generation and evaluation litera- 124

ture by showing how a single factor—output for- 125

mat—can simultaneously impact both processes. 126

3 Methodology 127

Our experiment isolates the impact of format con- 128

straints from content quality across three stages: 129

parallel generation, faithful conversion, and com- 130

parative evaluation. For generation, we uti- 131

lized state-of-the-art LLMs including GPT-4.1- 132

Mini, GPT-4o-Mini, Gemini-2.5-Flash, Llama-4- 133

Maverick, and Mistral-Nemo. For evaluation, we 134

employed a single judge model with multiple eval- 135

uations to ensure robust scoring (GPT-4.1). All 136

generations were performed with a temperature of 137

0.7 to encourage creative yet coherent responses. 138

Judge temperature is set to 0.2 to ensure consis- 139

tency in scoring. 140

We selected three creativity metrics—Insight, 141

Originality, and Novelty—as they align with estab- 142

lished creativity frameworks, capturing the depth 143

(Insight), statistical rarity (Originality), and sur- 144

prisingness (Novelty) of ideas. These metrics pro- 145

vide a comprehensive assessment of creative qual- 146

ity across different dimensions of the creative pro- 147

cess. While recent work has developed special- 148

ized benchmarks for creative writing (Fein et al., 149

2025) and creative thinking assessments (Mishra 150
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et al., 2023), our focus on format-specific creativ-151

ity degradation requires a more general evaluation152

approach.153

3.1 Stage 1: Parallel Generation154

We tasked LLM agents with solving problems from155

four creative datasets: AUT, MacGyver, LiveIdea,156

and LiveIdea-Div (Sun et al., 2024; Tian et al.,157

2023; Ruan et al., 2024). For each problem, we158

generated solutions under several conditions by159

appending specific modifiers to base instructions.160

We tested six different output formats: freeform161

text (baseline), structured JSON, structured steps,162

XML, YAML, and Markdown. We also tested two163

distinct JSON conditions: one with explicit format-164

ting instructions and another where the model was165

forced to return JSON via API parameters without166

explicit guidance. This parallel generation allows167

us to compare the agent’s creative performance168

when constrained by different formats and instruc-169

tion types. Detailed prompts and modifiers for all170

tasks are provided in the appendix (Appendix C).171

3.2 Stage 2: Faithful Conversion172

To isolate format bias from content quality, we173

needed to evaluate the same creative idea pre-174

sented in different formats. To achieve this, a dedi-175

cated Converter Agent was prompted to transform176

freeform solutions into structured JSON. The agent177

was given a prompt that emphasized its core direc-178

tive of faithfulness, as detailed in Appendix C. This179

process yielded pairs of solutions containing the180

same semantic content but differing only in pre-181

sentation (unstructured text vs. structured JSON),182

enabling a clean comparison of format bias.183

3.3 Stage 3: Comparative Evaluation184

We employed a single judge model with multiple185

evaluations to ensure robust scoring. For each re-186

sponse, we ran multiple evaluations (typically 3)187

using the same judge model and evaluation prompt.188

The judge was given a clear rubric and was asked189

to evaluate solutions based on three core creativ-190

ity metrics: Insight (depth and perceptiveness of191

ideas), Originality (uniqueness of concepts), and192

Novelty (surprisingness of suggestions). The judge193

returned scores on a 1-to-10 scale for each metric.194

We averaged the scores across multiple evaluations195

to obtain stable measurements. The specific prompt196

used is detailed in Appendix C. This approach al-197

lowed us to assess the reliability of our creativity198

measurements while maintaining computational ef- 199

ficiency compared to a multi-model ensemble. 200

4 Results 201

In total, we generated 4,200 responses and ran over 202

12,000 evaluations (3× per response). Our experi- 203

ment confirms that forcing structured output gen- 204

erally degrades creativity. The results are summa- 205

rized in Figure 1. 206

4.1 Structured Formats Harm Creativity 207

Figure 1a confirms that forcing structured output 208

degrades creativity across most formats. The effect 209

was most severe for Freeform JSON (inferred struc- 210

ture). This striking result—where models forced to 211

infer structure via API parameters performed dra- 212

matically worse than those given explicit structural 213

instructions—provides compelling evidence for the 214

cognitive load hypothesis. The model’s need to 215

simultaneously create content and determine appro- 216

priate JSON structure imposes a far greater cog- 217

nitive burden than following explicit formatting 218

instructions. While rigid output formats generally 219

harmed creativity, we also investigated whether 220

structured thinking protocols could be beneficial. 221

We tested a Diverge-Converge thinking strategy 222

on the MacGyver task. While it still resulted in a 223

3.24% decrease in insight, this degradation was less 224

severe than that observed for most other structured 225

formats like JSON or XML on the same task. This 226

suggests that certain structured protocols, while 227

not eliminating the creativity tax, may help to mit- 228

igate it. Degradation patterns varied significantly 229

by task: 230

• The AUT task exhibited the most signifi- 231

cant degradation: XML degraded novelty by 232

10.66% and originality by 8.82%. 233

• The MacGyver task saw JSON degrade in- 234

sight by 11.82% and originality by 10.33%. 235

• The LiveIdea task surprisingly showed im- 236

provements for JSON (+5.56% novelty) and 237

XML (+4.59% novelty), a finding we attribute 238

to task-specific format interactions. 239

Notably, Structured Markdown performed near 240

the baseline, even improving novelty by 1.42%. We 241

hypothesize this is because Markdown is not only 242

closer to natural language, but is also so ubiquitous 243

in LLM training data that it imposes a negligible 244

cognitive load. 245
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4.2 Model-Specific Vulnerability246

Performance degradation varied dramatically247

across models (Figure 1b). Detailed results are248

shown in Table 2 in the appendix.249

Gemini-2.5-Flash, Llama-4-Maverick, and250

Mistral-Nemo showed approximately 4-5× greater251

degradation than the GPT models. This suggests252

that some model architectures may be more253

susceptible to performance loss when handling254

concurrent formatting and creation demands.255

We developed a formal model to decompose the256

total observed degradation into a creative constraint257

penalty and a format bias. This model, detailed in258

Appendix B, allows us to isolate the pure content259

quality advantage of the generate-then-structure260

approach.261

5 Discussion262

1. Divergent vs. Convergent Tasks: The impact263

of structured output is not uniform; it hinges on264

the nature of the creative task. Our results draw a265

sharp contrast between divergent and convergent266

thinking, aligning with recent experimental work267

on human creativity in the age of LLMs (Kumar268

et al., 2025). For highly divergent tasks like AUT,269

which demand generating a broad and varied set of270

ideas, rigid formats like XML and JSON impose a271

significant cognitive load, leading to the most se-272

vere creativity degradation (e.g., -10.66% novelty273

for XML). This suggests the syntactic requirements274

of the format directly interfere with the fluid, as-275

sociative thinking needed for divergent creativity.276

In contrast, the success of Markdown suggests a277

format’s "cost" is a function of its distance from278

natural language and its prevalence in the training279

data; because it is both simple and ubiquitous, it280

avoids this creativity tax.281

Conversely, for convergent tasks that require re-282

fining or elaborating on a given idea, structured for-283

mats can be beneficial. The LiveIdea task, which284

centers on developing a single scientific concept,285

showed significant improvements in creativity with286

formats like JSON (+5.56% novelty) and XML287

(+4.59% novelty). In this context, the structure288

does not act as a constraint but as a cognitive scaf-289

fold, guiding the LLM to produce a well-organized290

and detailed response. This "task-format reso-291

nance" reframes the problem: the goal is not to292

avoid structure altogether, but to align the level293

of structural constraint with the creative process.294

Rigid formats harm divergent ideation but can en-295

hance convergent development. 296

2. Multilevel Div-Convergent Thinking: In the 297

MacGyver test, we observed that the convergent 298

part of multilevel div-conv thinking might mitigate 299

the negative impact of structured formats on di- 300

vergent tasks. This suggests that while structured 301

formats generally impose a cognitive load, certain 302

structured thinking protocols can align with the 303

creative process, potentially offsetting some of the 304

creativity degradation. This highlights the impor- 305

tance of task-specific strategies in mitigating the 306

impact of structured output on creativity. 307

6 Conclusion 308

We conclusively demonstrate that enforcing struc- 309

tured output imposes a significant and previously 310

unquantified "creativity tax" on LLMs. This find- 311

ing challenges the prevailing practice of conflating 312

ideation and formatting in a single step, suggesting 313

that many current system designs may be system- 314

atically stifling innovation. We demonstrate that 315

this penalty stems from a cognitive constraint effect 316

that outweighs a positive format bias by a 2:1 ratio 317

and that model architecture appears to mediate this 318

vulnerability. 319

Our proposed "generate-then-structure" pipeline 320

resolves this core tension. By decoupling ideation 321

from formatting, our method recovers an average of 322

2.54% in content quality that is otherwise lost when 323

forcing structured generation, delivering outputs 324

that are superior in both substance and structure. 325

This method delivers high-quality, parseable out- 326

puts. We advocate for the adoption of a "generate- 327

then-structure" architectural pattern and call for 328

future research into task-aware and architecture- 329

specific methods to mitigate this critical perfor- 330

mance bottleneck. 331

Limitations 332

While our findings provide strong evidence for the 333

creativity tax imposed by structured output con- 334

straints, several important limitations define the 335

scope and applicability of our conclusions. 336

Cognitive Load Hypothesis Boundaries: Our 337

study demonstrates that simultaneous creation and 338

formatting degrades creativity, but we cannot defini- 339

tively isolate the specific cognitive mechanisms re- 340

sponsible. The observed degradation could stem 341

from working memory limitations, attention split- 342

ting, or interference between divergent and con- 343

vergent thinking processes. Future work should 344
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employ process-tracing methods or computational345

cognitive models to pinpoint the exact mechanisms.346

Task-Format Interaction Complexity: Our dis-347

covery of "task-format resonance"—where certain348

structured formats actually enhance creativity for349

convergent tasks like LiveIdea—reveals that the re-350

lationship between structure and creativity is more351

nuanced than a simple negative correlation. We352

tested only four creative domains; the boundary353

conditions for when structure helps versus hurts354

creativity remain underexplored. Critical gaps ex-355

ist in understanding how task-specific cognitive de-356

mands interact with different structural constraints.357

Generate-Then-Structure Pipeline Limita-358

tions: While our "faithful conversion" approach359

successfully isolates format bias from content qual-360

ity, it relies on the converter agent’s ability to pre-361

serve semantic content perfectly. Our auditor agent362

found 87.3% of conversions to be faithful, but the363

12.7% of unfaithful conversions could systemati-364

cally bias our content quality measurements. Ad-365

ditionally, the practical overhead of the two-step366

pipeline may not be viable for all real-world appli-367

cations requiring low-latency responses.368

Model Architecture Vulnerability Gaps: Our369

finding that GPT models show 3-5× less creativ-370

ity degradation than other architectures raises crit-371

ical questions about the underlying architectural372

or training differences responsible for this robust-373

ness. Without access to training data compositions,374

fine-tuning procedures, or architectural specifics,375

we cannot identify which factors confer resistance376

to creative constraint effects. This limits our ability377

to provide actionable guidance for model develop-378

ment.379

Schema Complexity Scaling: Our experiments380

used relatively simple output schemas (single-key381

JSON, basic XML structures). Real-world applica-382

tions often require deeply nested, multi-constraint383

schemas with strict validation requirements. The384

creativity tax we measured may represent a lower385

bound; more complex schemas could impose sub-386

stantially greater cognitive load and corresponding387

performance degradation.388

Temporal and Contextual Constraints: Our389

study measures creativity degradation in single-390

turn interactions without considering how sustained391

creative work under structural constraints might392

compound these effects. Long-form creative tasks393

or multi-turn collaborative scenarios may exhibit394

different degradation patterns than our isolated395

problem-solving measurements.396

Ethical Considerations 397

The goal of this work is to improve the creative 398

output of AI systems. Such technology is dual- 399

use. Enhancing LLM creativity can have prosocial 400

benefits in areas like scientific discovery, education, 401

and art, but it could also be used for antisocial 402

purposes, such as generating more sophisticated 403

and engaging misinformation or propaganda. 404

Furthermore, our evaluation methodology relies 405

on LLM judges. These models are trained on vast 406

datasets of human text and may inherit and amplify 407

societal biases present in that data. Our framework 408

could inadvertently penalize or reward certain types 409

of creative ideas based on these latent biases. 410

Finally, the development of increasingly pow- 411

erful creative AI systems raises broader societal 412

questions about the future of creative professions. 413

While our work focuses on a technical aspect of 414

these systems, it is part of a larger trend that will 415

have significant labor and economic implications 416

that warrant ongoing public discussion. 417
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Table 1: Overall creativity degradation for various struc-
tured formats, averaged across all tasks and models.
Scores represent the percentage change relative to the
freeform baseline. Red indicates a drop in creativity.

Response Type Ins. (%) Nov. (%) Orig. (%)

Freeform JSON -18.31 -17.05 -16.97
Structured JSON -3.37 -1.68 -2.19
Structured Steps -2.11 -3.21 -2.21
Structured XML -2.58 -3.05 -2.93
Structured YAML -1.80 +0.13 -0.86
Structured Mark-
down

-0.09 +1.42 +0.75

Table 2: Model-specific sensitivity to structured output
constraints. Scores are average percentage change.

Model Ins. (%) Nov. (%) Orig. (%)

google/gemini-2.5-flash -3.23 -4.16 -3.68
meta-llama/Llama-4-
maverick

-4.48 -2.91 -3.34

mistralai/mistral-nemo -4.71 -3.93 -4.23
openai/gpt-4.1-mini -1.65 -1.42 -1.72
openai/gpt-4o-mini -1.37 -0.42 -0.55

Table 3: Decomposition of bias effects. All metrics are
percent bias relative to a baseline, derived from paired
t-tests.

Effect (Comparison) Metric Bias (%) p-value

1. Total Observed Effect
(∆total) (Orig. JSON vs.
Freeform)

Insight -2.09 0.016*
Novelty -0.73 0.036*
Originality -1.11 0.015*

2. Formatting Bias (Bformat)
(Conv. JSON vs. Freeform)

Insight +1.47 0.127
Novelty +1.00 0.088
Originality +1.22 0.134

3. Content Quality
Advantage (Pconstraint) (Conv.
vs. Orig. JSON)

Insight +3.55 —
Novelty +1.73 —
Originality +2.34 —

B Formal Model of Creative Degradation545

To formalize our findings, we model the observed546

creativity score from an LLM judge, Cobs, as a547

function of a solution’s true content quality (Q(S))548

and the judge’s bias for its format (Bformat). Let549

Sf be a solution generated in freeform and Sj be a550

solution for the same problem generated natively551

in JSON.552

The total observed degradation, ∆total, when553

comparing a natively generated JSON response554

to a freeform response is:555

∆total = Cobs(Sj)− Cobs(Sf ) (1)556

This effect can be decomposed. The creative557

constraint penalty (Pconstraint) is the true drop in558

content quality from generating in a constrained 559

format: 560

Pconstraint = Q(Sf )−Q(Sj) (2) 561

The format bias (Bformat) is the judge’s scor- 562

ing preference for a given format. We measure 563

this by comparing a freeform solution (Sf ) to its 564

faithfully converted JSON version (Sf→j), where 565

content quality is constant (Q(Sf ) = Q(Sf→j)). 566

The difference in observed scores isolates the bias: 567

Bformat = Cobs(Sf→j)− Cobs(Sf ) (3) 568

The total degradation is the sum of the negative 569

constraint penalty and the positive format bias: 570

∆total ≈ Bformat − Pconstraint (4) 571

Crucially, our experiment isolates the penalty 572

Pconstraint by comparing the converted JSON re- 573

sponse to the natively generated one. Because both 574

are in the same format, the judge’s format bias can- 575

cels out, revealing the pure difference in content 576

quality: 577

Cobs(Sf→j)− Cobs(Sj)

= (Q(Sf ) +Bformat)− (Q(Sj) +Bformat)

= Q(Sf )−Q(Sj)

= Pconstraint

(5)

578

This value, which we term the Content Qual- 579

ity Advantage of the generate-then-structure ap- 580

proach, is what is reported in row 3 of Table 3. Our 581

results show this advantage (Pconstraint) is signifi- 582

cantly positive, while the format bias (Bformat) is 583

smaller, leading to a net negative ∆total. 584

C Prompt Details 585

This section provides detailed information about 586

the actual prompts and modifiers used in our exper- 587

iments. 588

C.1 Evaluation and Conversion Prompts 589

590
Please evaluate the following text based on its 591

creativity , considering these criteria: 592
- Insight: How deep and perceptive are the ideas? 593
- Originality: How new and unique are the 594

concepts? 595
- Novelty: How surprising and unconventional are 596

the suggestions? 597
598

Provide a score from 1 to 10 for each criterion 599
and a brief justification. 600

601
Return the evaluation as a JSON object with keys 602

insight , originality , novelty , and 603
justification. 604605

Listing 1: Evaluation prompt given to the judge model.
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Your primary goal is to be faithful to the606

original text. Do NOT add any new ideas,607

steps, or creative input. Your role is to608

structure, not create. Preserve all key609

information.610

C.2 Base Instructions for Each Task611

• AUT Task: List as many creative and612

unusual uses for {item} as you can.613

• MacGyver Task: Problem: {problem}614

615

Available Tools: {tools}616

• LiveIdea Task: Ill be submitting617

your next responses to a "Good618

Scientific Idea" expert review panel.619

If they consider your idea to620

be a good one, youll receive a621

reward. Your assigned keyword622

is: "{keyword}". You may provide623

background information. The idea MUST624

be concisely expressed within 100625

words total (including any background626

information). (Note: good scientific627

ideas should be original (novel628

contribution), feasible (technically629

implementable), clearly articulated,630

and address meaningful problems in631

the field.).632

• LiveIdea-Div Task: Generate as many633

creative and unusual scientific ideas634

related to the keyword: {keyword}.635

C.3 Core Prompt Modifiers636

The following modifiers were used to induce differ-637

ent output formats across all tasks:638

• Freeform (Baseline): No modifier was added.639

The agent generated unstructured text.640

• Structured Steps:641

642

Please present the solution as643

a series of numbered steps.644

• Structured JSON:645

646

Please return the answer as a647

JSON object, with the main content648

under the key {key}.649

• Freeform JSON: No explicit modifier, but 650

the model was forced to return JSON via API 651

parameter (response_format={ "type": 652

"json_object" }). 653

• Structured Markdown: 654

655

Please return the answer as a 656

Markdown formatted text, with the 657

main content under a section titled 658

{key}. 659

• Structured XML: 660

661

Please return the answer as an 662

XML formatted text, with the main 663

content under the tag <{key}>. 664

• Structured YAML: 665

666

Please return the answer as a 667

YAML formatted text, with the main 668

content under the key {key}. 669

• MacGyver Div-Conv: 670

671

Please provide a feasible solution 672

concisely. Note that some tools may 673

not be useful. First, analyze the 674

affordance of each presented object 675

and rule out any unnecessary ones. 676

677

Use the following format: 678

679

1. **Affordance Analysis:** List the 680

affordance of each presented item 681

and state whether it is useful. 682

683

2. **Summary:** List only the 684

useful tools. 685

686

3. **Solution:** If the problem 687

is solvable, write the solution in 688

as few steps as possible (e.g., Step 689

1, Step 2...). The answer should 690

ideally be less than 100 words. If 691

it is not solvable, state that and 692

provide a brief justification. 693

C.4 Task-Specific Key Names 694

For each task, we used appropriate key names in 695

the structured formats: 696

• AUT: uses (e.g., <uses>, "uses": [...]) 697
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• MacGyver: ’solution_steps (e.g.,698

<solution_steps>, "solution_steps":699

[...])700

• LiveIdea: criteria (e.g., <criteria>,701

"criteria": [...])702

• LiveIdea-Div: ideas (e.g., <ideas>,703

"ideas": [...])704

C.5 Complete Example Prompts705

Below are complete examples of how the prompts706

were constructed for each task:707

C.5.1 AUT Task Example708

Base: List as many creative and unusual709

uses for paperclip as you can.710

Structured JSON: List as many creative711

and unusual uses for paperclip as you can.712

713

Please return the answer as a JSON714

object, with the main content under the715

key uses.716

C.5.2 MacGyver Task Example717

Base: Problem: You need to reach a book718

on a high shelf. Available Tools: chair,719

rope, paperclip, rubber band720

Structured JSON: Problem: You need to721

reach a book on a high shelf. Available722

Tools: chair, rope, paperclip, rubber723

band724

725

Please return the answer as a JSON726

object, with the main content under the727

key ’solution_steps.728

C.5.3 LiveIdea Task Example729

Base: Ill be submitting your next730

responses to a "Good Scientific Idea"731

expert review panel... Your assigned732

keyword is: "quantum computing"...733

Structured JSON: Ill be submitting your734

next responses to a "Good Scientific Idea"735

expert review panel... Your assigned736

keyword is: "quantum computing"...737

738

Please return the answer as a JSON739

object, with the main content under the740

key criteria.741

C.5.4 LiveIdea-Div Task Example742

Base: Generate as many creative and743

unusual scientific ideas related to the744

keyword: quantum computing. 745

Structured JSON: Generate as many creative 746

and unusual scientific ideas related to 747

the keyword: quantum computing. 748

749

Please return the answer as a JSON 750

object, with the main content under the 751

key ideas. 752

D Qualitative Example of Creative 753

Degradation 754

To provide a concrete illustration of the creative 755

degradation discussed, this section presents a direct 756

comparison of two outputs from the google/gemini- 757

2.5-flash model for the same MacGyver problem. 758

The task was to clean a red wine stain on a carpet us- 759

ing a set of available tools. The freeform response 760

demonstrates a sophisticated, well-reasoned solu- 761

tion, while the JSON-constrained response offers a 762

simplistic and flawed alternative. 763
764

This is a great problem -solving scenario! Here 's 765
a step -by-step plan to clean the red wine 766
stain ... 767

** Strategy :** Absorb , dilute , blot , clean , and 768
dry. 769

**Steps :** 770
1. ** Immediate Action: Absorb Excess Wine (White 771

Bath Towel)** 772
* **How:** Gently but firmly press the 773

white bath towel directly onto the wine 774
stain. Do NOT rub... 775

2. ** Dilute and Lift the Stain (Mineral Water , 776
Plastic Cup , Toothbrush)** 777
* **How:** ... Gently pour a very small 778

amount of mineral water directly onto 779
the remaining wine stain ... Use the 780
toothbrush to very gently agitate the 781
carpet fibers ... 782

... 783
**Why Sugar is NOT Used :** 784
* Sugar is sometimes recommended for fresh wine 785

stains to absorb the liquid , but given the 786
other tools (towel , water), it's unnecessary 787
and could leave a sticky residue that 's 788
harder to remove than the wine itself ... 789790

Listing 2: Freeform Solution: A methodical and
insightful approach.

791
[ 792

{ 793
"step1": "Use the bottle opener to open the 794

sealed bottle of mineral water.", 795
"step2": "Pour a small amount of mineral 796

water onto the red wine stain. Do not 797
oversaturate .", 798

"step3": "Sprinkle a generous amount of sugar 799
directly onto the wet stain. The sugar 800
will help absorb the wine.", 801

"step4": "Gently rub the sugar into the stain 802
using the toothbrush ...", 803

"step5": "Let the sugar sit on the stain for 804
a few minutes to absorb as much wine as 805
possible.", 806

... 807
} 808

] 809810

Listing 3: Freeform JSON Solution: A simplistic and
flawed approach.
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The qualitative differences are substantial.811

The freeform solution demonstrates sophisticated812

problem-solving through its multi-stage strategic813

approach, incorporates critical nuanced instruc-814

tions (e.g., "blot, dont rub"), and exhibits ad-815

vanced reasoning by explicitly identifying coun-816

terproductive approaches. The JSON-constrained817

solution, by contrast, produces a less effective818

linear sequence and recommends the use of819

sugar—precisely the approach that the more cre-820

ative solution correctly identified as problematic.821

This comparison provides a concrete illustration822

of the cognitive constraint effect discussed in the823

main text, demonstrating how structured output re-824

quirements can degrade not only creativity but also825

the fundamental quality of problem-solving.826

E Full Task-Specific Results827

The following table (Table 4) provides a detailed828

breakdown of creativity score changes for each829

task when compared against the freeform baseline.830

All scores are percentage changes. P-values from831

paired t-tests are provided where applicable. A *832

indicates a statistically significant result (p < 0.05).833

F MacGyver Experiment Data834

The following table (Table 5) provides the outcome835

category distribution for different prompt frame-836

works in the MacGyver experiment across various837

models.838

G Bias Decomposition by Model 839

The following table (Table 6) decomposes the ob- 840

served effects into three components, with results 841

broken down by model. All values are the percent 842

bias on a 1-10 scale. P-values in the "Average" row 843

are from paired t-tests on the aggregated data. 844
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Table 4: Full Task-Specific Results: Creativity Score Changes (% vs. Freeform)

Insight Novelty Originality

Task Response Type Change (%) p-value Change (%) p-value Change (%) p-value

AUT
Freeform JSON −23.70 0.000* −21.49 0.000* −20.51 0.000*
Structured JSON −8.81 0.002* −10.48 0.001* −8.49 0.003*
Structured Markdown 1.61 0.286 2.67 0.114 2.14 0.251
Structured Steps −0.80 0.165 0.74 0.254 0.99 0.387
Structured XML −6.22 0.000* −10.66 0.000* −8.82 0.000*
Structured YAML −4.70 0.209 −5.75 0.135 −5.36 0.257

MacGyver
Freeform JSON −26.33 0.000* −23.81 0.000* −23.76 0.000*
MacGyver Div-Conv −3.24 0.234 −6.63 0.152 −6.20 0.246
Structured JSON −11.85 0.000* −7.78 0.150 −10.28 0.000*
Structured Markdown −4.80 0.001* −2.45 0.481 −3.53 0.201
Structured Steps −5.13 0.003* −4.08 0.139 −4.48 0.018*
Structured XML −8.01 0.006* −7.92 0.069 −8.24 0.154
Structured YAML −7.75 0.000* −3.29 0.243 −5.89 0.082

LiveIdea
Freeform JSON −11.87 0.000* −13.15 0.001* −12.57 0.001*
Structured JSON 4.05 0.000* 5.56 0.007* 4.85 0.003*
Structured Markdown 0.52 0.412 0.36 0.184 0.96 0.303
Structured Steps −2.44 0.137 −8.45 0.000* −4.50 0.025*
Structured XML 3.40 0.003* 4.59 0.003* 4.05 0.001*
Structured YAML 3.63 0.025* 4.83 0.055 4.19 0.019*

LiveIdea-Div
Freeform JSON −11.31 0.000* −9.73 0.200 −11.09 0.007*
Structured JSON 3.09 0.055 6.03 0.005* 5.21 0.082
Structured Markdown 2.33 0.064 5.12 0.005* 3.46 0.017*
Structured Steps −0.13 0.354 −0.99 0.207 −0.82 0.539
Structured XML 0.50 0.216 1.80 0.302 1.28 0.347
Structured YAML 1.66 0.088 4.74 0.093 3.63 0.060

H Responsible Research Elaboration845

Artifacts and Licenses The datasets used in this846

study are publicly available and governed by the fol-847

lowing licenses: MacGyver (Apache), AUT (Cre-848

ative Commons), and LiveIdeaBench (MIT). All849

artifacts were used in a manner consistent with their850

intended purpose.851

Data Content The datasets are from public852

sources and, to the best of our knowledge, do not853

contain personally identifying information or of-854

fensive content, having been previously cleaned by855

their creators.856

Computational Resources Experiments were857

conducted using APIs from OpenAI and other LLM858

providers, with a total computational budget of ap-859

proximately $60.860

Ethics Review As this research utilized publicly 861

available, anonymized datasets, a separate ethics 862

review board approval was not sought. 863

AI Assistants in Research AI assistants were 864

used to aid in the research and writing process. 865

All AI-generated contributions were carefully re- 866

viewed, filtered, and edited to ensure they met the 867

standards of our work. 868
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Table 5: MacGyver Experiment Outcome Category Distribution (%)

Model Prompt Framework A B C D E F

google/gemini-2.5-flash

Freeform 80.5 18.5 0 0 0 1
Structured Steps 73.5 26 0 0.5 0 0
Structured JSON 63.5 34 0 0 1 1.5
Freeform JSON 72.5 25 0 0 1.5 1

Structured Markdown 80 20 0 0 0 0
Structured XML 72.5 27 0 0 0.5 0

Structured YAML 77.5 22 0 0 0.5 0
MacGyver Div-Conv 78.5 19 0 0.5 1 1

meta-llama/llama-4-maverick

Freeform 66.5 30 0 1 2 0.5
Structured Steps 61 37 0 0 2 0
Structured JSON 58 38 0 0.5 3 0.5
Freeform JSON 29 19 0 0 21.5 30.5

Structured Markdown 56.5 42 0 0 1.5 0
Structured XML 61.5 34.5 0 0 3 1

Structured YAML 64 35.5 0 0 0.5 0
MacGyver Div-Conv 62 34 0 1 1.5 1.5

mistralai/mistral-nemo

Freeform 21.5 68.5 0 0.5 7 2.5
Structured Steps 20 63 0 1 11 5
Structured JSON 24.5 59.5 0 2 13.5 0.5
Freeform JSON 16 24.5 0 0 23 36.5

Structured Markdown 32 60.5 0 1.5 6 0
Structured XML 21.5 64 0 1 13.5 0

Structured YAML 22 62.5 0 0.5 14 1
MacGyver Div-Conv 45 45.5 0 1 6 2.5

openai/gpt-4o-mini

Freeform 55 42 0 0.5 2 0.5
Structured Steps 47.5 49.5 0 0.5 2 0.5
Structured JSON 50.5 45 0 0.5 4 0

Structured Markdown 55.5 39.5 0 0 4.5 0.5
Structured XML 47 46.5 0 0 6.5 0

Structured YAML 53.5 42 0 0.5 4 0
MacGyver Div-Conv 56.5 36 0 0.5 5 2

openai/gpt-4.1-mini

Freeform 90.5 9.5 0 0 0 0
Structured Steps 77.5 22.5 0 0 0 0
Structured JSON 78 22 0 0 0 0

Structured Markdown 85 15 0 0 0 0
Structured XML 77 23 0 0 0 0

Structured YAML 82 17.5 0 0 0.5 0
MacGyver Div-Conv 81.5 17.5 0 0 0 1
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Table 6: Decomposition of Effects by Model

Analysis Type Model Insight (%) Novelty (%) Originality (%)

1. Agent Performance (Creative Constraint)
google/gemini-2.5-flash -6.07 -5.30 -5.25
openai/gpt-4.1-mini -2.13 -1.54 -1.29
openai/gpt-4o-mini -0.95 1.00 0.35
meta-llama/Llama-4-maverick 0.82 2.42 1.67
mistralai/mistral-nemo -2.09 -0.25 -1.06
Average -2.09 -0.73 -1.11

2. Formatting Bias (Judge Preference)
google/gemini-2.5-flash 0.74 -0.10 0.14
openai/gpt-4.1-mini 0.79 0.24 0.72
openai/gpt-4o-mini 2.08 1.88 2.10
meta-llama/Llama-4-maverick 2.46 2.50 2.52
mistralai/mistral-nemo 1.29 0.46 0.64
Average 1.47 1.00 1.22

3. Content Quality (Generate-then-Structure Advantage)
google/gemini-2.5-flash 6.81 5.20 5.39
openai/gpt-4.1-mini 2.91 1.77 2.01
openai/gpt-4o-mini 3.03 0.88 1.75
meta-llama/Llama-4-maverick 1.64 0.06 0.84
mistralai/mistral-nemo 3.38 0.72 1.69
Average 3.55 1.73 2.34
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