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Abstract001

Current conversational recommendation sys-002
tems focus predominantly on text. However,003
real-world recommendation settings are gen-004
erally multimodal, causing a significant gap005
between existing research and practical ap-006
plications. To address this issue, we pro-007
pose MUSE, the first multimodal conversational008
recommendation dataset. MUSE comprises009
83,148 utterances from 7,000 conversations010
centered around the Clothing domain. Each011
conversation contains comprehensive multi-012
modal interactions, rich elements, and natu-013
ral dialogues. Data in MUSE are automati-014
cally synthesized by a multi-agent framework015
powered by multimodal large language models016
(MLLMs). It innovatively derives user pro-017
files from real-world scenarios rather than de-018
pending on manual design and history data019
for better scalability, and then it fulfills con-020
versation simulation and optimization. Both021
human and LLM evaluations demonstrate the022
high quality of conversations in MUSE. Ad-023
ditionally, fine-tuning experiments on three024
MLLMs demonstrate MUSE’s learnable pat-025
terns for recommendations and responses, con-026
firming its value for multimodal conversa-027
tional recommendation. Our dataset and codes028
are available at https://anonymous.029
4open.science/r/Muse-0086.030

1 Introduction031

Conversational recommendation (CR) (Lei et al.,032

2020) is an emerging research field. It leverages033

natural language to deliver personalized, context-034

aware suggestions for users. Unlike the traditional035

implicit recommendation paradigm (Jalili et al.,036

2018; Wang et al., 2019, 2021), CR emphasizes037

both the recommendation performance and the038

real-time dialogue with users. Some existing CR039

datasets supporting the research, such as Redial (Li040

et al., 2018) and TG-Redial (Zhou et al., 2020), are041

launched through crowdsourcing. Crowdworkers042

That sounds like a wonderful opportunity! It's great that you're looking to
express your style. What kind of accessory are you thinking about? Something

delicate and sparkly could really enhance your look!

Staying with that genre, have you seen Juno (2007) or The Perks of Being a
Wallflower (2012). Those are two really good ones. 

I'm here for get some recommendations. I'm really big on indie romance and dramas. 

 I have a movie bud. She loves comedies like Bad Moms (2016) and is always
trying to drag me to stuff like that. What about you. What are your favorites?

ReDial

MUSE
I've been really excited about an upcoming art workshop, but I'm feeling a bit

uninspired with my wardrobe. I want to look my best, especially since I'll be meeting
other creative people. I'm trying to find the perfect accessory to elevate my outfit.

Oh no! I don't always mind comedies like that but I have to be in the
mood. Neighbors  (2014) wasn't too bad. 

How about the Boho Chic Choker Necklace? Its beautiful multicolor
design, featuring blue accents, will perfectly complement your deep blue
blouse while adding a touch of elegance. Plus, its versatility makes it ideal

for both your art workshop and the upcoming school dance!

I remember the last time I attended an art workshop, I wore a simple outfit but added
a statement necklace that really brought everything together...

User Rec-AssistantConversations

Yes, exactly! I'm envisioning something that complements my deep blue blouse
and adds a touch of elegance. I also want it to be versatile enough for other events,

like a school dance...

Figure 1: Comparison of data cases from Redial and
MUSE. Red denotes interactions about visual features,
and green shows scenario-related content.

take on dual roles as users and rec-assistants, inter- 043

acting with each other to generate CR data. Inno- 044

vatively, Pearl (Kim et al., 2024) and LLM-Redial 045

(Liang et al., 2024) harness the advanced capabili- 046

ties of large language models (LLMs) (Chang et al., 047

2024) to fulfill the simulation of conversation. 048

While these datasets have significant contribu- 049

tions, they still possess limitations. (1) These 050

datasets are predominantly limited to textual modal- 051

ity. However, like other recommendation fields 052

(Zhou et al., 2023), text-only data is insufficient 053

to simulate the multisensory decision-making pro- 054

cesses that characterize real-world shopping be- 055

haviors. Multimodal information is particularly 056

crucial for visually driven fields, such as clothing 057

and food. (2) Their scalability is limited. Given 058

CR’s data-driven nature, CR datasets are supposed 059

to be scaled to include more conversations and a 060

wider range of users and items (Liang et al., 2024), 061

enabling the development of more comprehensive 062

CR systems. Existing LLM-based methods have 063

demonstrated the ability to scale conversation vol- 064

ume, which partially addresses the limitations of 065

crowdsourcing datasets. However, due to their 066

heavy reliance on user history data, their user and 067
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Table 1: Comparison Between MUSE and some dialogue datasets. Exp. Rec means ‘Expainable Recommendation.’
Conv. Scal. and U/I. Scal. are the scalability of conversations and users/items

Datasets #Dial. #Utter. Domains Types Exp. Rec Conv. Scal. U/I. Scal. U. Profile Modal

Multimodal Dialogue Datasets

SURE(Long et al., 2023) 12K 223K Fashion, furniture Task-oriented.Dial − × − − VR+Text
SIMMC1.0(Crook et al., 2021) 13K 169K Fashion, furniture Task-oriented.Dial − × − − VR+Text
SIMMC2.0(Kottur et al., 2021) 11K 117K Fashion, furniture Task-oriented.Dial − × − − VR+Text
IGC(Mostafazadeh et al., 2017) 4K 25K Image concepts Image-based QA − × − − Image+Text
GuessWhat(De Vries et al., 2017) 155K 1.6M Image concepts Image-based QA − × − − Image+Text
MMD(Saha et al., 2018) 150K 6M Fashion Conv.Search − × − − Image+Text
MMCONV(Liao et al., 2021) 5.1K 39.7K Travel Conv.Search − × − − Image+Text

Conversational Recommendation Datasets

Redial(Li et al., 2018) 10K 182K Movie Conv.Rec × × × From human design Text
OpenDialKG(Moon et al., 2019) 15K 91K Movie, Book Conv.Rec × × × From human design Text
TG-Redial(Zhou et al., 2020) 10K 129K Movie Conv.Rec × × × From human design Text
DuRecDial(Liu et al., 2020) 10.2K 156K Movie, Music, Food Conv.Rec × × × From human design Text
INSPIRED(Hayati et al., 2020) 1K 35K Movie Conv.Rec × × × From human design Text
Pearl(Kim et al., 2024) 57.2K 482K Movie Conv.Rec ✓ ✓ × From history data Text
LLM-Redial(Liang et al., 2024) 47.6K 548K Movie, Book, Sports Conv.Rec ✓ ✓ × From history data Text

MUSE 7K 83K Cloth, Shoes, Jewelry Conv.Rec ✓ ✓ ✓ From real-world scenarios Image+Text

item coverage remains confined to historically col-068

lected data. Moreover, facing increasingly stringent069

privacy regulations (Voigt and Von dem Bussche,070

2017; Regulation, 2016; Harding et al., 2019) and071

cold-start situations (Lam et al., 2008), these meth-072

ods become hard to apply.073

To tackle these challenges, we introduce MUSE,074

a MUltimodal Conversational Recommendation075

Dataset with ScEnario-grounded user profiles. To076

the best of our knowledge, it is the first multimodal077

dialogue dataset specifically designed for CR tasks.078

MUSE is based on real-world products from the079

multimodal dataset, Amazon Cloth, Shoes, and080

Jewelry (Hou et al., 2024), and comprises a to-081

tal of 7,000 multimodal conversations. Figure. 1082

illustrates comparative case studies of conversa-083

tions drawn from ReDial and MUSE. Motivated084

by the effectiveness of LLM-based data synthe-085

sis in previous works, a multi-agent framework086

powered by Multimodal LLMs (MLLMs) facili-087

tates conversations in MUSE. The framework has088

three modules: Scenario-Grounded User Profile089

Generator, Simulated Conversation Generator, and090

Conversation Optimizer. Inspired by the under-091

standing that user engagement in recommendations092

involves both preference-based interactions (“I093

like...”) and scenario-grounded requirements (Paul094

et al., 2016) (“Need for wedding/sports...”), the095

Scenario-Grounded User Profile Generator adopts096

an innovative approach. It places roles within097

different real-world scenarios and identifies their098

diverse needs to match different suitable target099

items, resulting in scenario-grounded user profiles.100

The infinite diversity of real-world scenarios natu-101

rally brings the scalability of both users and items.102

The Simulated Conversation Generator utilizes an103

ensemble of interconnected sub-agents that syn-104

ergistically leverage multimodal information for105

advanced dialogue simulation. The system inte-106

grates fine-grained multimodal characteristics into 107

the conversation process and adds natural chit-chat 108

parts that simulate human conversations. The Con- 109

versation Optimizer consists of a Rewriter and a 110

Reviewer. The former amplifies dialogue diversity 111

through both sentence/word variation and collo- 112

quial elements, and the latter filters out conver- 113

sations that are not eligible, ensuring data qual- 114

ity in MUSE. As a result, MUSE offers diverse 115

element-rich multimodal conversations and keeps 116

remarkable scalability because of the framework. 117

Table. 1 presents a comparison between MUSE and 118

representative datasets, which are categorized into 119

multimodal dialogue datasets and CR datasets. 120

We perform comprehensive assessments of 121

MUSE conversations through both human evalua- 122

tion and LLM analysis, evaluating them from both 123

global and granular perspectives. Empirical re- 124

sults indicate that MUSE generates dialogues with 125

exceptional fluency, diversity, depth of bilateral 126

interaction, and multimodal coherence. To val- 127

idate the utility of MUSE as a multimodal con- 128

versational recommendation (MCR) dataset, we 129

conduct extensive evaluations on three representa- 130

tive open-source MLLMs under both zero-shot and 131

fine-tuned configurations. The quantitative results 132

demonstrate MUSE’s capacity to facilitate reliable 133

recommendation reasoning and response genera- 134

tion for CR, establishing its value as a benchmark 135

dataset for MCR. 136

2 Related Work 137

2.1 Conversational Recommendation 138

Conversational recommendation (CR) research can 139

be broadly divided into two categories (Jannach 140

et al., 2021; Fu et al., 2020; Jannach and Chen, 141

2022). The first frames the task as a multi-step 142

decision-making process, leveraging reinforcement 143
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learning to minimize the number of conversation144

rounds required to identify the target item (Deng145

et al., 2021; Zhang et al., 2022). The second pri-146

oritizes natural language communication, aiming147

to gain a deep understanding of user preferences148

through conversation and, in some cases, even influ-149

ence those preferences (Li et al., 2018; Wang et al.,150

2022a; Ravaut et al., 2024). Our work centers on151

the latter. Since the inception of the Redial dataset152

(Li et al., 2018), numerous crowdsourcing datasets153

(Moon et al., 2019; Zhou et al., 2020; Liu et al.,154

2021; Hayati et al., 2020) have emerged, expand-155

ing the CR task across various data. Pearl (Kim156

et al., 2024) and LLMRedial (Liang et al., 2024)157

introduce innovative approaches with LLMs. How-158

ever, these datasets are limited to plain text. MUSE159

marks a major breakthrough in the field as a multi-160

modal conversational recommendation dataset.161

2.2 LLM-Driven Data Synthesis162

Large Language Models (LLMs) possess exten-163

sive and diverse world knowledge (Zhao et al.,164

2023), enabling them to comprehend and gener-165

ate complex language with human-like proficiency.166

Therefore, LLMs have demonstrated remarkable167

potential in data synthesis (Ding et al., 2024; Wang168

et al., 2022b; Sahu et al., 2022), especially in169

generating conversational datasets (Abbasiantaeb170

et al., 2024; Kim et al., 2022). In the realm of171

conversational recommendation, two prominent172

approaches—Pearl (Kim et al., 2024) and LLM-173

Redial (Liang et al., 2024)—have gained recogni-174

tion. While the two approaches enable increased di-175

alogue quantity, they struggle to diversify user and176

item coverage due to their reliance on history data.177

MUSE ingeniously harnesses the vast world knowl-178

edge embedded in multimodal LLMs to craft user179

profiles and match target items, enabling full scala-180

bility in conversational recommendation datasets.181

3 MUSE Construction182

We construct MUSE, the first MCR dataset, which183

is built based on real-world clothing product in-184

formation. In this section, we introduce the multi-185

agent framework behind MUSE for conversation186

synthesis, which is organized into three func-187

tional components as descriptions in Figure. 2: ①188

Scenario-Grounded User Profile Generator; ② Sim-189

ulated Conversation Generator; ③ Conversation190

Optimizer. The main backbone LLM of this frame-191

work is gpt-4o-mini1; check Appendix A.4 for 192

more MLLM settings. 193

3.1 Data Preprocess 194

To anchor MUSE conversations in real-world prod- 195

ucts, we utilize the Amazon Clothing, Shoes, and 196

Jewelry dataset (Hou et al., 2024), which combines 197

both textual and visual information. Using multi- 198

modal product information, we build a local prod- 199

uct database to support subsequent product retrieval 200

operations, where each product is accompanied by 201

a main image and a text description. The detailed 202

processing is documented in the Appendix A.1. 203

3.2 Scenario-Grounded User Profile 204

Generator 205

In the real world, users’ immediate purchasing de- 206

cisions are not solely driven by personal interests 207

but are significantly influenced by a multitude of 208

external factors (Piligrimienė et al., 2020). Among 209

these, scenario context plays a pivotal role, as dif- 210

ferent scenarios, such as buying a suit for a party 211

or a T-shirt for the summer, drive diverse consumer 212

needs, requiring tailored products to meet them. 213

Note that these requirements can correspond to 214

multimodal product features. Ideally, every user 215

need can be traced back to a real-life scenario, just 216

as suitable scenarios and users can be identified 217

for any product, which naturally enables flexible 218

scalability in both user and item. Building on this 219

concept, we develop the Scenario-Grounded User 220

Profile Generator, whose entire process can be di- 221

vided into two steps, each assigned to a dedicated 222

agent. The first step is to collect diverse real-world 223

basic scenarios. In the second step, we situate users 224

in various scenarios and match them with products 225

that align with both the scenario requirements and 226

their individual characteristics to get detailed user 227

profiles to support the subsequent user simulator. 228

Figure. 3 illustrates the whole workflow. 229

3.2.1 Basic Scenario Generation 230

Basic scenarios reflect real-world events that shape 231

user shopping behavior. To capture a diverse range 232

of such scenarios, the Basic Scenario Generator 233

harnesses the expansive capabilities of LLMs. It 234

begins with a set of seed scenarios related to cloth- 235

ing purchases, including but not limited to attend- 236

ing important occasions, meeting athletic needs, 237

celebrating special dates, and purchasing gifts 238

for friends and family. Utilizing the self-instruct 239

1https://openai.com
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Hi! I recently bought a lovely red skirt that I absolutely adore.
I'm looking for something to pair with it for a casual outing. I
want to create a stylish yet comfortable look

Action Control

Action

Compare

Reject Accept

Chit-chat

Data Collection

Conversations

Rewriter

Profile

Basic Information

Target Item

I appreciate the suggestion, but I'm really looking for a lightweight,
open-front shrug ... , rather than a button-up design. It’s important 
...   comfortable for my outing with friends.  

Purchase Backstory

Manager

Chatter Querier

Conv.
Optimizer

Chit-chat

Action

Recommend

Chit-chat

Analyse
Requirements

Query Item

Action

Clarify 

Query

Rerank

Recommendation

...,  I recommend ... perfect for transitioning between
different temperatures while keeping you stylish. The round
neck and casual design, along with its subtle graphic print ...

... ...  ...
I love the idea of adding a cheerful touch to an outfit! ... I remember
wearing a similar top during a picnic last summer... 

... ...  ...
For your casual outing, I recommend ...  perfect for layering

over your red skirt ... Its cropped design ensures it won't add
bulk, allowing you to move freely throughout your day.

Thank you ... exactly what I was looking for to pair with my
red skirt. ...making it easy to move around while looking chic! 

Hello there! I'm delighted to assist you today.  What can I do for you ?

I'm planning to wear this outfit for a casual outing with friends ... 

That sounds like such a delightful memory! A cheerful print can definitely
elevate the mood of any outing.  ...

Greeting

Recoomend

Reject

Chit-chat

Chit-chat

Recommend

Accept

Talk about
the Scenario

Search
Candidate

Items From
Local DB

Bad

Good
Drop

Save

Action
Decide

Action
Decide

Red: Visual-related Information Green: Scenario-relaed Information

Recommendation Assistant
... ...  ...

Reviewer

Content

Expression

Scenario-Grounded
User Profile
GeneratorU

nique

Load
User

Rewrite

Regulate

User

① Scenario-Grounded User Profile Generator      ② Simulated Conversation Generator (User, Rec-Assistant, Manager)     ③ Conversation Optimizer

①

②

②

②

The overall process of the Multi-
Agent Framework for Conversation

Synthesis behind Muse

Mentioned Items

Open-dialogue

Text-open

Multimodal-open

③

Figure 2: The multi-agent framework for synthesizing MCR data in MUSE.

method (Wang et al., 2022b), we expand the sce-240

narios. During this expansion, the BLEU (Papineni241

et al., 2002) metric is adopted to eliminate dupli-242

cates, ensuring that the collected real-world scenar-243

ios maintain their diversity. Ultimately, we identify244

593 basic scenarios for MUSE.245

3.2.2 User Profile Generation246

In our design, a complete user profile consists of247

three key components: basic user information, tar-248

get products, and the purchase backstory. To en-249

hance the traditional user profile, we incorporate250

detailed driving information about the user’s cur-251

rent shopping behavior, which we call the Purchase252

Backstory. This addition provides a more compre-253

hensive explanation of the user’s motivation based254

on scenario requirements, enabling more accurate255

role simulation (Chen et al., 2024). Specifically,256

we first generate basic user information, including257

demographic details such as age and occupation,258

and then match the user with a specific scenario and259

a target product. In this step, we utilize MLLMs260

to evaluate the rationality of the (user, scenario,261

product) combination from two perspectives: user-262

product matching and scenario-product matching263

and screen low-quality results. In the second step,264

the MLLMs generate a purchase backstory for each265

reasonable combination (user, scenario, product).266

Here, we also employ the BLEU metric to remove267

duplicates, ensuring the uniqueness of each pur-268

chase backstory. By integrating the above informa-269

tion, we create scenario-grounded user profiles.270

3.3 Simulated Conversation Generator 271

This generator comprises three specialized agents: 272

a User Simulator and a Rec-assistant Simulator, 273

both dedicated to simulating user dialogues through 274

iterative multimodal interactions, and a Manager 275

that oversees the actions of the two simulators and 276

collects data, as shown in Figure. 2. 277

3.3.1 User Simulator 278

The user simulator adopts scenario-grounded user 279

profiles generated above for role-playing. Research 280

by (Zhang et al., 2024; Wang et al., 2023a) demon- 281

strates that advanced LLMs are highly effective 282

in performing user simulation tasks. Among the 283

factors in the provided user profiles, two stand out 284

as having the greatest impact on CR. (1) Scenario- 285

based Requirements represent the users’ primary 286

concerns and needs, which are seamlessly incor- 287

porated into open-dialogues. Open-dialogues rep- 288

resent the first few rounds of the conversation, in 289

which rec-assistant learns some basic requirements 290

from the user through question and answer, ex- 291

plained in Section 3.3.3. (2) Target requirements 292

specify the desired features of the target item of 293

the user. These requirements align with Pearl’s 294

methodology (Kim et al., 2024), equipping the user 295

simulator with a clear framework to generate more 296

precise and insightful feedback. 297

The user simulator is designed to perform two 298

primary types of actions. (1) Actions towards rec- 299

ommended items. The user compares the recom- 300

mended product’s visual and textual information 301
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               Basic Information: name (Kyle Phillips), age (65),...
               Purchase Backstory: As Kyle Phillips His granddaughter's 
                                graduation is just around the corner, he wants 
                                 a new pants to...
               Target item: title(Southpole Men's Belted ...), categories ([pants, ..])...

 Item id: 3754

 Categories: [..., Pants, Casual,...] 

 Features: [..., 100% cotton ...]

 Title: Southpole Men's Belted ...

...

BLEU-based
DeduplicationDrop

Quality 
Assessment

Target Item

Scenario-grounded User Profile

Add New
User Profile

Duplicate Unique

Five years old boy 
wants a high-heels 

for the 
high-school graduate... 

Backstory Generation

Bad

Match Target Item

Unreasonable
(User, Scenario, Item) Good

Attend his granddaughter's graduation
Basic Scenario

Name: Kyle Phillips

Age: 65 ; Gender: Male

Profession: Set designer
Cloth type: Pants

Basic user information

Real-world Seed Scenarios 
Self-Instruct

Scenario-Grounded
User Profile
Generator

Figure 3: Workflow of the scenario-grounded user pro-
file generator

against his/her requirements to identify any dis-302

crepancies. If the product falls short of the user’s303

needs, the simulator provides a logical justification304

for rejection. When the product aligns with require-305

ments, it generates an acceptance response with ap-306

propriate appreciation. (2) Chit-chat. (Wang et al.,307

2023b; Liang et al., 2024) emphasize chit-chat is308

a vital component of natural human dialogue. Ex-309

isting LLM-based datasets have largely overlooked310

it while MUSE acknowledges and incorporates this311

crucial aspect into conversations.312

3.3.2 Rec-assistant Simulator313

The rec-assistant simulator is composed of two314

sub-agents: Chatter, which specializes in user315

communication, and Querier, which handles rec-316

ommendations and provides product information.317

This division is designed to align with the primary318

goals of conversational recommendations: deliver-319

ing high-quality interactions and offering products320

that meet user expectations.321

Chatter. Chatter prioritizes the quality of its322

responses and supports two main actions: recom-323

mendation and chit-chat. For recommendations,324

it prompts the Querier to provide a suitable prod-325

uct. Based on the contextual information, Chatter326

evaluates the compatibility between the product’s327

multimodal information and the user’s needs, using328

this alignment as a key selling point in its recom-329

mendation. Chit-chat focuses on responding to the330

user’s casual dialogues, offering engaging content331

and emotion support for better user experiences.332

Querier. Querier is responsible for finding prod-333

ucts that meet the user’s exposed requirements.334

First, the Querier analyzes the overall current con-335

versation to craft the user’s interests. Then, it clari-336

fies the user’s interests because in natural language 337

expression, the user’s preferences may be vague, 338

and they need to be matched with the local database 339

that focuses on attribute descriptions. For example, 340

"need a quick-drying clothing" will be clarified as 341

"need clothes made of polyester, modal... materi- 342

als." Based on the clarified user needs, a rough re- 343

trieval is performed from local products, followed 344

by LLM-powered reranking to identify the best- 345

matched product. Chatter is provided with multi- 346

modal information of the best-matched product. If 347

the round limit is reached, the Querier provides the 348

user’s target product to end the conversation. 349

3.3.3 Manager 350

The Manager’s responsibilities encompass three 351

key functions: (1) initiating the open-dialogues to 352

start conversations, (2) orchestrating action control 353

to regulate the exchanges between users and the 354

rec-assistant in each round, and (3) performing data 355

collection to document the conversation content. 356

Open-dialogue. Open-dialogues refer to some 357

initial exchanges between the user and the system 358

at the start of the recommendation process, primar- 359

ily involving greetings and basic inquiries. It is 360

commonly observed in artificial CR datasets (Li 361

et al., 2018; Zhou et al., 2020), underscoring its 362

significance as a feature of human conversations. 363

Therefore, in MUSE, we integrate the simulation 364

of two types open-dialogue to further imitate hu- 365

man conversations. One is the text-open, like those 366

text-only datasets. The other is the multimodal- 367

open, designed to accommodate users who need 368

to express their needs with images. We constrain 369

multimodal-open dialogues specifically to outfit- 370

matching applications, which is a common concern 371

in Clothing data (Lin et al., 2019; Xu et al., 2024). 372

In the context of clothing datasets, outfit coordina- 373

tion represents a typical multimodal-open use case - 374

such as "Please select a T-shirt to complement these 375

pants" accompanied by an image. More details are 376

in Appendix A.2. 377

Action Control. The Manager needs to guide 378

the actions of the user and rec-assistant in rounds, 379

mainly to control the distribution of chit-chat 380

rounds and recommendation rounds. Different ac- 381

tion monitoring strategies can be tailored to specific 382

contexts. For example, "the longer the conversa- 383

tion, the less likely users are to engage in chit-chat," 384

which is the approach we have adopted. 385

Data Collection. The process is straightforward: 386

Manager records and organizes the conversation 387
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content in a structured format.388

3.4 Conversation Optimizer389

The conversation optimization system consists390

of two specialized agents—the Rewriter and Re-391

viewer—who work in tandem to enhance conver-392

sation diversity and perform conversation quality393

assessments to screen low-quality conversations.394

3.4.1 Rewriter395

In the previous conversation generation process, to396

ensure the agents strictly followed the instructions397

in the prompt, maintain dialogue stability, and re-398

lieve LLM hallucinations, we set the MLLM model399

temperature for both the User and Rec-Assistant400

Simulators to 0.1. However, the setting results in401

the sentence structure and wording of the User and402

Rec-Assistant outputs being relatively repetitive.403

To introduce more diverse expressions in MUSE,404

we implement a Rewriter tasked with modifying405

the sentence structure and wording of the dialogue.406

An internal supervision mechanism is employed to407

ensure consistency in content, with particular em-408

phasis on preserving the accuracy and immutabil-409

ity of product attribute information. Additionally,410

we incorporate probabilistic "use colloquial expres-411

sions" instructions into the prompt to generate more412

human-like responses. As a result, greater diver-413

sity in expressions is achieved while maintaining414

logical coherence. The details are in Appendix A.3.415

3.4.2 Reviewer416

After completing all conversation rounds, we eval-417

uate the overall quality of the conversation to filter418

out low-quality products. To ensure a reliable as-419

sessment, we use three key indicators: content qual-420

ity, logical fluency, and user consistency. These421

indicators collectively assess the conversation con-422

tent, and a scoring strategy is applied to calculate423

the total score. The combined results are then used424

to evaluate and screen the conversations effectively.425

4 Experiments426

In this section, we present comprehensive experi-427

ments to validate the value of MUSE. Initially, we428

analyze various data parameters in MUSE along429

with the composition of its dialogue elements.430

Then, we assess the dialogue quality in MUSE431

using a two-fold evaluation methodology: over-432

all conversation-level quality and utterance-level433

quality. Furthermore, to demonstrate the practical434

18.8%

7.4%

13.0%

9.7%

12.4%

11.4%

7.1%

12.7%

3.5%
4.1%

Element
Distribution

Roles
Rec-assistant
User

Element Types
Visual Elements
Non-visual Elements
Scenario-related Elements
User Preferences
Other Elements

Element Types
Visual Elements
Non-visual Elements
Scenario-related Elements
User Preferences
Other Elements

Figure 4: Distribution of dialogue Elements in MUSE

utility of our dataset for the conversational recom- 435

mendation, we conduct experiments with three rep- 436

resentative open-source MLLMs, evaluating their 437

performance in both recommendation generation 438

and response generation on MUSE. 439

Table 2: Dataset Statistics of MUSE and other datasets.

Metric MMCONV Redial INSPIRED Pearl MUSE
#Users − 1.0K 1.0K 4.7K 7.0K
#Items − 51.7K 1.7K 9.4K 13.7K
#Images 114K − − − 13.7K

#4-Grams 230K 38K 140K 3.5M 2.3M
Distinct-3 0.24 0.27 0.55 0.09 0.30
Distinct-4 0.38 0.48 0.76 0.18 0.54
Avg.word/Turn 12.8 7.6 7.9 34.7 46.6

4.1 Statistics of MUSE 440

A comparative analysis of basic statistics between 441

MUSE and three conversational recommendation 442

datasets is shown in Table. 2. Both PEARL and 443

MUSE demonstrate notably higher average word 444

counts per conversation. It indicates that synthe- 445

sized data from LLMs tend to produce more exten- 446

sive expressions. Furthermore, the higher 4-grams 447

(Loper and Bird, 2002) (nltk==3.9.1) confirms the 448

presence of more distinctive content, more likely 449

due to the detailed articulation of fine-grained prod- 450

uct features. An intriguing observation emerges: 451

PEARL exhibits notably low distinct-n (Li et al., 452

2015). Upon further investigation, we discover 453

that while Pearl contains richer product content, it 454

demonstrates excessive repetition in its dialogue 455

patterns and phrasal expressions. The presence 456

of rigid sentence patterns can substantially reduce 457

conversational diversity and hinder the generaliza- 458

tion ability of trained systems. MUSE overcomes 459

this limitation by employing a Rewriter, which ef- 460

fectively diversifies sentence structures and lexi- 461

cal choices, thereby improving overall data quality. 462

More discussion is placed in Appendix B.3. 463

Also, we employ gpt-4o to extract and clas- 464

sify dialogue elements across 5,000 dialogues in 465

6



Table 3: Comparison of different datasets across multi-
ple evaluation metrics

Metrics MMCONV Redial INSPIRED PEARL MUSE

Natural(0-2) 1.41 1.57 1.71 1.66 1.85
Logical(0-2) 1.41 1.60 1.62 1.78 1.88
Informative(0-2) 1.37 1.53 1.51 1.67 1.80
P-C Correlation(0-2) 1.68 1.92 1.83 1.50 1.98
I-T Correspondence(0-2) 1.35 - - - 1.91
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Figure 5: Utterance-level comparison: the quality be-
tween human responses and Muse’s utterances,

MUSE to conduct an in-depth analysis. Figure. 4466

illustrates the distribution of main dialogue ele-467

ments in the Muse dataset. The dialogue elements468

are systematically categorized based on both their469

functional types (Element Types) and participant470

sources (Roles). The analysis reveals that both471

users and Rec-assistants frequently incorporate472

visual and scenario-related elements in their ex-473

changes, accounting for a substantial proportion474

of the dialogue content. This highlights the impor-475

tance of these elements in enriching interactions476

and supporting communication within MUSE.477

4.2 Conversation-level Evaluation478

To evaluate the global quality of our dataset, we479

conduct comparative analyses against four repre-480

sentative datasets with similar characteristics to481

MUSE: MMCONV, Redial, Inspired and PEARL482

as Table. 3. Given the widespread adoption and483

proven effectiveness of LLMs in various evaluation484

tasks (Liu et al., 2023; Desmond et al., 2024), we485

select the LLM-based method for conversational-486

level evaluation. Furthermore, utilizing LLM eval-487

uation offers a distinct advantage: given the unique488

content and structural characteristics of MUSE, con-489

ventional manual assessment for conversation-level490

quality could potentially introduce subjective bi-491

ases. 200 conversations are randomly sampled492

from each dataset, and LLMs are employed to493

evaluate them on a scale of 0-2 across five di-494

mensions: dialogue naturalness (Natural), logical495

coherence (Logical), information richness (Infor-496

mative), product-context relevance (P-C Correla-497

tion), and image-text alignment (I-T Correspon-498

dence, specifically for multimodal datasets). De- 499

tails are presented in Appendix D.4. The results 500

demonstrate MUSE’s superior performance across 501

all five metrics. MUSE’s high scores in naturalness 502

and coherence establish the fundamental quality. 503

The high informative score observed in MUSE and 504

PEARL reflects a characteristic advantage of LLM- 505

synthesized datasets. The strong P-C Correlation of 506

MUSE confirms its suitability for recommendation 507

tasks. Regarding I-T Correspondence, MUSE out- 508

performs the typical multimodal dialogue dataset 509

MMCONV (Liao et al., 2021), attributed to its 510

richer integration of image-explanatory elements. 511

4.3 Utterance-level Evaluation 512

In order to evaluate quality at the utterance-level, 513

we randomly select conversation contexts from 514

MUSE and instruct annotators to generate re- 515

sponses based on these contexts. This process 516

created "artificial utterances" for direct compari- 517

son with the original ones within the same contexts. 518

Noting that by holding the same contexts and fo- 519

cusing solely on the quality of single-utterance re- 520

sponses, potential biases are significantly reduced. 521

Therefore, we choose to apply manual judgment to 522

perform an utterance-level evaluation to assess the 523

quality of conversations in MUSE from more per- 524

spectives. Specifically, annotators are presented 525

with masked paired responses, informed of the 526

given context, and asked to perform anonymous 527

1:1 comparisons to determine which response is 528

better across four perspectives: Logical, Informa- 529

tive, Natural, and Coherence (Context Coherence). 530

Figure. 5 demonstrates that original dialogues in 531

MUSE are superior quality compared to human- 532

authored dialogues. Our observations suggest that 533

this disparity arises from the LLM’s ability to thor- 534

oughly interpret and present product attributes. All 535

annotators are graduate students from our univer- 536

sity with expertise in conversational recommenda- 537

tion tasks. We provide detailed task descriptions 538

and a fair, anonymous evaluation environment as 539

Appendix D.5. Three of them are responsible for 540

utterance generation, while the other three conduct 541

anonymous 1:1 evaluations. 542

4.4 Evaluation on Conversational 543

Recommendation Task: Recommend 544

We investigate the applicability of MUSE for rec- 545

ommendation tasks by conducting recommenda- 546

tion experiments with MUSE on three open-source 547

MLLMs: Qwen2-VL-7B-Instruct(Wang 548

7



Table 4: Recommendation performance of different
models under zero-shot and fine-tuning settings

Setting Recall@10 Recall@20 MRR@10 MRR@20

LlaVA-NEXT-Llama3-8B

Zero-Shot 0.16 0.25 0.07 0.09
Finetune 0.25 0.37 0.13 0.16

Yi-VL-6B

Zero-Shot 0.15 0.23 0.07 0.08
Finetune 0.25 0.35 0.12 0.14

Qwen-2-VL-7B

Zero-Shot 0.20 0.33 0.12 0.13
Finetune 0.34 0.45 0.22 0.24

et al., 2024), LlaVA-Next-LLaMA-8B(Li et al.,549

2024), and Yi-VL-6B(Young et al., 2024). Mod-550

els are tasked with generating queries based on551

multimodal contexts to recall items for recommen-552

dation in the current round. Then we use recall@n553

and mrr@n to evaluate the accuracy. The fine-tuned554

models underwent Low-rank adaptation Finetune555

(LoRA) (Hu et al., 2021) using 200 conversations556

as the setting in (Liang et al., 2024), with actual557

queries serving as the golden responses for train-558

ing. Table. 4 contrasts the performance metrics.559

The consistent performance gains across all mod-560

els validate our dataset’s effectiveness, supporting561

previous findings (Bao et al., 2023b,a) that sug-562

gest LLMs require fine-tuning for recommendation563

tasks. Notably, the relative performance ranking564

among the three models remained consistent across565

both two settings, aligning with their respective566

rankings on OpenCompass’s MMBench (Liu et al.,567

2025). This consistency validates our dataset’s568

internal coherence of recommendation logic and569

demonstrates its discriminative power in differenti-570

ating model capabilities.571

4.5 Evaluation on Conversational572

Recommendation Task: Response573

Although LLMs excel at general conversation, their574

response efficacy as specialized rec-assistants war-575

rants investigation. We evaluate three MLLMs in576

Section 4.4, comparing their performance before577

and after fine-tuning. The fine-tuning protocol im-578

plements a dual-mode approach: (1) For recom-579

mendation rounds, the model receives both contex-580

tual information and specific multimodal details581

of the product to be recommended in the current582

round to generate an appropriate recommendation583

response. (2) For standard conversation rounds,584

the model generates responses based solely on585

the dialogue context. As illustrated in Table. 5,586

fine-tuning significantly improved the alignment587

between LLM responses and our dataset patterns.588

This improvement demonstrates two key findings:589

Table 5: Response performance of different models
under zero-shot and fine-tuning settings (p-value).

Setting BLEU-4 ROUGE-1 ROUGE-L Distinct-4 Avg. Words

LlaVA-NEXT-Llama3-8B

Zero-Shot 17.1 17.2 9.61 0.63 86.6
Finetune 44.0 37.8 27.2 0.64 52.6

Yi-VL-6B

Zero-Shot 16.5 16.7 9.48 0.58 107.7
Finetune 44.1 37.7 27.1 0.63 54.9

Qwen-2-VL-7B

Zero-Shot 41.1 35.3 23.5 0.69 72.3
Finetune 46.8 42.7 31.5 0.71 48.7

Table 6: Comparison between responses from zero-shot
and finetuned models

Zero-Shot Finetune

Win Ratio 0.12 0.88

first, our dataset contains learnable response pat- 590

terns for rec-assistant; second, the enhanced re- 591

sponse diversity indicates that LLMs can generate 592

more specific and varied outputs for conversational 593

recommendation after training. 594

Additionally, we randomly sample 100 pairs of 595

zero-shot and finetuned responses from different 596

models and combine them for anonymous man- 597

ual evaluation as Appendix D.5. As shown in the 598

Table.6, responses generated from fine-tuned mod- 599

els are more favored by users. Interview feedback 600

indicated that evaluators generally find fine-tuned 601

responses better capture users’ key interests within 602

the given context. 603

5 Conclusion 604

Existing conversational recommendation (CR) re- 605

search focuses solely on text, leaving a gap with 606

real-world applications. MUSE, the first multi- 607

modal conversational recommendation dataset with 608

7,000 Clothing-related conversations, is introduced 609

to bridge the gap. Validated by LLMs and hu- 610

mans, the conversations in MUSE are shown to be 611

highly informative, fluent, and logically coherent. 612

Through benchmark testing on several multimodal 613

LLMs (MLLMs), we demonstrate that MUSE ex- 614

hibits reliable recommendation and response logic, 615

making it a valuable resource for CR research. The 616

conversations in MUSE are automatically gener- 617

ated using a multi-agent framework powered by 618

MLLMs, which leverages a scenario-grounded ap- 619

proach to create user profiles tailored to specific 620

products and simulate realistic CR conversations. 621

Addressing the scalability limitations of existing 622

CR data synthesis methods, it holds the potential 623

to expand MCR datasets to include a wider range 624

of domains, users, and products in the future. 625
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6 Limitation626

The synthesis process of conversations in MUSE re-627

lies extensively on the powerful capabilities of mul-628

timodal large models (MLLMs). As a result, the629

data quality is inherently influenced by the model’s630

capabilities. Due to cost constraints, we opt to use631

gpt-4o-mini as the primary model instead of632

the more powerful but more expensive gpt-4o.633

Similarly, because API calls for image processing634

are expensive and each conversation synthesis in-635

volves reading a large number of images, we are636

unable to scale the dataset to the size of pure text637

datasets like PEARL and LLM-Redial. In addition,638

while MUSE’s conversations already include more639

rounds than some existing datasets and can be fur-640

ther extended based on specific settings, increasing641

the context length and the number of images can im-642

pact the response generation capabilities of LLMs.643

As a result, we do not pursue the synthesis of CR644

data with ultra-long dialogue rounds. In the future,645

we plan to explore prompt compression techniques646

to address this limitation.647
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A Implementation Details966

A.1 Data Preprocess967

During data preprocessing, our primary task is to968

build a local database using the multimodal infor-969

mation of the products, which supports subsequent970

product retrieval. The local product database con-971

tains a subset of the Amazon Cloth, Shoes, and Jew-972

elry products. The process is as follows. Due to the973

extensive volume of products in the initial dataset,974

we strategically reduce the product count and elim-975

inate items with incomplete multimodal informa-976

tion to yield a refined dataset comprising 94,209977

products. In the subsequent phase, we construct a978

local product database utilizing both the visual and979

text information of the product. Initially, we uti-980

lize MLLMs (gpt-4o-mini) to summarize the981

product’s multimodal data, eliminating redundant982

details, marketing language, and other noise. This983

process ensures that the revised summary focuses984

on the fundamental and visual attributes of the prod-985

uct itself. Following this, we use the summary of986

products to establish a local product database with987

BGE-M3(Multi-Granularity, 2024). Alternatively,988

multimodal embedding models can be employed,989

which hold the advantage of retaining more of the990

original information; however, they also present991

the risk of introducing additional noise. Finally,992

13,754 products in the local product database are993

used for the synthesis of MUSE data.994

A.2 Details of the Open-dialogues995

Our dataset incorporates two distinct approaches996

for conversation initiation. The first approach fol-997

lows traditional crowdsourcing conversational rec-998

ommendation systems, where users articulate their999

needs through text, which is ’text-open.‘ To inte-1000

grate multimodal elements, we introduce a second1001

approach that allows users to express their require-1002

ments through images, which is ’multimodal-open‘.1003

Scenario-Grounded
User Profile

Target Item

(1) Describe an Outfit Item 

(2) Search From Local Items
Outfit Item

No

Whether the compatibility
between Outfit Item and
Target Item/Scenario

Image-Open: I recently picked
up a ... and I'm thrilled to style it.

I'm in search of ideas for... 

Text-Open: Hello! I'm preparing for a
busy weekend with several events. I'd

love some ... 

Yes

Figure 6: Generation of multimodal-open Open-
Dialogues.

Given the characteristics of our local product cloth- 1004

ing dataset, we specifically align multimodal-open 1005

with the outfit problem. We frame an multimodal- 1006

open case as follows: a user who has already pur- 1007

chased an item of clothing (outfit item) seeks rec- 1008

ommendations for a complementary item (target 1009

item) that both coordinates with the outfit item 1010

and aligns with the scenario. In this case, the user 1011

not only articulates the requirements verbally but 1012

also shares an image of the outfit item with the 1013

rec-assistant to ensure visual compatibility. 1014

The workflow of the multimodal-open case can 1015

be seen in Figure. 6. Specifically, an MLLM 1016

(gpt-4o-mini) is employed to analyze out- 1017

fit requirements based on the user’s target prod- 1018

uct/scenario, automatically generating descriptions 1019

of potential matching items. These descriptions are 1020

served as queries to search our product database. 1021

Since the retrieved local product may not perfectly 1022

match these generated descriptions - a commom 1023

occurence - the model performs an additional com- 1024

patibility assessment. The secondary evaluation 1025

determines whether the retrieved local products can 1026

effectively coordinate with the user’s target item 1027

while fulfilling the intended scenario requirements. 1028

When the secondary evaluation is successful (with 1029

an approximate success rate of 47%), the conversa- 1030

tion adopts an multimodal-open format, in which 1031

users express both their scenario-related require- 1032

ments and outfit-item-driven needs, allowing the 1033

rec-assistant to identify suitable product recommen- 1034

dations. 1035

A.3 Architecture of Rewriter 1036

During the simulated conversation generation, we 1037

employ a low-temperature setting for the MLLM 1038

to maintain process stability, though this constrains 1039
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Thanks for the suggestion, but I'm really looking for something...

Rewrite(1) Change the expression
(2) Keep the main content

Original Conversation

I value the recommendation,
but i appreciate more like...

Normal Version

Colloquial Version
Emm, the product is somehow

not in my need. I prefer ...

Regulate(1) Check content consistency
(2) Check  context coherence  

Pass the Check

Emm, the product is somehow
not in my need. I prefer ...

I've spotted an accessory for...

Replace the original Conversation
(Colloquial version)

I've spotted an accessory for ...

Rewritten Conversation

Figure 7: The basic workflow of Rewriter.

the diversity of expressions and sentence structures.1040

To address this limitation, we develop a Rewriter1041

system, as illustrated in Figure. 7. The system op-1042

erates in two phases: first, using the LLM at high1043

temperature to restructure and rephrase the orig-1044

inal conversation, then supervising the output at1045

low temperature to preserve semantic consistency1046

with the source dialogue. Additionally, we proba-1047

bilistically inject prompts that encourage the use1048

of colloquial expressions, resulting in more authen-1049

tic, conversation-like exchanges. This approach1050

effectively brings diversity to sentences and keeps1051

semantic fidelity.1052

A.4 Multimodal Large Language Model1053

Settings for Synthesizing Data1054

Our data synthesis methodology fundamentally1055

leverages the advanced capabilities of LLMs,1056

necessitating the selection of a robust and re-1057

liable model as our foundation. Given our1058

computational resource constraints, we adopt an1059

API-based deployment strategy. After evaluat-1060

ing the performance-cost trade-offs, we select1061

gpt-4o-mini as our primary Multi-modal Large1062

Language Model (MLLM) foundation. Within1063

our multi-agent framework for Scenario-Grounded1064

User Profile Generator and Simulated Conver-1065

sation Generator, we set the temperature pa-1066

rameter of gpt-4o-mini to 0.1-0.2 for agent1067

role-playing. This low-temperature configura-1068

tion, coupled with the model’s robust instruction-1069

following capabilities, ensures consistent and reli-1070

able agent behavior. For the Rewriter, we imple-1071

ment Claude-3.5-haiku2 as the foundational1072

model. This decision stems from our empirical1073

observations that gpt-4o-mini exhibited lim-1074

2https://claude.ai
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Figure 8: Comparison of pass probability of the six
filtering methods.

ited syntactic diversity and lexical richness in dia- 1075

logue generation. Even adjusting the temperature 1076

to higher values (0.8-0.9) failed to enhance out- 1077

put variability. And the validation operation in the 1078

Rewriter is based on gpt-4o-mini. 1079

B Further Analysis 1080

B.1 Discussion on Data Quality 1081

Our framework actually has implemented five au- 1082

tomatic screenings to ensure the stability of quality 1083

and diversity: (1) BLEU deduplication for basic 1084

scenarios. (2) Quality screening for the matching 1085

rationality of users, scenarios, and products. (3) 1086

BLEU deduplication for the generated purchase 1087

backstory. (4) Content consistency screening for 1088

the rewritten dialogue in the Rewriter. (5) Qual- 1089

ity screening for a whole conversation by LLM. 1090

Considering the evaluation of the overall reliabil- 1091

ity of the public dataset, we also use (6) manual 1092

screening, but it turn out that after the previous five 1093

screenings, the quality of the retained conversations 1094

was already quite guaranteed. Manual screening 1095

only filters out a small number of unqualified con- 1096

versations discussed in the experimental section. 1097

Figure. 8 indicates the probability of passing differ- 1098

ent screening measures. 1099

B.2 Cost Analysis 1100

The multi-agent framework behind MUSE consists 1101

of four steps. The first step focuses on basic scene 1102

expansion, utilizing gpt-4o-mini to generate 1103

approximately 500 diverse real-world scenarios. 1104

Given the concise nature of inputs and outputs in 1105

this step, the associated costs are negligible. While 1106

employing more advanced models like gpt-4o or 1107

claude-3.5-haiku/sonnet would increase 1108

expenses, they could potentially yield more di- 1109

verse and nuanced scenes. The second step in- 1110
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volves user-scenario-product matching to generate1111

scenario-grounded user profiles, also powered by1112

gpt-4o-mini. The input consists of a single1113

image and some text and the output is not long.1114

However, due to stringent quality control mea-1115

sures—including user-scenario-product alignment1116

verification and BLEU-based deduplication—only1117

21.6% of generated user profiles meet the qualifi-1118

cation standards. As a result, the average cost for1119

producing a qualified user profile is approximately1120

$0.009, though this can be reduced to $0.001 by1121

utilizing product image descriptions as alternative1122

inputs. The third component implements iterative1123

conversation generation using gpt-4o-mini,1124

which requires multiple image/text readings. The1125

generation cost per complete MUSE conversation1126

amounts to roughly $0.033. The final step encom-1127

passes conversation rewrite and quality assessment,1128

as detailed in Appendix A.4. For conversation1129

rewriting, we employ claude-3.5-haikuwith1130

high temperature settings. Since this phase pro-1131

cesses plain text for both input and output, and con-1132

sidering the pass rate along with gpt-4o-mini’s1133

quality supervision costs, the average expense for1134

refining a complete conversation is $0.011. The1135

dialogue quality review phase evaluates content1136

and outputs scores at $0.008 per review. However,1137

since image-text alignment is already verified dur-1138

ing generation, we can optimize costs by screening1139

text only, reducing the expense to $0.001 per review1140

while maintaining quality standards.1141

B.3 Discussions of N-gram Diversity Patterns1142

The aforementioned analysis reveals that the1143

Distinct-4 scores are significantly low in both1144

the Pearl and Muse (without the Rewriter). This1145

phenomenon can be attributed to the behavior of1146

GPT-series models operating at low temperatures.1147

While these models demonstrate strong instruction-1148

following capabilities, they tend to generate dia-1149

logues with highly repetitive sentence patterns. To1150

provide concrete evidence of this pattern repeti-1151

tion, we conduct a detailed analysis of the most1152

frequent 4-grams in each dataset, which offers a1153

clear visualization of this linguistic homogeneity1154

issue.1155

Figure. 9, 10, and 11 present a comprehensive1156

visualization of the 4-gram distribution in each1157

dataset. The left panels display word clouds of1158

the top 200 4-gram phrases, while the right panels1159

show frequency distributions of the top 10 most1160

recurring phrases. The word cloud visualizations1161

clearly demonstrate that the majority of these 4- 1162

grams consist of repetitive sentence structures and 1163

fixed phrasal patterns. It substantiates our hypothe- 1164

sis that the low Distinct-4 scores are a direct result 1165

of this limited linguistic variability, as the preva- 1166

lence of standardized sentence constructions in- 1167

herently reduces 4-gram diversity. The analysis 1168

reveals a notable disparity in phrase frequency dis- 1169

tributions. In both Pearl and Muse (without the 1170

Rewriter), the top 10 4-gram phrases exhibit dispro- 1171

portionately high frequencies relative to the total 1172

utterance count. However, following the applica- 1173

tion of Rewriter, we observe a substantial reduc- 1174

tion in the frequency of these recurring phrases in 1175

Muse. This decline in repetitive patterns, coupled 1176

with the increased 4-gram diversity shown in Table 1177

1, provides compelling evidence that the Rewriter 1178

successfully enhances linguistic variability by gen- 1179

erating more diverse and sophisticated sentence 1180

structures. Additional diversity metrics are shown 1181

in Table. 7. 1182

Metric Redial MMCONV PEARL Muse* Muse
Distinct-2 0.09 0.08 0.03 0.06 0.09
Distinct-3 0.27 0.23 0.09 0.19 0.30
Distinct-4 0.46 0.39 0.18 0.37 0.54

2-gram Specificity 8.63 6.10 1.81 5.62 8.09
3-gram Specificity 24.30 17.50 6.77 18.44 27.20
4-gram Specificity 41.10 29.90 14.75 35.06 48.90

Table 7: Lexical diversity metrics across different con-
versational datasets. Muse* stands for Muse (without
Rewriter).

B.4 Discussion of the Necessity of Images 1183

While Muse presents both visual and textual prod- 1184

uct information in all product-related conversations, 1185

we investigate whether state-of-the-art multimodal 1186

models’ caption capabilities could effectively con- 1187

vert visual information into textual descriptions for 1188

direct integration into conversations. We select 1189

200 conversations, preserving the original textual 1190

components and substituting the visual elements 1191

with image descriptions generated by gpt-4o. We 1192

conduct an A/B test comparing human perception 1193

of two datasets: the original MUSE data (contain- 1194

ing images) and the pure text version (with image 1195

descriptions). The results in Table. 8 decisively 1196

favor the original MUSE data with images, except 1197

in cases where discussions focus solely on prod- 1198

uct attributes. This preference can be attributed to 1199

two factors: first, humans process visual informa- 1200

tion more efficiently than text descriptions; second, 1201

even gpt-4o’s image descriptions occasionally 1202
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Data Muse Muse (Text)

Win Rate 0.97 0.03

Table 8: Comparison of Win Rates between Original
Muse and Text-only Muse

contain style interpretation inaccuracies. Addi-1203

tionally, text containing numerous visual features1204

significantly increases dialogue length, making it1205

more challenging for users to identify key informa-1206

tion quickly.1207

C Case Study1208

C.1 Scenario-Grounded User Profile Case1209

As demonstrated in Figure. 12, we present two1210

scenario-grounded user profiles that exemplify how1211

individual needs seamlessly align with specific sce-1212

narios. The inherent connection justifies our de-1213

cision to incorporate real-world scenarios into the1214

personality generation process.1215

C.2 Conversation Case1216

Figure. 13 and Figure. 14 illustrate two distinct1217

conversational interactions within Muse, each cor-1218

responding to the scenarios described above. Fig-1219

ure. 13 demonstrates a dialogue initiated through1220

the multimodal-open mechanism, while Figure. 141221

displays a text-open interaction that includes chit-1222

chat. The conversation content features comprehen-1223

sive explainable recommendation factors, encom-1224

passing both contextual scene requirements and1225

visual matching criteria.1226

D Prompt Template and Evaluation1227

Setting1228

Compared with Pearl and LLM-Redial, our1229

model incorporates more prompt templates for1230

stricter process control. We present three1231

important prompts here. Including scenario-1232

grounded user profile generation, user-side and1233

recommendation assistant-side prompts and the1234

conversation-level evaluation. For more infor-1235

mation, please check https://anonymous.1236

4open.science/r/Muse-0086.1237

D.1 Scenario-Grounded User Profile1238

Generator1239

The steps of the Scenario-Grounded User Profile1240

Generator are divided into two steps as in Fig-1241

ure. 15. The first step is to screen the matched1242

basic scenario, user basic profile, and target prod- 1243

uct. The second step is to generate the backstory 1244

of the user to demonstrate his/her preferences. 1245

D.2 Actions of User 1246

Users exhibit two primary actions: accepting a 1247

recommendation and rejecting a recommendation, 1248

with their corresponding prompt templates illus- 1249

trated in Figure. 16. Additionally, users demon- 1250

strate two secondary action patterns: chit-chatting 1251

and comparing item (find reason for rejecting the 1252

item). 1253

D.3 Actions of Rec-assistant 1254

The recommendation assistant comprises two com- 1255

ponents: a Chatter and a Querier. Figure. 17 1256

presents the prompts for two essential functions: 1257

the Querier’s generation of basic product queries 1258

and the Chatter’s recommendation process. 1259

D.4 Setting for Conversation-level Evaluation 1260

Here at Figure. 18, we present the evaluation 1261

prompt designed to assess conversation-level qual- 1262

ity. The prompt instructs the large language model 1263

to conduct multi-dimensional scoring, providing 1264

detailed scoring criteria for each dimension with 1265

specific performance benchmarks. The quality 1266

of a multimodal conversational recommendation 1267

dataset can be effectively evaluated using the fol- 1268

lowing five aspects. Dialogue Naturalness (Natu- 1269

ral) measures how fluent and human-like the con- 1270

versations are, ensuring realistic and engaging in- 1271

teractions. Logical Coherence (Logical) assesses 1272

whether responses align logically with previous di- 1273

alogue turns, maintaining contextual consistency. 1274

Information Richness (Informative) evaluates the 1275

diversity and relevance of details provided, which 1276

is critical for generating meaningful and helpful 1277

recommendations. Product-Context Relevance (P- 1278

C Correlation) examines the alignment between 1279

recommended products and specific user scenarios, 1280

ensuring personalized and context-aware sugges- 1281

tions. Finally, Image-Text Alignment (I-T Corre- 1282

spondence) focuses on the consistency between 1283

visual and textual information, crucial for leverag- 1284

ing multimodal data effectively. These five aspects 1285

comprehensively cover linguistic, contextual, and 1286

multimodal dimensions, ensuring the dataset sup- 1287

ports realistic, relevant, and high-quality conversa- 1288

tional models. We employ multiple independent 1289

scoring rounds and average the scores to ensure 1290

reliability. 1291
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D.5 Setting for Manual Evaluation1292

For dialogue quality evaluation at the utterance-1293

level, we employ a two-phase approach as shown1294

in Figure. 19. In the first phase, we recruit annota-1295

tors to generate artificial dialogues based on clear1296

task instructions without any external prompts or1297

interventions. In the second phase, we compile a1298

test set containing the dialogue context, newly col-1299

lected responses, and original dialogues from Muse.1300

These are randomly shuffled to ensure unbiased as-1301

sessment. We then conduct blind A/B testing with1302

a separate group of annotators to get final results.1303
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Figure 9: Word-cloud of top-200 4-grams in Pearl (left) and top-10 4-gram’s frequency in Pearl (Right)
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"Purchase Backstory": "Leslie Robinson sat at her kitchen table, sipping her morning coffee while scrolling
through her phone. The holiday season was fast approaching, and she had promised herself to find the perfect gifts
for her friends and family this year. As a prison officer, her days were often long and stressful, so she wanted to
choose gifts that would bring joy and comfort to those she cared about. She remembered how her best friend, Sarah,
had mentioned her love for cozy and festive clothing during their last coffee date. Sarah always had a knack for
making the holidays feel special, and Leslie wanted to return the favor. Leslie thought about how much Sarah
enjoyed dressing up for holiday gatherings, but also how she appreciated comfort during the busy season. She
envisioned Sarah wearing something that was not only stylish but also easy to wear throughout the day, especially
during family get-togethers. As she continued to browse, Leslie felt a wave of excitement at the thought of finding
something that would make Sarah smile. She wanted to ensure that whatever she chose would fit well and allow for
easy movement, as Sarah loved to dance and play with her kids during the holidays. With a determined spirit, Leslie
began her online search, eager to find that perfect gift that would blend festive cheer with comfort and practicality.",

"Basic Information": "'Name: Leslie Robinson, Gender: female, Age: 35,Profession: Prison officer",

"Target Item": Title: Two Left Feet Women's Holiday Leggings.  ...

"Purchase Backstory": "Timothy Barnett was buzzing with excitement as the date of the book launch approached.
As the Chief Strategy Officer of a thriving start-up, he often mingled with influential authors and entrepreneurs at
such events. This time, however, it was personal. The book was authored by his mentor, and he wanted to make a
lasting impression while also supporting someone who had shaped his career. In the days leading up to the launch,
Timothy found himself pondering how to present himself. He wanted to look professional yet trendy, an
embodiment of his modern approach to business. He imagined himself surrounded by peers, exchanging business
cards fluidly. However, the thought of his cards getting damaged or possibly even stolen filled him with dread. He
needed something that would not only protect his cards but also reflect his stylish persona. \n\nAs he browsed
through various online platforms, he stumbled upon a sleek, stainless steel card holder that promised to shield his
cards from unwanted scanning. The idea of having RFID protection made him feel more secure, especially knowing
that he would be in crowded spaces at the venue. The thought of confidently handing out his cards, knowing they
were safeguarded, elevated his anticipation for the event. He could already picture himself networking effortlessly,
showcasing both his credentials and his flair for contemporary style. Timothy felt this was exactly what he needed
to enhance his experience at the book launch, and he decided it was time to make a purchase."

"Basic Information": "Name: Timothy Barnett; Gender: male; Age: 40; Profession: Chief Strategy Officer"

"Target Item":Title: Leopardd RFID Blocking Stainless Steel Card Holder Case (001) . ...

Figure 12: Two cases of the Scenario-Grounded User Profiles
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Assistant: Hello! How may I assist you today? 

User: I recently picked up a super comfy tunic, and I'm thrilled to style it. I'm in search of ideas for
pieces that would enhance its chill vibe. 

Assistant: What an exciting idea! A lively pattern would definitely inject some personality into your
ensemble, complementing the solid-toned tunic beautifully and creating a visually appealing contrast." 

User: Definitely! I'm currently exploring leggings with a festive, eye-catching holiday pattern. These
vivid designs would create a stunning contrast when paired with the tunic. 

Assistant: That's a delightful pairing! These festive printed leggings will undoubtedly inject some
vibrant spirit into your comfortable tunic. Could you share the specific event or setting where you're
planning to showcase this stylish ensemble? 

User: I'm thinking of surprising Sarah with this festive ensemble for the holidays. My goal is to pick
something that strikes a perfect balance between chic and cozy, allowing her to comfortably mingle with
family and playfully dance with her little ones. It's crucial that the leggings feature a flexible waistband to
ensure she can move around freely without any restrictions. 

Assistant: If you are in search of the perfect pair to complement your tunic, the VIV Collection Plus
Size Print Fashion Leggings are an excellent choice! Featuring a whimsical design of festive Christmas
trees and ornaments, these leggings add a fun element to your look. Additionally, their flexible waistband
ensures comfort, enabling your friend to enjoy holiday festivities and family gatherings with style and
ease. 

User: I see what you're getting at, but the festive design doesn't quite hit the mark for me. What I'm
after are the Leggings with fun, adaptable vibe that would work perfectly for my friend's wardrobe, no
matter the season. 

Assistant: For a highly adaptable choice that will enhance your friend's cozy tunic, I suggest the
Leggings Mania Regular/Plus Solid Buttery Soft High Waist Leggings. With their incredibly smooth
texture and flexible waistband, these leggings provide exceptional comfort and mobility, ideal for family
events and casual daily activities. Their versatile solid color enables effortless mixing and matching
across various seasons! 

User: Thanks for the suggestion, but I need to pass on those leggings since they don't provide any
material details, which makes it hard to evaluate their quality. I need Leggings made from 100%
polyester, really stand out for their superior softness and comfort, which is essential for what I'm looking
for. 

Assistant: Hey there! I've got a killer recommendation for your friend's wardrobe - the Two Left Feet
Women's Holiday Leggings. These bad boys are super versatile and totally fun! Crafted from pure
polyester, they rock a high-waist cut with this adorable quirky design that'll totally jazz up her tunic. The
elastic waistband means maximum comfort, and trust me, they're soft as can be. Whether it's a family get-
together or just a casual day out, these leggings will be her go-to piece all year long! 

User: Thank you for the recommendation! I believe the Two Left Feet Women's Holiday Leggings are
perfect for my friend. The quirky design adds a fun touch, and the 100% polyester material ensures
they will be soft and comfortable for family gatherings and everyday wear. Plus, the high-waist and
elastic waistband will provide the flexibility she needs to move around easily.

Figure 13: Text-open conversation case.
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Assistant: Greetings! What assistance can I provide for you today?

User: I'm truly enthusiastic about my mentor's imminent book release and eager to connect with
industry professionals. However, I'm concerned about potential risks to my professional networking
materials, specifically the potential damage or theft of my business cards during the event.

Assistant: What an exciting idea! A lively pattern would definitely inject some personality into your
ensemble, complementing the solid-toned tunic beautifully and creating a visually appealing contrast. 

User: I'm seeking a business card design that effectively blends professional sophistication with
contemporary style. My goal is to make a strong impression and feel self-assured when networking in a
bustling environment.

Assistant: Let me suggest a sophisticated leather business card wallet that will elevate your
professional image. This premium cowhide accessory offers ample storage for over 50 business cards,
complemented by a practical ID compartment and extra slots for credit cards and cash. Its sleek design
ensures your networking materials remain immaculate and easily accessible during your professional
engagements." 

User: I value your recommendation, but my preference leans towards an RFID-blocking card wallet.
The aesthetic matters significantly to me - I'm seeking a slim, metallic accessory that not only shields my
cards from potential electronic theft but also complements my style for the upcoming event.

Assistant: For the networking event ahead, I suggest the HAPTIME RFID Blocking Credit Card
Holder. This elegant stainless steel accessory offers a chic appearance while safeguarding your cards
against potential electronic theft. Its compact form factor allows you to carry multiple cards effortlessly,
making it an ideal companion for professional networking situations. The integrated RFID blocking
technology provides added security, enabling you to focus on making meaningful connections without
worrying about card safety. 

User: I'm captivated by the prospect of a streamlined, metallic card holder design! The memory of a
tech conference floods back, where professionals flaunted their distinctive accessories that were both
stylish and functional. It's fascinating how a compact item like a card holder can significantly enhance
one's professional image during networking events. The sleek metallic aesthetic speaks volumes about
personal branding, and the added RFID protection is a brilliant feature that offers peace of mind in
bustling, crowded environments where security is paramount. Such an accessory isn't just about
storage, it's a statement of sophistication and practicality.

Assistant: Absolutely, tech conferences are indeed a hub of creativity and style! The vibrant
environment allows your individual flair to stand out while ensuring your belongings are safe. The
HAPTIME RFID Blocking Credit Card Holder would perfectly enhance your outfit, providing both
elegance and protection ideal for making a strong impression at your upcoming book launch without
sacrificing security. 

User: While I appreciate the recommendation, I'm specifically seeking an item with a contemporary
and trendy design. The aesthetic appeal is crucial for me, and the suggested product's standard black
appearance doesn't align with the sophisticated style I'm aiming for at the event. 

Assistant: I recommend the Leopardd RFID Blocking Stainless Steel Card Holder Case for those
seeking a contemporary and chic accessory. This sophisticated case boasts a streamlined, elegant
appearance that elevates your personal style while offering top-tier protection against digital theft. Its
sturdy build and convenient mechanism make it an ideal companion for professional gatherings,
effectively safeguarding your cards from potential electronic scanning in busy settings. 

User: I'm thrilled that the Leopardd RFID Blocking Stainless Steel Card Holder resonates so perfectly
with my aesthetic and practical needs. Its elegant, streamlined profile not only complements my personal
style but also offers robust security for my cards. The blend of contemporary design and utility makes it
an exceptional choice for professional events like my mentor's book launch, ensuring I look sophisticated
while keeping my cards well-protected. 

Figure 14: Multimodal-open conversation case.
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Scenario-User-Item Match

System Instruction: 
Given a user's basic information, a scenario, and a product's text/image information.
Please judge: 
1. Whether the product can match the user's basici information. 
2. Whether the product can match the Scenario. 
Output format: 
1. If both criteria are satisfied: output 'Yes'.
2. If either criterion is not met: output 'No'.
3. No other output is permitted.
User Input: 
Basic User Profile: {user_profile}
Scenario: {scenario}
Target Item: <Image> {item_description}

Purchase Backstory Generation
System Instruction: 
You are scenarios generator for a consumer's purchase backstory.
Your goal is to create a scenario that could naturally lead to a online purchase.
without explicitly mentioning the actual item bought.
Remember, the scenario happened before the user's online purchase!
You will be given three information: 
1. User information. 2. Basic Scenario for the backstory. 3. Information of the target item.
Use the provided information to craft a believable and engaging narrative. 
The descriptions should: 
1. An upcoming event (It can be a significant life event or a minor everyday occurrence.) 
2. Include relevant contextual details such as scenarios, emotions. 
3. Reveal the user's requirements for the product, but only towards two features.   
4. Related to the revealed requirements. 
Warning: Do not mention or describe the target item. 
 Please generate a backstory suits the case. 
User Input: 
Basic User Profile: {user_profile} 
Scenario: {scenario} 
Target Item: <Image> {item_description}

Figure 15: Some prompts of Scenario-Grounded driven User Profile Generator.
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Accept
System Instruction: 
You are now playing the role of a user engaged in a conversation with a rec-assistant. 
During this conversation, the rec-assistant successfully found a product that meets your
needs. 
Given two information: 
1. The content of your conversation with the rec-assistant. 
2. The image and detailed information of the product you finally accepted. 
Based on this information, please response with a concluding statement expressing your
feelings about the recommendation experience and your thoughts on the final product
choice. 
Your response should: 
1. Ensure that you are speaking as the user. 
2. Express gratitude for the recommendation system.
3. Explain why you think this product suits you. 
4. Mention specific features of the product and relate them to your personal preferences. 
Please ensure your response is natural and authentic.  
The length of your response should be between 1-3 sentences.
Please generate your response. 
Output only the personalized response. 
User Input: 
Conversation Context: {conversation context}
Target Item: <Image> {item_description}

Reject
System Instruction: 
You are roleplaying as a user engaged in a conversation with a dialogue recommender
system. 
In a previous turn of the conversation (which may not be the immediately preceding turn
due to potential chit-chat), the recommender system suggested a product to you. 
You have already found a suitable reason to decline this recommendation, and this reason
also includes some of your own needs or preferences. 
Your task now is to respond to the recommender system, declining the suggested product
while expressing your needs in a natural and engaging manner. 
You have access to the following information: 
1. The content of your conversation with the rec-assistant. 
2. The specific reason for declining the recommendation, which includes some of your
needs or preferences. 
Your response should: 
1. Avoid repetitive phrasing of rejections in history conversations! . 
2. Decline the recommendation based the reasons you've been provided. 
3. Reference relevant parts of the conversation history to maintain context and continuity. 
4. The length is limited to 1-3 sentences.
Warning: Don't mention any brand or prize!
Now, based on the given reason for declining (which includes your needs) and the
conversation history. 
Craft a response that declines the current recommendation while expressing your needs
and keeping the conversation flowing naturally. 
Output only the response.
User Input: 
Conversation Context: {conversation context}
Reject Reason: {reject reason}

Figure 16: Some prompts of User Simulator.
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Analyze Requirements
System Instruction: 
You are a helpful conversation analyzer. 
Given a conversation between a user and a conversational recommendation system. 
Based on the conversations, identify and summarize the core requirements and intentions
of the user. 
Pay special attention to: 
1. The user's directly expressed needs or questions 
2. The user's implicit needs or areas of interest 
3. The user's emotional state and tone 
4. The user's feedback on the system's responses 
5. Any specific preferences, limitations, or criteria mentioned by the user 
Clearly summary the user's main needs for the products. 
Output only the summary. 
User Input: 
Conversation Context: {conversation}

Recmmend
System Instruction: 
You are an advanced conversational recommendation assistant. 
You are talking to a user and your task now is to recommend a product to the user. 
Given two information: 
1. The conversation context. 
2. The image/text information of the product you need to recommend. 
Your objective is to craft a product recommendation response that: 
1. Seamlessly fits into the current conversation flow. 
2. Demonstrates understanding of the user's preferences, needs, and previous interactions. 
3. Highlights the most relevant features of the product based on what you know about the
user. 
4. Incorporates relevant details from the product's text description and visual elements. 
5. Aiming for a length of 2-3 sentences. 
Output only the the recommendation sentence for the product! 
User Input: 
Conversation Context: {conversation} 
Recommended Item: <Image> {item_description}

Figure 17: Some prompts of Rec-assistant Simulator.
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Score Conversation-level Quality

System Instruction: 
You are a conversation score assistant. 
Given a conversation. 
Please score the conversation from four aspects, 
scoring from 0 to 2 points (using 0.05 increments): 

Aspect 1. Dialogue Naturalness (Natural) 
2 score: Highly natural conversation flow with appropriate turn-taking and human-like
expressions 
1 score: Moderately natural with occasional awkward exchanges 
0 score: Unnatural, robotic, or disjointed conversation \n 

Aspect 2. Logical Coherence (Logical) 
2 score: Perfect logical flow, each response directly relates to previous context 
1 score: Generally coherent with minor logical gaps 
0 score: Significant logical breaks or irrelevant responses \n

Aspect 3. Information Richness 
2 score: Rich, detailed information with specific examples or explanations. 
1 score: Basic information provided but lacks depth 
0 score: Minimal or irrelevant information \n

Aspect 4. Product-Context Relevance 
2 score: Discussion closely tied to product features and context 
1 score: Partially relevant to product context 
0 score: Little to no connection to product context \n
Please output the score of the four aspects with no reason. 

#Optinal：
#Aspect 5 Image-Text Alignment (I-T Correspondence)
# 2.00: Perfect alignment between image content and dialogue
# 1.00: Moderate alignment with noticeable gaps
# 0.00: Minimal or no alignment between image and text

User Input: 
Conversation: {conversation}

Figure 18: The evaluation prompt for LLM-based assessment of conversation-level quality
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Utterance-level Evaluation

Rules for User (Generate Response): 
For this response task, you will act as a conversational recommendation system for
online shopping customer service.  
Your task is to generate an appropriate response based on the following information:
1. The conversation context and required response type (recommend or chit-chat)
2. Product details including images and text descriptions (if applicable for
 recommend rounds)
Please generate your response following these criteria:
1. Analyze the conversation context thoroughly to understand the user's primary needs
2. Based on the response type:
       For recommendations: Highlight key product features and benefits
    For chit-chat: Provide emotional support while naturally redirecting attention to
        previously recommended items
Conversation Context: {conversation}
Recommended Item: <Image>{item_description}

Rules for User (1:1 Evaluation): 
For this evaluation task, you will act as a user interacting with a conversational
recommendation system. 
You will be presented with:
1. A user profile
2. The existing conversation context between you and the system
3. Two alternative system responses
Please evaluate them following these criteria:
1. Review the user profile thoroughly to understand the user's background and needs
2. Examine the conversation context to identify expressed user requirements
3. Compare both responses and select the more appropriate one across four perspectives:
(1) Logical: The response follows clear reasoning and demonstrates sound judgment.
(2) Informative:  The response provides sufficient, useful, and relevant information.
(3) Natural: The response flows smoothly with conversational language and tone.
(4) Coherent: The response maintains consistency with the conversation context. 

Please indicate your choice with:
A: for the left response
B: for the right response
Conversation Context: {conversation}
User Profile: {user_profile}

Figure 19: The evaluation rules for manual evaluation of utterance-level quality
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