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ABSTRACT
Natural interaction with human-like embodied agents, such as so-
cial robots or virtual agents, relies on the generation of realistic
non-verbal behaviours, including body language, gaze and facial
expressions. Humans can read and interpret somatic social signals,
such as blushing or changes in the respiration rate and depth, as part
of such non-verbal behaviours. Studies show that realistic breath-
ing changes in an agent improve the communication of emotional
cues, but there are scarcely any databases for affect analysis with
breathing ground truth to learn how affect and breathing correlate.
Emotional speech databases typically contain utterances coloured
by emotional intonation, instead of natural conversation, and lack
breathing annotations. In this paper, we introduce the Emotional
Speech Respiration Dataset, collected from 20 subjects in a sponta-
neous speech setting where emotions are elicited via music. Four
emotion classes (happy, sad, annoying, calm) are elicited, with 20
minutes of data per participant. The breathing ground truth is col-
lected with piezoelectric respiration sensors, and affective labels are
collected via self-reported valence and arousal levels. Along with
these, we extract and share visual features of the participants (such
as facial keypoints, action units, gaze directions), transcriptions
of the speech instances, and paralinguistic features. Our analysis
shows that the music induced emotions show significant changes in
the levels of valence for all four emotions, compared to the baseline.
Furthermore, the breathing patterns change with happy music sig-
nificantly, but the changes in other elicitors are less prominent. We
believe this resource can be used with different embodied agents to
signal affect via simulated breathing.
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1 INTRODUCTION
One of the main challenges in modelling believable, human-like
embodied agents is to bestow them with accurate non-verbal be-
haviour. Non-verbal communication that uses body language, facial
expressions, and paralinguistic cues constitute an important part
of information that is relayed, and humans unconsciously decipher
such cues. Among these cues, somatic reactions, such as skin re-
sponses like a flush in the face, or a change in the breathing patterns
also signal emotional changes. Breathing is an interesting physio-
logical function, as normally it is regulated automatically, but can
also be consciously controlled easily. Studies show a correlation
between respiratory feedback and emotions such as joy, anger, fear
and sadness [5, 13, 30]. When transferred to VR environments, we
see that adding respiratory cues to virtual agents help humans de-
tect the displayed emotions more accurately [10]. In an interesting
study, Terzioğlu et al. have shown that adding breathing motions to
a robotic arm tasked with carrying out manipulation tasks along-
side human coworkers improves its appeal and life-likeness of the
robot [41].

To enhance emotion embodiment with the help of respiration,
we need to map the relation between different breathing patterns
and distinct emotions. This can be achieved by collecting breath-
ing ground truth data under elicited or naturally occurring emo-
tional states. Preparing such a resource requires addressing sev-
eral methodological and observational challenges. First of all, even
though the link between emotion and respiration is well established
in the psychology literature, we see reports showing that different
emotions can trigger similar respiratory reactions. We need more
observations dedicated to respiration to uncover stronger links.
Secondly, tools for emotion measurements are not reliable: ques-
tionnaires that capture self-reported experiences show that people
cannot capture/report their emotions with 100% clarity. Measure-
ments based on human annotations, i.e. second hand reports, also
do not have a high agreement. Using somatic aspects of emotions
offer a third alternative for this purpose [38]. Lastly, most of the
emotional datasets are created with a passive emotional elicitation
method, where participants are given images or videos with emo-
tional content. These setups rarely have a speech component, i.e.
the participants are mostly silent during the experiment [14, 39].
On the other hand, there are several emotional speech datasets
where the participants are asked to mimic an emotion while per-
forming an utterance [45]. Neither of these types of emotional
datasets replicate the conversational or spontaneous speech, and
lack in ecological validity. While breathing has been investigated in
non-verbal interaction dynamics, such as turn taking [33], there is
a lack of emotional speech datasets with respiration ground truth.

To address these challenges, this paper explores the connection
between elicited emotions and changes in respiration by providing
a new dataset that contains emotional respiration ground truth
during speech. Instead of visual stimuli, we use music as our main
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emotion elicitation method. In addition to the breathing patterns
during spontaneous speech and listening episodes, we also provide
self-reported emotion labels. The introduced Emotional Respiration
Speech (ERS) dataset contains 400 minutes of recording, with four
elicited emotions (i.e. happiness, sadness, annoyance, and calmness)
that can provide useful breathing behaviour in a wide range of task
settings.

This paper is structured as follows. In Section 2, we proceed with
a discussion of related work on the relation between respiration
and emotions, as well as the use of respiration in embodied agents.
Section 3 introduces our experiment design for emotion elicitation.
In Section 4, we present our analysis of the dataset focusing on the
link between breathing patterns and emotions and conclude with a
discussion in Section 5.

2 RELATEDWORK
2.1 Human respiration and emotions
Breathing is part of the autonomic nervous system (ANS) which
regulates involuntary physiological processes including heart rate,
blood pressure, skin temperature/blood flow/sweating, gut motility,
pupil size, and piloerection (i.e. bristling of hairs) [18]. The link
between respiration, emotion and cognition is observed in experi-
mental setups in numerous studies, and the underlying mechanism
is further explored in neurobiology [2, 22, 43]. In this subsection we
focus on the former, summarising observations between breathing
patterns and specific emotions.

The main function of breathing is gas intake, which happens
automatically. However, the ANS is also responsive to the environ-
ment, and to emotional demands. The debate whether specific emo-
tions have distinct physiological reactions continues, with strong
support for the idea [29]. Changes in the breathing rhythm for basic
emotions is documented in various emotion elicitation experiments,
however a consistent rhythm fingerprint is hard to assign to each
emotion. For example, Santibañez and Bloch [35] reported that
with fearful and anxious events, the participants showed signifi-
cantly shallower respiration. Anger increased the respiration rate
(RR), but caused no changes in depth. An earlier study documented
the increase in RR, but not in depth [3]. A challenge here is that
opposite emotions can trigger similar reactions. For example, sad
participants, while actively crying, and happy participants, while
laughing, both showed an increase in breathing depth [35].

Disgust and anticipatory pleasure both slow the breathing, but
due to different reasons. In disgust, it is speculated that to expel
the foul smells people tend to take less breaths. Another challenge
comes from how the same emotion can have various formats. For
example, Kreibig’s survey of 134 articles on the literature reports
that anger increases the respiration rate but seems to cause a vari-
able depth [18]. A reasonable explanation in the variation of depth
might have to do with the fact that anger can be covert or overt.

We can still take some general conclusions from the literature,
despite the variability in results. A rise in arousal during nega-
tive emotions (such as fear, anger and anxiety) creates shallower
and rapid breathing [5, 21]. Similarly, positive emotions with high
arousal increase the respiration rate, whereas low arousal decreases
it [18]. In short, the levels of arousal, as well as valence, seem to trig-
ger similar variations in breathing rhythm, and similar influences of

different emotions on breathing can be explained via commonalities
between them [4]. Figure 1 provides an overview of the effects of
emotions on emotional dimensions (valence and arousal) and on
respiration features, based on existing literature.

2.2 Respiration and emotion regulation
Breathing can be regulated at will, and controlling breathing for
relaxation or reducing stress has a long tradition in various cultures
and practices, such as doing yoga or Tai Chi [19, 25]. The question
of how (and if) emotions can be regulated with such controlling
techniques has been the focus of many studies. In this section, we
briefly outline the prominent findings from these studies, as they
can be useful to the effort of increasing the believability of virtual
agents via breathing cues.

Detrimental effects of stress, negative emotions, and sympathetic
dominance of the autonomic nervous system can be counteracted
by different forms of meditation, relaxation, and breathing tech-
niques [7, 15]. An early study on hatha-yoga practitioners demon-
strated how the control of posture and manipulation of breathing
significantly lowers the respiration rate in comparison to a control
group with the same characteristics [40]. A subsequent study from
the same laboratory provided evidence to support claims by yogi
masters that a specific form of slowed respiration, i.e. rapid inhala-
tion followed by slow exhalation at a reduced respiratory rate, was
an effective technique for reducing physiological arousal when an-
ticipating and confronting a threat [8]. In sum, voluntary slowing
of respiratory rate under stressful conditions reduces physiolog-
ical arousal as measured by skin resistance, finger pulse volume,
and self-reports of anxiety [24]. Slow, deep breathing affects vagal
modulation of the heart and even the functioning of certain neural
circuits of the prefrontal cortex and amygdala, which are involved
in emotional regulation [12].

In the medical literature, we find similar observations. A breath-
ing regulation technique called Lamaze breathing is commonly
used for childbirth, helping with relaxation and decreasing pain
perception [44]. Breathing control during panic attacks to modulate
emotion is a commonly suggested method [9, 16], as slower and
deeper breathing patterns are observed to create a change in emo-
tions towards positive [23]. Respiratory control is applied for long
term treatments such as improving mood, enhancing learning [11]
or even changing smoking behaviour [20]. An interesting study
where the participants were taught specific breathing patterns re-
ports changes in emotional states, even though the participants
were not aware of the process, showing that the regulation of breath-
ing in specific ways will affect emotions regardless of the state or
expectations [31].

2.3 Respiration in Embodied Agents
The relationship between emotion and respiration can be used
to the advantage of virtual agents, either to evaluate the user’s
affective state in human-computer interfaces or to enhance the
emotion synthesis and perception of the virtual agent.

Modelling realistic emotionality is a big challenge in producing
virtual agents. In the case of speech, the emotionality will depend
not only on the linguistic and voice characteristics but also on
non-verbal cues such as laughter, deep breaths, or sighs. Due to
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Figure 1: An overview of the effects of emotions on emotional dimensions (valence and arousal) and on respiration features,
based on the existing literature.

the role of breathing in sound production, a better understanding
of breathing patterns during emotional moments or respiratory
events would provide helpful information for more realistic inter-
actions. In this context, Niewiadomski et al. studied the breathing
phases during laughter and how they influenced the perception of
laughter intensity and used breathing in a multimodal modality for
believable laughter synthesis [26, 27]. More importantly, changes in
respiration patterns of agents change agents’ perceived arousal and
emotionality. Klausen et. al report that even in the absence of other
expressions, with a simple soft robot simulating only respiratory
movement, emotions are detected correctly [17]. In a related study,
Terzioğlu et al. added simple, rhythmic breathing motions to robotic
arm manipulators on a factory ground, which improved the percep-
tion of the robots by the human co-workers [41]. These behaviours
are examples of Secondary Actions, and while they do not serve a
specific communicative purpose, they increase the life-likeness of
the agent [32, 42].

The relation between breathing and emotion has also been stud-
ied in multimodal interactions using humanoid agents. De Melo et
al. developed virtual humans as a model to simulate respiration by
animating respiration videographically [10]. Fourteen emotions and
their accompanying respiration patterns were chosen: excitement,
relaxation, focus, pain, relief, boredom, anger, fear, panic, disgust,
surprise, startle, sadness and joy, respectively. They used several
respiration parameters including respiration rate, respiration depth,
and respiration curve, which defines how the depth differs over
the respiration cycle. The researchers showed videos of the virtual
humans expressing emotions with or without these respiration
patterns. For example, a virtual human showing sadness, would
display a sad facial expression and neutral posture without visible
respiration in the control condition. In the respiration condition,
the agent had a slow and deep respiration. The participants had
to state which emotion they were perceiving in the agents. The
results of the study showed that it was easier to detect emotion
when the agents were displaying excitement, pain, relief, anger,

fear, panic, boredom and startle. There was no significant differ-
ence for relaxation, disgust, surprise, sadness and joy and even a
negative effect regarding perceiving focus correctly. Even though
these results were not significant for every emotion they tried to
portray, they do make clear that humans use some sort of induction
of one’s emotions by observing the respiration.

Intuitively, the respiratory patterns of the user will also con-
tain significant information about their emotional state, motivating
their use as biofeedback for virtual agents to better adapt their
interaction. This biofeedback is particularly relevant for virtual
therapy and coaching, where controlling breathing is often used
for emotion adaptation. Shamekhi et al. have explored this idea
by monitoring the respiration of users using a breathing belt and
utilising the measured breathing rate to evaluate the user’s emo-
tional state and whether they are responding to the directions of a
meditation coach [36, 37]. Depending on the user’s performance,
the coach can then provide personalised feedback. The feedback
helped create a more efficient meditation session compared to a
videotaped meditation and made the interaction more organic. In
this scenario, providing alternatives for automatically predicting
the breathing signal and removing the need for breathing belts
would improve the usability in real-world scenarios.

A last example is the chat agent Paola, which is designed with a
respiration model to test if the addition of realistic breathing adds
more rapport and natural perception of a virtual agent [28]. The
expectation of the researchers were to see a greater rapport in the
breathing condition, however the results suggested no significant
difference in the perception of naturalness. However, the respi-
ration model used by this study synthesised breathing instances
during silent episodes, i.e. before or after speech. Moreover, the
respiration was generated only visually and not in the audio chan-
nel, nor were there any emotional respiration patterns used. All of
these shortcomings could have affected the impact of respiration
perception. With the help of the database we collect in this paper,
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it will be possible to investigate the effects of emotional breathing
during speech in different agents.

3 EXPERIMENT DESIGN
The objective of the research reported in this paper is to record
breathing patterns during speech and non-speech segments un-
der induced emotional responses. The affect is expressed in the
dimensions of valence and arousal. To examine to what extent they
change certain respiratory features that may underlie these experi-
ences, we use music-induced emotions. We designed an experiment
in which two groups of participants had to listen to four differ-
ent emotional types of self-selected music, including happy, sad,
calm, and annoying pieces. The emotions we chose represent all
four quadrants of the circumplex model by Russell [34]: happiness
representing medium to high arousal and high valence; sadness
low to medium arousal and low valence; calm representing low
arousal and medium to high valence; and annoying representing
high arousal and low valence, visualised in Figure 2.In this section,
we further detail the experiment setup.

Figure 2: The circumplex model, with the mean arousal and
valence of the four emotions as reported in our experiment.
The x-axis represents valence, where the most negative va-
lence score is to the left side and themost positive score to the
right. The y-axis represents arousal. The most active score
is on the top of the graph and the most passive score on the
bottom.

3.1 Participants
Participants were recruited through social media via convenience
sampling. In total, twenty people took part in the experiment. Of
those, nine were men (45%), ten were women (50%) and one person
indicated their gender as ‘other’ (5%). They mostly consisted of
university students and their age ranged from between 18–21 years
old (40%), to 22–25 years old (55%) and 26–29 years old (5%) (mode:
22–25 years).

3.2 Survey
Instead of using a music emotion elicitation database, we decided
to let participants choose songs that are meaningful for them. Self-
selected songs with which they had personal emotion connections
may approximate real-life emotions better. Two to three weeks
before the experiment, each participant filled in a digital survey to
submit songs that made them either happy/sad or calm/annoyed.
Participants were randomly and evenly divided into one of either
emotion pairs, through a randomising option in the survey. For
each emotion category, we collected at least three songs, where
each song was weighted on a 1-5 Likert scale on how intensively
a song triggers the emotion (e.g. 1: a little bit happy; 5: extremely
happy). For each participant, we selected two songs with the high-
est intensity scores from each category. We prepared ninety second
fragments for all the selected songs to be used during the exper-
iment. At the beginning of the survey the participants filled out
an informed consent form and an exclusion criteria form. The ex-
perimental protocol is vetted by the university ethics board for
experimenting with human subjects.

3.3 Instruments
The affective states of the participants were measured through a
digital version of the Self-Assessment Manikin (SAM) on a 9-point
pictorial scale for valence and arousal values [6]. These dimensional
variables were chosen to avoid self-report biases as participants may
remember which songs they filled in for which emotion category.
Respiration was measured with the biosignalsplux©piezoelectric
respiration sensor (PZT: a respiration belt) and a Bluetooth con-
trolled microphone attached to the neck. One PZT was placed
around the thorax and one around the abdomen. Based on research
by biosignalsplux©, we placed the thoracic sensor on the lateral side
of the body two centimetres under the nipple line, which results in
the highest peak to peak amplitude. For the same reason, we placed
the abdominal sensor frontally, between the eighth and tenth ribs.
The movement signals (measured in Volts, with a range of -1.5 to
1.5) were recorded with OpenSignals (r)evolution software [1]. Cal-
ibration measurements were done by instructing each participant
to inhale and exhale as deep as possible for multiple times. The
microphone receiver was connected to a Canon Legria HF650 video
camera, so that the audio and video were synchronously recorded.

3.4 Experiment flow
The experiment consisted of one session for each participant and
lasted approximately 30 minutes (Figure 3). Participants were first
given a short explanation of the experiment flow, then the belts
and the microphone were attached and a test round was recorded.
At this point, the experimenter left the room to avoid observer
effects. The baseline condition after calibration lasted 45 seconds.
After that, four musical fragments were played in a semi-random
order for each participant to cancel out order or fatigue effects.
All the songs of one emotion condition were always played one
after the other. After each song-fragment, participants first filled
in the SAM questionnaire, and then talked about their experience
of listening to the song for a maximum of 45 seconds (reflection).
That was followed with an inter-stimulus period of 30 seconds to
reduce possible emotional effects induced by the fragments that
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were played before. An experiment interface on a monitor guided
the participants through every step.

Figure 3: Experiment flow. The segments of the experiment
are given with time indices on the left.

3.5 Database Features
The Emotional Respiration Speech Dataset has raw files in the for-
mat of video and audio files, as well as respiration belt signals. We
converted these raw files into various formats to share with the re-
search community. Figure 4 shows the input and output files of our
database. Thus, we share SAM questionnaire results for each song,
the transcriptions of speech episodes, the facial keypoints, gaze and
head directions of each participant, as well as the paralinguistic
features for speech and silence episodes.

4 RESULTS
4.1 Measurement Units
For self-reported valence and arousal levels we use the SAM ques-
tionnaire results recorded after each song. The participants used a 9
point pictorial Likert scale to document howmuch they experienced
valence and arousal for the given emotion. For the breathing fea-
tures, we chose respiration frequency (in breath cycles per minute)
and peak to peak distance (in seconds) to represent respiration rate.
For the depth, we calculated a proportional measure by adding the

peak and minimum amplitude values of a respiration cycle together
(in volt).

4.2 Self-reported emotions
To evaluate whether the songs truly elicited expected emotions, we
analysed the self-reported valence and arousal levels. The results
showed that songs for each emotion type influenced the valence
levels of emotion strongly, in the expected manner, as shown in
Table 1. However, there were no significant effects on the experi-
enced arousal levels. When looking at non-significant effects, the
happy music did seem to increase arousal, as did annoying music.
Sad music did not have any clear influence on arousal. Lastly, calm
music seemed to decrease arousal, but only after the second song
(for the separate song values, see Appendix, Table 3). These results
indicate that it takes more time to influence arousal with music.

Table 1: Mean valence and arousal values during music lis-
tening for the two condition pairs and their baseline. The
asterisk (*) indicates a significant difference in values be-
tween the emotion category on dimensional values and no
music (baseline).

Music emotion Mean valence
(SD)

F
(p-value)

Mean arousal
(SD)

F
(p-value)

No music (N=11) 7.00 (±0.89) 4.73 (±1.42)
Happy (N=11) 7.68 (±0.87) 5.82 (±1.37)
Sad (N=11) 3.77 (±1.03)* 45.7 (<.001) 4.68 (±0.96) 2.97 (.063)

No music (N=9) 6.78 (±0.67) 4.89 (±1.05)
Calm (N=9) 7.61 (±0.74)* 4.28 (±2.20)
Annoying (N=9) 4.28 (±1.58)* 28.18 (<.001) 6.17 (±1.32) 3.34 (.059)

Even though not all results are significant, they were still close to
the expected effects of music elicitation as reported in the literature.
The lack of significant effects may be due to the small sample size
and due to the need of longer emotion elicitation.

4.3 Respiration features
We will demonstrate here the measured respiration patterns by tak-
ing two participant’s respiration as an example. Figure 5 displays
forty five second fragments of the chest and abdomen respiration
patterns during the baseline (i.e. no music), as well as during listen-
ing to songs and the speech episodes that come after listening to
music. The first noticeable difference between the two participant
is the baseline respiration, which demonstrates how much respi-
ration patterns differs between individuals. The first participant
who listened to sad and happy songs took deeper breaths than the
second participant who listened to annoying and calm songs (see
Figure 5, upper and lower parts of the figure for comparison) .

When we compare chest and abdominal respiration (see Figure 5)
for both participants, we observe that the chest respiration to be
more sensitive to the effects of different emotional songs compared
to the abdominal respiration, as the abdominal signal has a similar
number of respiration cycles and amplitude for each song. The
music condition induces deeper breathing and also more ampli-
tude variability, compared to the no-music condition, across the
experiments.
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Figure 4: The Emotional Respiration Speech Dataset

A last observation can be made between listening and speak-
ing: again, for both participants we see considerable changes in
respiration during speech compared to the baseline as well as to
the listening episodes. One interesting difference we see is that for
the first participant the chest and abdomen respiration differs more
than for the second participation where both belt records seem to
be similar.

These findings give an idea of possible respiratory changes dur-
ing emotional states. Here, the most important observation for
virtual agents is that the chest respiration should take precedence
in respiration synthesis for virtual agents.

To evaluate the effects of music on respiration we also analysed
the respiration data of all participants. Multiple statistical analyses
were conducted, but due to space constraints, we only discuss the
averaged respiration feature values for each emotion category.

Similar to our evaluation of valence and arousal levels, we com-
pare respiration features of each emotion category to the baseline
condition. We observe that among all the respiration features, there
was only one statistically significant difference: between at least
two of the mean chest respiration peak to peak distances during
the happy–sad condition, F(2, 20) = 39.75, p > 0.001. A post hoc
pairwise comparison of the least significant difference (LSD) type
showed furthermore that there was a significantly higher peak to
peak chest respiration distance for no music (M = 4.41, SD = 0.79)
compared to sad music (M = 3.70, SD = 0.61), p = 0.033. This suggests
that breathing cycles become shorter when listening to sad music,
compared to no music listening. There was no significant difference
between no music (M = 4.41, SD = 0.79) and happy music (M = 3.70,
SD = 0.64), p = 0.062, nor between sad (M = 3.70, SD = 0.61) and
happy music, p = 0.982.

Analysing the mean differences of respiration features, certain
tendencies became visible. For example, sad music deepens the
abdominal respiration as both the chest and abdominal respiration
have high respiration frequencies. Happy music has a similar in-
creasing effect on respiration frequency, butmay induce amore shal-
low chest respiration pattern. Calm music shows a non-significant
tendency to lower the abdominal respiration frequency and may
increase chest respiration regularity. Annoying music shows an
opposite pattern, where the abdominal respiration frequency is
higher and the abdominal respiration becomes more irregular. The

results are summarised in Table 2. We also provide a summary for
each songs effect in Appendix, Table 4.

5 CONCLUSIONS
We have introduced the Emotional Respiration Speech Dataset, con-
sisting of audio recordings of 20 participants while they listened to
self-selected songs that trigger intense emotions from the two emo-
tion pairs of happy/sad or calm/annoying. The dataset furthermore
is enriched by ground-truth breathing features collected via piezo-
electric respiration sensors, as well as SAM questionnaires filled-in
during the experiment for self-reported valence and arousal levels.

The unique setup of the dataset creates some specific challenges
for emotion elicitation for speech, which can be considered as to
be typical for emotion elicitation experiments. Even though the
relation between music and emotion elicitation has established
strongly in the literature, this dataset is the first to use music for
emotional speech. As we base our analysis on self-reports at the end
of each listening episode, we do not have a more nuanced labeling
throughout the listening and speech episodes. We also need to
further test if the music induced emotion is similar to emotions
experienced and expressed during conversations. Lastly, we need to
note that there is a potential bias that comes with self annotations.
Despite these shortcomings, the analysis of the dataset still brought
interesting insights and future directions.

We have observed that the self-reported valence levels were
triggered by the chosen music for all four emotion categories as
reported in the literature, whereas the changes in the arousal val-
ues were not significant. The amount of time participants were
exposed to music might have played a role. The analysis of breath-
ing patterns confirmed the literature that one has a relatively high
respiration rate when listening to happy music.

Our qualitative observations of respiration patterns during speech
and listening renders the differences between participants for all
conditions, i.e. from the baseline to listening to emotional songs
as well as speaking about them. Another important point here is
the differences observed between chest and abdomen signals of
respiration that can be similar or different according to individuals.
An interesting future work could be to investigate if personality and
mood has an affect on these features. Another line of investigation
would be to test if the perception of personality would change with
the addition of specific breathing features to virtual agents.
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Figure 5: Changes in respiration for two participants while listening to music (first column) and while speech (second column).
The third column shows the baseline, respiration without music. Inhalation is represented by an increase in the signal, whereas
exhalation is represented by a decline in the signal. The signal collected by the chest and abdominal respiratory belts are shown
in blue and green, respectively. The first participant (upper graphs) is exposed to sad and happy songs whereas the second
participant listened to annoying and calms songs.

These results and harnessing the potential of Emotional Respi-
ration Speech Dataset will be useful when modelling realistic em-
bodied agents. To convey sadness or happiness, an agent should be
programmed to have a higher respiration rate. Obviously, breathing
patterns are just one aspect of creating the appearance of emotions,
but they are strong and even a non-anthropomorphic design, such
as a single robotic arm, becomes much more life-like via the addi-
tion of breathing motions [41]. Next to other non-verbal and verbal
behaviours, respiration can also enhance the clarity of the conveyed
emotions.
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6 APPENDIX

Table 3: Mean valence and arousal values during separate song listening for the two condition pairs and their baseline. The
asterisk (*) indicates a significant difference in dimensional values between the different songs for each emotion category and
no music (baseline).

Music emotion Mean valence (SD) F (p-value) Mean arousal (SD) F (p-value)

No music (N=11) 7.00 (±0.89) 4.73 (±1.42)
First happy song (N=11) 7.73 (±0.91) 5.45 (±1.75)
Second happy song (N=11) 7.64 (±0.92) 6.18 (±1.54)
First sad song (N=11) 3.82 (±1.33)* 4.27 (±1.56)
Second sad song (N=11) 3.73 (±1.35)* 45.7 (<.001) 5.09 (±0.94) 2.97 (.063)

No music (N=9) 6.78 (±0.67) 4.89 (±1.05)
First calm song (N=9) 7.67 (±0.71) 4.78 (±2.33)
Second calm song (N=9) 7.56 (±1.13) 3.78 (±2.11)
First annoying song (N=9) 4.33 (±1.80)* 6.22 (±1.30)
Second annoying song (N=9) 4.22 (±1.72)* 28.18 (<.001) 6.11 (±1.62) 3.34 (.059)

Table 4: Mean respiration feature values during separate songs, compared to the other emotion pair and no music listening.
There were no significant differences. RF = respiration frequency in Volt/seconds; PP = peak to peak distance in seconds; RD =
respiration depth in Volt.

Emotion category of separate song
N = 11 No music First happy song Second happy song First sad song Second sad song F-value (p)

Chest RF (SD) 16.19 (±2.00) 17.11 (±2.82) 17.90 (±2.97) 17.84 (±2.61) 17.36 (±2.87) 1.25 (.305)

Abdominal RF (SD) 15.92 (±4.32) 17.48 (±2.83) 16.95 (±5.25) 17.90 (±2.47) 16.25 (±4.06) 0.15 (.709)

Chest PP (SD) 4.41 (±0.79) 3.82 (±0.83) 3.57 (±0.62) 3.68 (±0.66) 3.72 (±0.73) 3.03 (.059)

Abdominal PP (SD) 1.27 (1.76) 0.96 (±1.05) 1.99 (±4.16) 1.11 (±1.07) 1.28 (±1.08) 0.79 (.400)

Chest respiration depth in volt (SD) 0.64 (±0.29) 0.54 (±0.29) 0.50 (±0.29) 0.59 (±0.31) 0.66 (±0.31) 0.72 (.492)

Abdominal respiration depth (SD) 0.54 (±0.23) 0.54 (±0.36) 0.51 (±0.19) 0.65 (±0.40) 0.76 (±0.48) 1.54 (.209)

N = 9 No music First calm song Second calm song First annoying song Second annoying song F-value (p)

Chest RF (SD) 16.51 (±3.19) 16.66 (±3.63) 15.30 (±4.40) 16.60 (±3.29) 16.71 ±3.07) 0.81 (.466)

Abdominal RF (SD) 15.86 (±2.92) 15.26 (±3.48) 15.58 (±3.18) 16.02 (±3.62) 16.02 (±2.80) 0.26 (.707)

Chest PP (SD) 4.20 (±0.76) 4.09 (±1.05) 4.54 (±1.55) 4.01 (±0.96) 3.93 (±0.89) 1.25 (.313)

Abdominal PP (SD) 2.03 (±1.67) 2.16 (±1.83) 2.14 (±1.80) 2.05 (±1.47) 2.04 (±1.73) 0.30 (.744)

Chest respiration depth in volt (SD) 0.65 (±0.38) 0.61 (±0.22) 0.68 (±0.22) 0.57 (±0.15) 0.67 (±0.22) 0.37 (.647)

Abdominal respiration depth (SD) 0.56 (±0.19) 0.65 (±0.16) 0.57 (±0.22) 0.74 (±0.29) 0.52 (±0.24) 2.72 (.107)
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