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Abstract

Convergent Cross Mapping (CCM) is a powerful method for detecting causality in coupled non-
linear dynamical systems, providing a model-free approach to capture dynamic causal interactions.
Partial Cross Mapping (PCM) was introduced as an extension of CCM to address indirect causality
in three-variable systems by comparing cross-mapping quality between direct cause-effect mapping
and indirect mapping through an intermediate conditioning variable. However, PCM remains limited
to univariate delay embeddings in its cross-mapping processes. In this work, we extend PCM to
the multivariate setting, introducing multiPCM, which leverages multivariate embeddings to more
effectively distinguish indirect causal relationships. We further propose a multivariate cross-mapping
framework (MXMap) for causal discovery in dynamical systems. This two-phase framework com-
bines (1) pairwise CCM tests to establish an initial causal graph and (2) multiPCM to refine the graph
by pruning indirect causal connections. Through experiments ! on simulated data and the ERAS
Reanalysis weather dataset, we demonstrate the effectiveness of MXMap. Additionally, MXMap
is compared against several baseline methods, showing advantages in accuracy and causal graph
refinement.

Keywords: Causal inference, state-space reconstruction, convergent cross-mapping, partial cross
mapping, nonlinear dynamical system

1. Implementation at https://github.com/elisejiugizhang/multiPCM.
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1. INTRODUCTION

1. Introduction

Nonlinear dynamical systems are omnipresent across scientific disciplines, and understanding causal
relationships in these systems is crucial for unveiling the underlying mechanisms that drive system
behaviors. Classic causal inference methods, such as Granger Causality (GC) (Granger, 1969) and
other functional causal models (FCMs), including the Additive Noise Model (ANM) (Hoyer et al.,
2008; Liu et al., 2024) and the Post Nonlinear Model (PNL) (Zhang et al., 2015; Keropyan et al.,
2023), struggle with these systems due to their assumption of a predictive relationship from cause to
effect, which does not hold in the presence of complex dynamics like coupling and chaos.

Convergent Cross Mapping (CCM) (Sugihara et al., 2012; Barraquand et al., 2021) was proposed
as a model-free approach for bivariate causal inference in coupled dynamical systems. CCM
addresses these limitations by leveraging state-space manifold reconstructions and cross mapping
between reconstructed embeddings. Since its introduction, CCM has inspired further developments,
including Partial Cross Mapping (PCM) (Leng et al., 2020), which aims to distinguish indirect from
direct causalities in three-variable systems. However, PCM is limited to mapping operations between
univariate delay embeddings, which can be less effective or even fail when dealing with complex
systems with multiple interconnected variables (Chen et al., 2022).

To overcome this limitation, we propose multiPCM, an extension of PCM to the multivariate
setting that allows for more effective causal inference by utilizing cross mapping via multivariate
embeddings. We further integrate multiPCM with bivariate CCM into a two-phase framework named
MXMap (Multivariate Cross Mapping for Causal Discovery). The proposed framework is designed
for multivariate causal discovery, and is not only confined to assumptions of directed acyclic graphs
(DAGs) but can also handle cycles. In the first phase, bivariate CCM generates an initial, potentially
dense causal graph; In the second phase, multiPCM prunes indirect connections, refining the graph to
isolate direct causal relationships. We systematically evaluate multiPCM and MXMap on benchmark
datasets, including both simulated ecosystems and real-world meteorological data.

The contributions of this work are summarized as follows:

* Extension of PCM to multivariate settings: We introduce multiPCM, which extends PCM to
utilize multivariate delay embeddings for more robust causal inference in high-dimensional
dynamical systems.

» Two-phase causal discovery framework: We propose MXMap, combining bivariate CCM
with multiPCM to generate and refine causal graphs in nonlinear dynamical systems, which
can also detect cycles.

* Comprehensive evaluation on nonlinear dynamical systems: We validate multiPCM and
MXMap on simulated and real-world datasets. MXMap is compared against multiple baseline
methods — including tsFCI, VAR-LiNGAM, PCMCI, Granger Causality, DYNOTEARS,
SLARAC — demonstrating advantages in accuracy and refinement capabilities.

2. Preliminaries
2.1. State-Space Reconstruction (SSR)

In physical continuous-time dynamical systems, the interplay between driving forces and dissipation
leads systems to settle into characteristic behaviors, represented by attractor manifolds in state



space (Milnor, 1985). Understanding these attractors is crucial for interpreting the system’s dynamics
and predicting future behavior. However, real-world measurements are often limited, making it
infeasible to observe all variables required to fully characterize the state-space attractor.

State-Space Reconstruction (SSR) (Vlachos and Kugiumtzis, 2008) addresses this challenge:
Given an n-dimensional observed time series from an N -dimensional dynamical system (n < N ),
can we recover the attractor manifold, and thereby the higher-dimensional dynamics, from the
lower-dimensional observations? A common approach is to use sequences of lagged observations to
reconstruct a delay embedding (DE) that approximates the system’s attractor. Whitney’s Embedding
Theorem (Whitney, 1936) and Takens’ Embedding Theorem (Takens, 2006) establish that this
reconstruction is diffeomorphic (i.e., a continuously differentiable and invertible mapping) to the
true attractor under certain conditions (Sauer et al., 1991). When these conditions are satisfied, such
delay embeddings are termed "shadow manifolds" and serve as low-dimensional approximations of
the system (Sugihara et al., 2012).

Following (Vlachos and Kugiumtzis, 2010; Butler et al., 2023), we introduce the univariate delay-
coordinate embedding used in Takens” Theorem. Suppose an attractor .4 exists for the dynamical
system, and a time series {z;}7_ is observed from one state variable x sampled at a constant rate.
Given delay 7 and embedding dimension E, where 7 and F are positive integers, the vector signal
m, (t) of lagged values is defined as:

Wy (1) 1= (T4, Tt 7, To—27, Tt-37s -+ s Ly (B—2)r> Lo (E—-1)7) (D

As time progresses, these vectors form an E-dimensional delay embedding M. The lag 7
determines the observation time scale for reconstruction, while the embedding dimension E defines
the complexity of the embedding. Takens’ theorem suggests that F' should be greater than twice the
fractal dimension of the attractor A, i.e., £ > 2 - dim(A) (Sauer et al., 1991; Kugiumtzis, 1996).
In practice, 7 and E are determined empirically. Time-delayed autocorrelation (Kugiumtzis, 1996)
and delay mutual information (Fraser and Swinney, 1986; Klikova and Raidl, 2011) are commonly
used to select an optimal 7, while the false nearest neighbors (FNN) method (Kennel et al., 1992) is
typically used to determine F, by tracking changes in nearest neighbors as embedding dimensions
increase.

2.2. Convergent Cross Mapping (CCM)

Causality in a discrete-time dynamical system (Butler et al., 2023; Cummins et al., 2015) can be
defined as follows: given two state variables x and y, if the future evolution of y depends on x, then
x is said to cause y, denoted as x = y. This causal influence can be represented in a state-space
equation, as shown in Eq. 2:

Yir1 = Fy (¥, Xt) ()

The relationship between x and y can be unidirectional (x = y or y = X), bidirectional (X < y),
or there may be no causal link at all.

CCM (Sugihara et al., 2012) leverages the diffeomorphism between reconstructed shadow
manifolds, as stated in Takens’ Theorem. Cross mapping measures how well local neighborhoods
in one reconstructed manifold map to the corresponding neighborhoods in another. For delay
embeddings M, and M, reconstructed from x and y, if M, and M,, are both valid shadow manifolds
of the attractor A, they are diffeomorphic to each other via their relationship to .A.



2. PRELIMINARIES

If x causes y (x = y), observations of y should contain information about x. This allows the
reconstruction of the dynamics of x from y, but not necessarily vice versa. In this case, the quality of
mapping from M, to M, should be better compared to the reverse direction, indicating a causal link
fromx to y.

CCM uses a k-nearest neighbor (kKNN) regression approach (also known as simplex projection)
to evaluate the quality of cross mapping. Given time series {z;}2_, and {y; }1_,, to verify whether
X =y, the procedure is as follows:

[1] Construct delay embeddings M, M,, with appropriate delay 7 and embedding dimension .
[2] For each point in M, identify the k-nearest neighbors N,,.

[3] Use the timestamps of N, to find corresponding points N on M, and compute a weighted
average to form a projected reconstruction M., hence the reconstructed X.

[4] Calculate the correlation score p,—., between the true x and the reconstructed X.

[5] Repeat these steps with increasing sequence length; if x =y, the correlation score should
converge, indicating a valid cross map.

The same procedure is repeated for the reverse causal assumption to yield another correlation
score py—;. The correlation scores p,—, and py—, quantify the cross mapping quality, where a
higher score in one direction suggests a stronger causal link. In practice, if the input length L is large
enough, we consider that the yielded correlation scores are already in the convergence zone, and can
be used as final correlation estimates.

2.3. Partial Cross Mapping (PCM)

The original CCM does not distinguish between direct and indirect causality. For three variables X, y,
and z in a causal chain (x = y = z), CCM may incorrectly identify a direct causal link between
x and z due to transitivity through y. Partial Cross Mapping (PCM) (Leng et al., 2020; Jiang et al.,
2023) was proposed to distinguish between direct and indirect causal relationships. In a causal
chain like x = y = z, PCM aims to determine whether the causal link between x and z is direct or
mediated by y.

A PCM test considers three variables: the potential cause X, the condition y, and the potential
effect z. The goal is to assess whether there is a direct link between x and z. This is done by
performing cross mapping between the shadow manifolds of each variable to obtain a reconstruction
of x, denoted by Xx” (from z to x), and another reconstruction of x via y, denoted by 2V (first from z
toy, then from y to x). The correlation scores are defined as follows:

pay = |Corr(x,X”)| PDirect = ParCorr(x,f(z\f(yz) 3)

p Ay represents the correlation between the original x and the reconstruction X*, capturing apparent
information transfer through all paths. pp;,ec: represents the partial correlation, conditioning on the
intermediate variable y to assess direct information transfer between x and z. If no direct causal link
exists, the direct information transfer should be significantly reduced after conditioning on y.

PCM uses an empirical threshold H € [0, 1) to determine causality:
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* If payy > ppirect = H, a direct causal link from x to z is inferred.
e If payy > H > ppirect, only indirect causality is suggested.
* If H > pay > pDirect> N0 causal relationship is inferred.

To distinguish direct from indirect links, we propose an adaptation in our work, to use the
correlation ratio y as an alternative:

_ PDirect ( 4)
PAll
A smaller ratio vy implies negligible direct information transfer after conditioning, suggesting
indirect causality via y. Conversely, a larger -y indicates strong direct information transfer, suggesting
a direct causal link. An empirical ratio threshold v* € (0, 1) is used to decide whether to retain or
eliminate the direct link based on how important such causal influence is.

3. Methodology

We present key components of our approach: multivariate state space reconstruction for capturing
coupled system dynamics; multivariate partial cross mapping to distinguishes between direct and
indirect causality in multivariate settings; MXMap, the proposed framework leveraging the two for
multivariate causal discovery.

3.1. Multivariate State Space Reconstruction (multiSSR)

T
Consider a set of K observed time series denoted as {xl[tk]} ,k=1,2,3,..., K from a dynamical

system. Building upon the univariate delay embedding introduced in Section 2.1, each time series

generates a univariate embedding ./\/l[)];]. The vector ﬁi[f] (t) on ./\/l;[vk} is given by:

=k k k k k k k
mlF (1) = [331[5 ]>$1[f—]77$£—]7'27x£—]7~37 ...,:UEJT.(EQ),:UET.(EA)] ®)
Multivariate State-Space Reconstruction (multiSSR) constructs a multivariate embedding by
stacking all K univariate delay embeddings. A vector m;(t) on M, (t) is represented as:

T

i, () = [me) B2 mie) . me) ©)

For simplicity and consistency, we adopt a uniform multiSSR scheme, where the delay values
7 and embedding dimensions F are the same for all K time series, as suggested by (Vlachos and
Kugiumtzis, 2010).

3.2. Multivariate Partial Cross Mapping (multiPCM)

The original PCM method considers three univariate inputs: the potential cause, effect, and condition
variables. Multivariate Partial Cross Mapping (multiPCM) extends this by allowing the condition set
to be multivariate, making it better suited for high-dimensional systems.

Consider a set of variables G, with a quasi-chain structure X; = G \ {X1, Xo} = Xs. Here,
X is the alleged cause, X5 is the alleged effect, and the rest of the variables, denoted as Conds :=
G\ {X1, X2}, serve as the condition set.
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The two univariate inputs, X7 and X5, form univariate delay embeddings, while the multivariate
condition set forms a multivariate embedding as described in Section 3.1.

Similar to the original PCM as described in Section 2.3, we conduct the apparent (univariate)
and conditioned (multivariate) cross mappings to obtain the two correlation scores.

* Apparent cross mapping: Perform univariate cross mapping to reconstruct X; from Xo,
s X
denoted as X 2

_——X
* Conditioned cross mapping: Reconstruct the condition set from X5, denoted by Conds 2,

_— X .. & Conds?
and then reconstruct X from Conds , resulting in X
The two correlation scores are then computed as follows:
X X Conds 2
~ Xo ~ Xo, «» Conds
pan = |Corr(X1, X1 ") pDirect = |ParCorr(X1, X1 | X3 ) (7

Following a similar reasoning as in Section 2.3, we determine whether a direct causal link exists
between X; and X5 by calculating the correlation ratio v = % and comparing it against an
empirical threshold.

3.3. Multivariate Cross Mapping (MXMap) for Multivariate Causal Discovery in Dynamical
Systems

We propose MXMap as a two-phase framework for multivariate causal discovery in dynamical
systems. Inspired by the structure of RESIT (Regression with Subsequent Independence Test) (Peters
et al., 2014) algorithm, MXMap first establishes an initial causal graph and then prunes indirect
connections (See Algorithm 1 in Appendix A).

The details of each phase are as follows:

* Phase 1 (Establish Initial Causal Graph): In the first phase, MXMap applies exhaustive
bivariate CCM tests between all pairs of variables to establish an initial causal graph. For each
pair of variables, we embed their time series using delay embedding parameters (7, ') and
compute delay embeddings M x, and M x,. Cross mapping is then performed between these

embeddings to reconstruct each variable, yielding reconstructed series X, and X ;. Correlation
scores are calculated for both directions—Sx, = x; and 8x;= x;. The direction with the higher
score is chosen as the causal direction, and a link is added to the initial graph accordingly. For
this CCM phase, if both scores are below a correlation threshold (0.5), no link is established.

* Phase 2 (Prune Indirect Causal Connections): The initial causal graph generated in Phase 1
may contain indirect connections, which can result in an overly dense graph. In the second
phase, MXMap uses multiPCM to refine the graph by pruning indirect links. For each parent-
child pair in the initial graph, we identify all intermediate variables forming paths between
them. We then apply multiPCM to assess whether the causal link between the parent and
child is direct or goes through intermediate variables. Specifically, we embed the parent, child,
and intermediate variables, and compute two correlation scores: p4;;, representing overall
correlation, and pp;rect, representing partial correlation conditioned on the intermediate



variables and assessing the direct information transfer between parent and child variables. We
calculate the correlation ratio v = % and compare it to a predefined ratio threshold ~*. If
ratio y is below ~*, the direct information transfer isn’t considered important enough, and the
parent-child link is considered indirect and is removed from the graph.

4. Experiments

We evaluate the proposed multiPCM and MXMap on simulated and real-world dynamical systems as
described in the Section 4.1 below. MXMap performance is then compared with several established
multivariate causal inference methods), including RESIT (Peters et al., 2014), tsFCI (Entner and
Hoyer, 2010), VAR-LiINGAM (Hyviérinen et al., 2010), PCMCI (Runge et al., 2019), Granger
Causality (Granger, 1969), DYNOTEARS (Pamfil et al., 2020), and SLARAC (Weichwald et al.,
2020). Overview of these methods and how the outputs of each model are interpreted can be found
in Appendix F.

For RESIT and VAR-LiNGAM, we adopt python implementations in the LiNGAM library (Shimizu,
2014); tsFCI is adapted based on the implementation of FCI from the causal-1learn library (Zheng
etal., 2024); PCMCl is from the t igramite library (Runge et al., 2023); Granger Causality is also
from causal-learn; DYNOTEARS is implemented using the Causalnex (Beaumont et al.,
2021) library; SLARAC is from the t idybench repository (Weichwald et al., 2020). Experimental
setup is provided in Appendix G.

4.1. Data
4.1.1. SIMULATED DATA: SPECIES INTERACTION SYSTEMS

Following similar data generation scheme as in Leng et al. (2020), we generate dynamical systems of
varying complexity, from 3-variable to 7-variable. These systems are derived and adapted from the
Lotka-Volterra competition models (Volterra, 1931; Lotka, 1925; Roques and Chekroun, 2011) that
characterize species interactions and exhibit chaotic behaviors. Example of a 3-species system is
shown in Eq. 8.

Tt = Tg—1 (ax — OgpTp—1 — Byxyt—l - 5zxzt—1) ‘Mg + €x
Yt = Yt—1 (ay — QyYt—1 — ﬁxyfl:t—l - /Bzyzt—l) “Ny + €y ()
Zt = Zt—1 (az —Qz2—1 — /8$Z‘Tt—1 - ﬁyzyt—l) 1yt €y
For the 3-species systems (Eq. 8), the coefficients « for autonomous dynamics are set respectively
as a; = 3.70, oy = 3.78, a, = 3.72. The coupling coefficient 3;; is either 0 or 0.35, depending on
whether the causal interaction is present or absent. For higher dimensional systems, we follow a
similar logic, where the autonomous dynamics coefficients « are sampled in range [3.70, 3.80), and
the coupling coefficients 3 are 0.35 when there is causal interaction between a variable pair (0 if no
causal interaction). These systems are used to evaluate the effectiveness of multiPCM and MXMap
in capturing both direct and indirect causal links in controlled scenarios. The ground truth causal
structures of all used systems (from 3-variable to 7-variable) are demonstrated in Appendix J.

4.1.2. ERAS5 REANALYSIS METEOROLOGICAL DATA

We also evaluate MXMap on real-world meteorological data from the ERAS Global Reanalysis
dataset (Hersbach et al., 2020), provided by the Copernicus program by ECMWE. The ERAS5 dataset
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offers hourly climate variables over a global scale, allowing us to investigate causality in a practical
environmental setting.

We extract hourly winter data (December to February) for the Montreal region from 1981 to
2023. Two setups were chosen to assess the effectiveness of causal discovery methods:

* 3V Chain: total cloud water (tcw) = total radiation (rad) = near-ground temperate (75,,).

e 5V System: This system includes solar radiation (rad,q;-), terrestrial radiation (radye,. ), near-
ground temperature advection (1} 4,950), total cloud water (tcw) and near-ground temperature
(T5,,). We examine whether well-established causal relationships can be detected, namely
radsolar = Tom, radierr = Tom, Tadvoso = Tom, tew = radsoiar-

Detailed explanations of these mechanisms and meteorological contexts are provided in Ap-
pendix D. By focusing on winter data, when these causal mechanisms are most pronounced, these
setups serve as an ideal test case for assessing MXMap’s ability to uncover causal relationships in
complex, real-world environmental systems.

4.2. Validation of multiPCM

To validate the effectiveness of multiPCM in distinguishing between direct and indirect causal
relationships, we perform experiments on simulated four-variable systems generated without noise.
Specifically, we evaluate three scenarios: purely direct causality, purely indirect causality, and
combined direct and indirect causality, as illustrated in Table 1. The causal relationships of interest
are highlighted in color, while the other variables are shown in gray and grouped together to form a
multivariate embedding, used as the condition set (C'onds) for multiPCM.

We use an input length of L = 3500 time steps for all tests and conduct multiPCM on a
range of lag and embedding dimension values (7, E € {1,2,3,...,8}). The results of the grid
search are presented in Table 1 (complete table with more cases in Appendix B), where we analyze
the correlation ratio v = ppirect/pan and the predicted labels indicating whether direct causality
between colored nodes is rejected and to be removed based on a PCM threshold of 0.45 (this empirical
threshold selection is discussed in Appendix C). Red label indicates rejection, since only indirect
causality exists; while blue label indicates the existence direct causality, hence the link between
colored nodes should be kept.

The experimental results demonstrate the effectiveness of multiPCM in distinguishing direct and
indirect causal relationships under different scenarios:

1. Direct Causality: For cases involving direct causality (Direct and Both), we observe that
both correlation scores, p 4;; and ppirect, are significantly higher when the lag 7 is small, and
start dropping as lag increases. This trend is also consistent with observations from previous
works on cross mapping in nonlinear systems.

2. Indirect Causality: In the case of purely indirect causality, the correlation profiles tend to
be inconsistent across different lags and embedding dimensions, showing fluctuating surfaces
rather than a clear decreasing trend. This behavior is characteristic of indirect interactions, as
these relationships become weaker and more unstable with increasing delay.

3. Optimal Hyperparameter Range: The grid search results for predicted labels further illustrate
the behavior of multiPCM. There exists an ideal range of lag and embedding dimension values
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Table 1: Performance of multiPCM (Full Table in Appendix B): Profiles of correlation scores,
correlation ratios, predicted label (thres = 0.45) under grid search. Red dot indicates there isn’t
direct causality between the colored nodes, while blue indicates there is direct causality between the
colored nodes.

for accurately inferring causality: Here in Table 1, when the multiPCM lag (7) is less than 2
and the embedding dimension (E) is in the interval of [3, 8], multiPCM produces consistent
and accurate results across these three causal structures. In practice, if the approximate system
dimension and timescale of the lag are known, the appropriate selections for 7 and £ would
likely align closely with the ground truth values: For the demonstrated 3-variable (3V) and
4-variable (4V) systems, the actual system dimension is 3 or 4, the generating dynamics use a
lag of 1 (All these ground-truth 7 and E values fall in the detected ranges above). Notably,
the selection of E seems to be more tolerant for slight overestimation when the true state
dimension is unknown. Thus, when the exact ground truth is unavailable, a slightly higher
dimension for delay embedding may still yield reliable results, and can potentially help account
for latent variables.



4. EXPERIMENTS

These observations show that multiPCM is capable of correctly distinguishing direct and indirect
causalities in multivariate scenarios. By performing cross mapping with multivariate embeddings,
multiPCM achieves consistent causal inference that is robust across different lag and embedding
dimension configurations.

4.3. Prediction Consistency

Mirage correlations are common in nonlinear dynamical systems. Coupled nonlinear systems often
exhibit transient correlations between variables, which may change or disappear entirely when
different subsequences are sampled. This presents a significant challenge for causal discovery,
particularly for methods relying on consistent predictive relationships, such as Granger causality.
The original CCM paper Sugihara et al. (2012) illustrated this phenomenon using a bivariate system
of competing species.

ssssssssssssssssss

(a) Subsequence 1 (b) Subsequence 2 (c) Subsequence 3

Figure 1: Visualizations of subsequences from a 4-species chain: In the same sequence, correlations
between variables can be positive, negative or zero when sampling from different start points.

To evaluate the robustness of our proposed approach in such scenarios, we first illustrate the
chaotic behavior and mirage correlations in the noise-free four-species chain system (w = = =
Yy = %), as defined in Section 4.1.1. We randomly sample different starting points and visualize
subsequences (of length 25) from these sampled points in Fig. 1. As shown, the correlations between
variables vary widely across different subsequences, exhibiting positive, near-zero, and even negative
correlations.

Model MXMap RESIT-MLP
/

|
_— / J  / NN Vant
rediction | P \ \ 3 ‘ ),

| ™~ l J
Precision 1.0 0.5000 0.3333 0.2500 0.5000 0.4000
Recall 1.0 1.0 0.6667 0.3333 0.6667 0.6667
F1 1.0 0.6667 0.4444 0.2857 0.5714 0.5000
SHD 0 3 5 5 3 4
Count 10 4 3 1 1 1

Table 2: Comparison of MXMap and RESIT-MLP on 10 randomly sampled segments from a 4-
species chain system w = = = y = z.
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To further assess prediction consistency, we apply the MXMap and RESIT (recapitulation in
Appendix E) frameworks to different segments of the sequences to determine the causal order of
variables. Specifically, we generate 10 random positive integers as starting timestamps to sample 10
test sequences from the 4-species chain system (Eq. ??), each with a length of 3500.

For MXMap, we select a k-nearest neighbor (kNN) size of 10, a PCM correlation ratio threshold
of 0.6, and delay embedding parameters 7 = 2 and dim = 6. For RESIT, we used the scikit-learn
MLP regressor with two layers of 32 units each, along with an HSIC threshold (o« = 0.01) for edge
removal.

Table 2 shows the results (evaluation metrics listed in Appendix H). MXMap consistently
determined the correct causal order across all sampled segments, yielding stable predictions with
perfect precision, recall, and F1 scores. In contrast, RESIT-MLP’s predictions varied significantly
depending on the starting point of each sequence. The causal graph predicted by RESIT changed
across different segments, illustrating the sensitivity of its prediction to initial conditions due to the
underlying predictive model assumption. Additionally, MXMap achieved better evaluation metrics
across all four selected metrics.

4.4. Comparison with Other Established Causal Inference Methods

To demonstrate the effectiveness of MXMap in multivariate causal inference for nonlinear dynamical
systems, we compare its performance on simulated multivariate dynamical systems (including
cycles) with baseline methods (tsFCI, VAR-LINGAM, PCMCI, Granger Causality, DYNOTEARS,
SLARAC). When interpreting the predicted outputs, we consider non-oriented causal edges and
bidirectional causal edges equivalent, which is in turn reflected in the metric calculation.

4.4.1. SIMULATED SYSTEMS

Structure 3V Chain 3V Immorality 3V No Cycle 3V Cycle
No Noise Noise | No Noise Noise | No Noise Noise | No Noise Noise
tsFCI 4 3 2 2 6 4 3 5
VARLINGAM 2 4 4 4 5 6 3 4
Granger 4 4 4 4 5 6 2 4
PCMCI 1 0 0 0 2 1 3 3
DYNOTEARS 3 4 2 2 3 1 5 3
SLARAC 6 6 6 6 5 6 5 4
MXMap 1 0 1 0 0 0 0 0

Table 3: SHD scores of MXMap and baselines for 3V settings on simulated no-noise and noisy
dynamical systems.

Tables 3, 4 and 5 show the results of SHD scores (best in bold) on simulated systems with
varying complexity from 3 to 7 variables. A more complete evaluation with all four metrics (Prec,
Rec, F'1, and SH D), along with visualizations of ground truth graphs, predicted causal graphs, is
provided in Appendix J. The time series data are generated under both noise-free and noisy settings
(Gaussian additive noise, strength 0.01). Overall, MXMap consistently achieves good performance
the baselines, yielding lower SHD scores which indicate fewer incorrect edges in the predicted causal
graphs.
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Structure 4V Chain 4V No Cycle 4V Cycle
No Noise Noise | No Noise Noise | No Noise Noise
tsFCI 3 3 5 4 4 6
VARLINGAM 4 6 7 8 4 5
Granger 4 6 5 8 3 6
PCMCI 1 0 1 1 8 4
DYNOTEARS 7 10 3 1 7 6
SLARAC 10 10 3 2 5 6
MXMap 0 0 1 1 0 2

Table 4: SHD scores of MXMap and baselines for 4V settings on simulated no-noise and noisy

dynamical systems.

Structure 5V No Cycle 5V Cycle 6V No Cycle 7V Cycle
No Noise Noise | No Noise Noise | No Noise Noise | No Noise Noise
tsFCI 7 4 6 8 10 11 10 10
VARLINGAM 6 6 12 12 9 11 16 15
Granger 6 6 12 12 11 12 15 15
PCMCI 5 5 5 2 11 3 11 10
DYNOTEARS 8 15 11 12 19 18 16 22
SLARAC 16 16 18 18 25 27 21 25
MXMap 1 1 0 2 2 4 4 6

Table 5: SHD scores of MXMap and baselines for 5V-7V settings on simulated no-noise and noisy

dynamical systems.

4.4.2. ERAS 3-VARIABLE CHAIN: tcw = rad = To,,

Method | PC FCI LINGAM  PCMCI | MXMap
| | |
Output / N\
| | | !
Prec 033 033 0 0.50 0.67
Rec 1.0 1.0 0 1.0 1.0
F1 0.50  0.50 0 0.67 0.80
SHD 4 4 4 2 1

Table 6: Causal inference methods on the ERAS 3V system.

For inferring the chain tcw = rad = T5,,, we take input sequence length of 6000, and consider
the lag 7 value to be 4 (for the lag value of delay embedding formulation, and max lag of the
PCMCI method) While other methods either failed to identify causal directions correctly or predicted
incorrect causal orders, MXMap consistently maintained the correct causal order and produced
results closest to the expected ground truth.
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Methods ‘ tsFCI VARLINGAM Granger PCMCI DYNOTEARS SLARAC ‘ MXMap
radsolar = Tom | v v v W v X v
radierr = Tom | V¥ W v W X v/ v
Taawoso = Tom X ' VY W v W v
tcw = radsolar | X X v v v v v

Table 7: Detection of Benchmark Causal Relationships in the ERAS 5V System (full visualizations
in Table 9). A checkmark (green) indicates a correctly detected and oriented edge, a half-checkmark
(gray) denotes a detected but ambiguously oriented edge, and a crossmark (red) represents an
undetected or incorrectly oriented edge.

4.4.3. ERAS 5-VARIABLE SYSTEM: tcw, radspiar, T0dterr> Ladvoso AND Thy,

The objective is to evaluate the performance via observing how many of these well-established
causal relationships are detected by the methods radspiar = Tom, radierr = Tom, Tadvoso = Tom.
tcw = radgeqr (€xplanations of these mechanisms in Appendix D, full table with predicted graphs
in Table 9 in Appendix D.4). The results in Table 7 show that MXMap is overall able to correctly
identify and orient edges that represent the 4 benchmark causal mechanisms in the 5-variable system,
and outperforms the other baseline methods.

5. Conclusion

In this work, we proposed multiPCM, allowing us to more effectively distinguish between direct and
indirect causal relationships. We integrated multiPCM with bivariate Convergent Cross Mapping
(CCM) in a two-phase framework, MXMap, that first establishes an initial causal graph and then
prunes indirect connections. Through experiments on simulated species interaction systems and real-
world ERAS5 meteorological data, we demonstrated that MXMap outperforms traditional methods
and exhibits robust performance in complex, high-dimensional dynamical systems.

There are still limits to this current framework (discussed in Appendix I), demonstrated in
runtime complexity, scalability, and possible failure cases in highly noisy environment or non-
stationary systems. Future work could focus on enhancing the robustness of cross mapping under
noisy conditions (Mgnster et al., 2017). Investigating and incorporating certain noise-handling
mechanisms (Zhang et al., 2024) in MXMap could further enhance its applicability in noisy real-
world scenarios. Another direction is to explore adaptive parameter selection (Shortreed and Ertefaie,
2017; Machlanski et al., 2023) for MXMap, such as optimizing embedding dimensions and lags
based on data properties and currently outputs. Current grid search methods are computationally
expensive for larger datasets, and efficient heuristic or learning-based tuning could improve scalability.
Finally, applying MXMap to other real-world domains, such as power systems, larger timescale
climate modeling, and epidemiology, could further validate its versatility and reveal complex causal
interactions.
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A. MXMAP WORKFLOW IN PSEUDOCODE

Appendix A. MXMap Workflow in Pseudocode

Algorithm 1 MXMap Workflow
Data: Delay 7, dimension E; Time series of a multivariate dynamical system G =
{X1,Xs,...,Xy}; Variable indices S := {1,..., K}; PCM threshold of correlation ra-
tio v*.
Result: Adjacency matrix .A; Final children dictionary C H
Phase 1: Initial Causal Graph
for i € S do
for j € Sand j # i do
Embed X; and X; with delay parameters 7 and E; Perform cross mappings to reconstruct
X; from X and vice versa;
Compute scores Sx,= x; and 15} X=X
if Bx,=x; > Bx;=x, and both scores > 0.5 then
| Establish link X; = X (set A; ; = 1 and add j to CH|[i]);
end
else if Ox,— x, > Bx,=x; and both scores > 0.5 then
| Establish link X; = X; (set A;; = 1 and add i to CH[j]);
end

end

end
Phase 2: Prune Indirect Connections
for i € Sdo
for j € CHJi] do
if Longest path between X; and X ; has more than 2 nodes then
Identify all intermediate nodes between X; and X; as set Conds;
Embed X;, X, and Conds; perform multiPCM to compute reconstructions;
Calculate scores p a1, PDirect> and 1atio v = ppirect/ P Al
if v < +* then
| Remove link X; = X (set A; ; = 0 and remove j from C' H [i]);
end

end

end
end

Appendix B. Validation of multiPCM with More Generated Systems

A more complete grid-search results is presented in Table 8, with more cases of simulated systems
and additional profiles of correlation scores p 4y and ppirect, on top of the ratio and label.

Input length is L = 3500, the ranges of lags and embedding dimensions are (1, E € {1,2,3,...,8}).
The predicted labels indicating whether direct causality is rejected based on a PCM threshold of 0.45
(this threshold selection is discussed in Appendix C). Red label indicates rejection, suggesting there
is only indirect causality, while blue label indicates acceptance, suggesting direct causality exists
hence we should not remove the link between the colored nodes.
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Type Direct Indirect Both

Causality

PAlU

PDirect

Ratio

Label

Table 8: Performance of multiPCM: Correlation scores, correlation ratio, predicted label (thres =
0.45) under grid search. Red dot indicates there isn’t direct causality between the colored nodes,
while blue indicates there is direct causality.

Appendix C. Empirical Threshold Selection for multiPCM in Simulated Systems

The threshold for correlation ratio used in multiPCM was selected empirically by testing on our
simulated systems under three distinct causality scenarios: direct, indirect, and both. The data of
these scenarios are generated based on the description of Section 4.1.1, varying from 3-variable to
7-variable with increasing complexity. The data generation is noise-free for simplicity.

Here we use lag 7 = 1 and embedding dimension £ = 7 for multiPCM (since the discrete
data generation uses 1 as the lag, and the highest dimension of all the systems is 7, we round the
dimension up to the highest value to ensure performance across all simulated systems). We illustrate
the output labels with varying ratio thresholds ranging from 0.05 to 0.95, with a step size of 0.05.
Lower ratio threshold implies that the edge removal is more lenient and tends to retain more edges
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D. ERA5 METEOROLOGICAL DATA: CANDIDATE TESTING SYSTEMS

that lie between direct and indirect; while higher threshold indicates the edge removal is stricter and
will only keep the edges whose direct correlation is strong enough.

For direct and both causality scenarios, the link should be retained (labeled "direct"); For indirect
causality scenarios, the link should be removed (labeled "indirect").

The selected threshold should achieve a relatively good accuracy across all systems, here we set
the tolerance for each threshold value to 2 mistaken labels at each causality senario.

(a) Direct (expected "direct") (b) Indirect (expected "indirect")  (c) Both (expected "direct")

Figure 2: Different PCM ratio thresholds in three causality scenarios and how they impact the
predicted labels.

Fig. 2 illustrates the results in heatmaps. In the "Direct" scenario, the thresholds that satisfy the
tolerance are from 0.05 all the way to 0.9 (inclusive). In the "Indirect" scenario, the thresholds that
satisfy the tolerance are from 0.45 to 0.95 (inclusive). In the "Both" scenario, the thresholds that
satisfy the tolerance are from 0.05 to 0.45 (inclusive). Overall, 0.45 is relatively the best threshold
value across all the simulation scenarios.

Note that the appropriate threshold may vary depending on the system and the specific purpose
of the study. For the ERAS chain tcw = rad = T, discussed in Section 4.4.2, with MXMap lag
7 = 4 and dimension E = 6, the PCM ratio threshold required to remove the likely-indirect link
tcw = Thyy, is 0.7. This higher threshold value may suggest the presence of a weaker but direct
causal relationship between total cloud water tcw and near-ground temperature 75,,, or it could
reflect the influence of unaccounted latent variables. If the goal is to establish a causal graph with the
correct order while tolerating some additional links, a denser graph may be acceptable for certain
applications. In such cases, tolerating the retention of certain edges by multiPCM can still yield
useful insights.

Appendix D. ERAS Meteorological Data: Candidate Testing Systems
D.1. Overview

This paper evaluates the causal discovery performance using the following two setups:

* 3V Chain: A simplified 3-variable system capturing the causal chain: tcw = rad = Top,.
This causal chain is particularly pronounced in winter when cloud coverage strongly affects
radiation levels, which subsequently modulate ground-level temperatures.

* 5V System: This system includes solar radiation (radsqr), terrestrial radiation (radyerr), near-
ground temperature advection (1}, 4,950), total cloud water (tcw) and near-ground temperature
(Tom). This setup examines whether well-established causal relationships can be detected,
namely radgsoiar = Tom, radierr = Tom, Tadvoso = Tom, tcw = radgyiq-. The SV system
builds on the 3V chain by introducing two radiation components as well as a temperature
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advection term. While the complete causal graph of this system is not fully established due to
its complexity, the bivariate relationships outlined above are well-supported in meteorological
literature and provide a robust benchmark for evaluation.

Detailed explanations are as follows.

D.2. Cloud (tcw) = Radiation (rad) = Ground-Level Temperature (75,,)

This causal chain used in our work, where clouds impact radiation levels and in turn affect ground-
level temperatures, is well-supported in meteorological research, especially concerning winter
seasons.

Clouds play a significant role in modulating surface radiation, as they both reflect incoming solar
radiation (shortwave) and trap outgoing terrestrial radiation (longwave) (Stephens, 2005), hence
tcw = rad.

During the day, clouds primarily act as a barrier to incoming solar radiation. Thick and extensive
cloud cover reflects a significant portion of the solar radiation back into space, thereby lowering the
temperature. At night, the longwave terrestrial radiation play a predominant role, which, combined
with the presence of cloud cover (like an insulating blanket), leads to a warming effect.

The warming effect is especially pronounced in winter (Ramanathan et al., 1989), because the
reduced daylight and lower solar angles reduce the overall shortwave radiation, rendering cloud
cover’s longwave effect more prominent. Research also indicates that during winter, the impact of
clouds on radiation and temperature is more pronounced in polar regions, or in temperate zones with
longer nights and lower solar angle, emphasizing the effect of cloud cover on maintaining warmer
near-ground temperatures.

The timescale of this mechanism is usually within an hour or within a couple of hours (Stephens,
2005; Pielke Sr and Matsui, 2005): the impact of cloud cover on radiation flux is almost instanta-
neous, and the response of ground-level temperature depends on several factors (e.g. time of the
day, humidity, wind). This information is crucial for choosing the lag value for the state-space
reconstruction used in cross mapping based methods and the maximal lag 7 used in PCMCIL.

D.3. Introducing More Variables to the System

To enhance the complexity and realism of the ERAS testing system, we introduce additional variables
that reflect key meteorological processes. These include the following:

D.3.1. NEAR-GROUND TEMPERATURE ADVECTION 7} 4,950

Tadvos0 stands for the near-ground temperature advection at the 950h Pa pressure level. It captures
the transport of temperature influenced by atmospheric motion, and should be a direct cause of the
near-ground temperature 75,,, hence T,4,950 = Tom.

D.3.2. RADIATION COMPONENTS: SOLAR RADIATION (radsyqr) AND TERRESTRIAL
RADIATION (radierr)
Separating the radiation components into solar and terrestrial radiation enables finer analysis of their

individual roles in energy balance and temperature dynamics:

21



E. RESIT (REGRESSION WITH SUBSEQUENT INDEPENDENCE TEST) FRAMEWORK

* Solar Radiation (rads.,,-) is mainly and directly affected by cloud cover due to its role in
shielding or transmitting shortwave radiation, hence tcw = radgojqr-

* Terrestrial Radiation (rad;.,,) and cloud cover have a more complex interaction mechanism,
and their causal relationship would be weaker and less prominent compared to tcw = radgsyqs-

Both radiation components should be directly impacting the temperature, hence radgoior = Tom
and radierr = Tom.

D.4. Evaluating Causal Relationships

We evaluate the model performance on the following systems:

1. The 3-variable chain tcw = rad = Tb,,: Since the ground truth is known and relatively
well justified, the causal discovery of this system will be evaluated in the same way as the
simulated systems, using the metrics to compute the differences between truth causal graph
and predicted graph;

2. The expanded 5-variable system with tcw, radsoiars T0dterrs Tadgvoso and To,,: While
establishing the exact ground truth causal graph for this higher-dimensional weather system
is challenging due to its inherent complexity, the following bivariate causal relationships are
well-understood and serve as a benchmark for evaluation: radspje;r = Tom, radierr = Tom,
Todv950 = Tom, tcw = radgyqr; We evaluate how well the causal inference methods detect
these known relationships consistently.

We present the full results along with the predicted graphs in Appendix Table 9 to supplement
the results presented in main Section 4.4.3.

Appendix E. RESIT (Regression with Subsequent Independence Test) Framework

RESIT is an approach that extends the principles of ANM by iteratively conducting regression
followed by an independence test on the residuals (Peters et al., 2014). The original RESIT framework
contains two phases, the causal order determination phase, and the edge elimination phase and is
outlined in Algorithm 2.

In Phase 1, one variable is selected as a prediction target (alleged effect) in each iteration, and the
remaining variables are used as predictors (alleged causes) to fit a regression model. The regression
error is computed, and the dependence between the residue and the predictors is measured. The
variable with the weakest dependence (most likely effect) is identified and removed from the set.
This process is repeated until all variables are ordered, establishing a topological order.

In Phase 2, for each variable with at least one parent, the set of parent variables is retrieved. For
each parent variable, a regression model is fitted to predict the target variable using all other parents
except the current one. The independence of the regression residue is compared with a threshold, and
if it is sufficiently independent, the parent variable is removed from the parent set. This phase refines
the causal structure by eliminating unnecessary dependencies, resulting in a clearer causal graph.

The RESIT algorithm iteratively establishes a causal order of variables by evaluating the strength
of their causal relationships through regression and independence testing, ultimately refining the
identified causal structure.
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Table 9: Full results for detection of Benchmark Causal Relationships in the ERAS5 5V System.
A checkmark (green) indicates a correctly detected and oriented edge, a half-checkmark (gray)
denotes a detected but ambiguously oriented edge, and a crossmark (red) represents an undetected or
incorrectly oriented edge.
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Appendix F. Overview of the Baseline Methods

Time-Series Fast Causal Inference (tsFCI) (Entner and Hoyer, 2010) is an extension of the Fast
Causal Inference (FCI) (Spirtes et al., 2013) algorithm for time-series data. It is designed to infer
causal relationships from temporal data, taking into account potential latent confounders. The
output is a Partial Ancestral Graph (PAG) with repeating structures over time steps to reflect the
time-lagged causal impact. The predicted result allows unoriented edges, here we interpret such edge
as bidirectional.

VAR-LiINGAM (Vector Autoregressive Linear Non-Gaussian Acyclic Model) (Hyvérinen et al.,
2010) enhances the LINGAM (Shimizu et al., 2006) framework with vector autoregressive (VAR)
models, enabling causal discovery in multivariate time series assuming non-Gaussian distribution
and acyclic causal graph.

PCMCI (Peter and Clark Momentary Conditional Independence) (Runge et al., 2019), is a method
designed to detect causal links in time series data. PCMCI extends the PC algorithm for temporal data,
combining it with momentary conditional independence tests to account for lagged dependencies
and reduce the risk of false discoveries in highly autocorrelated data. PCMCI identifies causal links
at different levels of time lags, hence its time-unrolled causal graphs will be fully oriented, while the
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Algorithm 2 Regression with Subsequent Independence Test (RESIT)

Input: i.i.d. samples of a p-dimensional distribution on (X7, ..., X))
Output: Set of parents for each variable: {pa(1),...,pa(p)}

S« {1,...,p}

T[]

Phase 1: Determine topological order
while S # () do
for k € S do
Regress Xj, on { X }ico\ (k)
Measure dependence between residual » = X — X}, and predictors { X };c S\{k}
end
Let k* be the variable with the weakest dependence ;
S« S\ {k*};
pa(k*) « S';
T [k*, 7] ;

end
Phase 2: Remove superfluous edges
for £ =2 topdo
for ¢ € pa(w(k)) do
Regress Xw(k) on {Xi}iEpa(w(k))\{é} 5
if residuals are independent of { X }ic(r(1)
| pa(m(k)) < pa(m(k)) \ {¢};
end
end

m(k—1)} then

77777

end

conventional causal graph may have contemporaneous, bidirectional or feedback processes. In our
work, such link is interpreted as bidirectional.

Granger Causality (Granger, 1969) is a statistical hypothesis test used to determine whether
one time-series can predict another, implying a causal relationship. It is based on the idea that a
time-series X is said to Granger-cause another series Y if including past values of X improves the
prediction of Y over a model that only uses past values of Y.

DYNOTEARS (Pamfil et al., 2020) is a Bayesian structure learning algorithm for time series
data. It extends the DAG-NOTEARS (Zheng et al., 2018) framework, allowing for detection of
contemporaneous and time-lagged relationships between variables in a time-series. The method
enforces acyclicity via a differentiable constraint, enabling scalable and accurate causal discovery.

SLARAC (Subsampled Linear Auto-Regression Absolute Coefficients) (Weichwald et al., 2020)
is among the t idybench time-series causal discovery benchmarks. It is among the best performing
models in the NeurIPS 2019 Causality for Climate competition (Runge et al., 2020), emphasizes the
use of large regression coefficients over traditional small p-value thresholds.

Causal discovery with observational data is a rich and fast-developing field, offering diverse
methods and baselines. For a comprehensive review of recent advances, please refer to (Camps-Valls
et al., 2023), where methodologies, challenges and applications are discussed in depth.
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Appendix G. Experimental Setup

RESIT is implemented with the LiNGAM library and MLP regressor from scikit-learn (Pe-
dregosa et al., 2011; Buitinck et al., 2013). To ensure a good enough fit quality, we choose the
following parameters for they MLP regressor: 2 hidden layers of size 100, max number of iteration
1000.

tsFCI is implemented with FCI from causal-learn using the fisherz as independence test
and level of significance o = 0.05; VAR-LiINGAM and Granger implemented with causal-learn
with max lag of 1; DYNOTEARS is implemented using the Causalnex library, and SLARAC
from t idybench with max lag of 1. PCMCI from the t i gramite package is implemented using
robust correlation (RobustCorr), with a significance level of v, = 0.2 for PC and a maximum
lag of 1. As recommended by the original authors (Runge et al., 2019), oy should not be interpreted
as a strict measure of statistical significance. Instead, it is used in Phase 1 (PC) to reduce the search
space for independence tests, and a slightly larger value for oy, often provides faster inference while
maintaining relatively good accuracy.

Appendix H. Evaluation Metrics for Graph Outputs

The adjacency matrix of each output graph is defined with entries of 0 and 1, where the row index
represents the cause variable and the column index represents the effect variable. An entry of 1 at
(row, column) indicates the existence of a causal edge between the two variables. To evaluate the
model performance, the following metric scores are calculated on the adjacency matrices of the
ground truth and the predicted graphs 2 :

* Precision: Precision measures the proportion of correctly identified causal edges out of all
edges predicted by the model. Mathematically, it is defined as the number of true positive
edges divided by the total number of predicted edges. In the context of adjacency matrices, it
is calculated as:

Ei,j I (Aij =1land A;; = 1)
>y (A =1)

where A is the predicted adjacency matrix, A is the ground truth adjacency matrix, and I is the
indicator function.

Precision =

©)

* Recall: Recall measures the proportion of correctly identified causal edges out of all actual
edges in the ground truth. It is defined as the number of true positive edges divided by the total
number of true edges. For adjacency matrices, recall is calculated as:

Zijﬂ (A” =1 and Aij = 1)
Recall = —
Zi,jH(Aij =1)

(10)

* F1: The F1 score is the harmonic mean of precision and recall, providing a single metric that
balances both concerns. It is particularly useful when the class distribution is imbalanced. The

2. A tool for manual evaluation with a graphical interface has been implemented and can be found at https://
github.com/elisejiugizhang/DAGComparisonToolbox.
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I. MXMAP: CURRENT LIMITS

F1 score for adjacency matrices is calculated as:

Precisi Recall
F1 Score = 2 x rec?s%on x teed (11)
Precision + Recall

* Structural Hamming Distance (SHD): It counts the number of edge additions, deletions, and
reversals needed to transform the predicted adjacency matrix into the ground truth adjacency
matrix. A lower SHD indicates a closer match to the true causal structure. Formally, SHD is
calculated as:

SHD =1 (Aij ” Aij) (12)
i,

These four metrics provide a comprehensive evaluation of a model’s performance in inferring

causal structures from multivariate dynamical systems.

Appendix I. MXMap: Current Limits
I.1. Runtime Complexity

MXMap has a runtime complexity of O(n?) due to its pairwise processing design. To validate
the runtime behavior, we conduct additional experiments using the chain causal structure with an
increasing number of variables (from 3V chain to 8V chain) and plot the runtime in Fig. 3, where we
can confirm the O(n?) complexity.

Average runtime of MXMap with tau=2, emd=6

0

Figure 3: MXMap runtime as number of variables increase (chain structure).

To compare MXMap with the selected baseline methods, we track their runtime on the §-variable
chain (the highest dimensional system used in this work) with input length 4000. The approximate
average runtimes were as follows:

* MXMap: 40 seconds
¢ tsFCI: 15 seconds
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* Granger: 3 seconds

* VAR-LIiNGAM: 4 seconds
* DYNOTEARS: 5 seconds
* SLARAC: 15 seconds

Although MXMap is not the fastest method, its causal detection performance remains the most
satisfactory, since its assumptions are tailored to nonlinear coupled dynamical systems such as the
simulated systems used in the experiments. The O(n?) complexity may have limited the method’s
scalability, it is precisely this design that enables MXMap to reliably detect causal cycles, a capability
lacking in many alternative methods. This can be interpreted as a trade-off between computational
cost and performance highlights MXMap’s ability to handle cyclic causal structures and achieve
strong causal discovery in systems that match its assumptions.

1.2. Potential Failure Cases

MXMap, like other cross-mapping-based methods, relies on specific assumptions that may limit its
applicability under certain conditions. The following outlines the potential failure cases for MXMap:

1. System doesn’t have an attractor: The presence of an attractor is fundamental to all cross-
mapping-based methods, ensuring that delay embedding reconstruction accurately captures
the system’s state-space structure. If such assumption is violated (e.g., transient systems,
non-stationary time series, or systems dominated by stochasticity), there won’t be reliable
stable state-space structure to correctly establish time-index correspondence for nearest neigh-
borhoods.

2. Strong synchrony or forcing: As discussed in the original CCM paper (Sugihara et al.,
2012), strong forcing or synchrony can obscure the intrinsic dynamics of the forced (effect)
variable, driving it to adopt the almost same manifold topology as the forcing (causal) variable.
This compromises the reconstruction of independent state spaces, leading to unreliable causal
inference.

3. Improper lag 7 and dimension £ when constructing delay embeddings: Incorrect choices
of the delay-embedding parameters can hinder state-space reconstruction and lead to failure in
CCM, as discussed by the tutorial with examples.

4. High noise levels: Observations with high noise may lead to failure in cross maps (Mgnster
etal., 2017).

Appendix J. Complete Causal Discovery Evaluation of MXMap and Baseline
Methods on Simulated Systems

In this section, we present the complete analysis of performance for each model. The ground truth
causal graphs and predicted graphs are visualized for each coupled system, and the four metrics are
calculated for evaluation (best score in bold). In most of the cases, MXMap demonstrates optimal or
second-best performance in discovering the underlying causal structure.
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 SHD
tsFCI OO0 - o | o | 4
VARLINGAM OO © o0 | 10 067 2
Granger m 0 0 0 4
PCMCI OO©O o067 | 10 08 1
DYNOTEARS m 0.40 10 |057] 3
SLARAC m 0 0 0| 6
MXMap m 067 | 1.0 |080| 1
Table 10: 3V Chain (No Noise)
Method Ground Truth Predicted Precision | Recall | F1 SHD
tsFCI OO ©@| o033 |05 [040] 3
VARLINGAM OO0 o 0 0o | 4
Granger M—e 0 0 0 4
PCMCI OO©O 10 | 10 0] o0
DYNOTEARS m 025 | 050 |033| 4
SLARAC m 0 0 o | 6
MXMap O-O0O©O 10 |10 | 10] 0

Table 11: 3V Chain (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI a\ap 0.50 1.0 | 0.67 2
VARLINGAM °\°/e 0 0 0 4
Granger a\‘e 0 0 0 4
PCMCI v 1.0 1.0 1.0 0
DYNOTEARS W 0.50 1.0 | 0.67 2
SLARAC °\_‘T/ﬁ 0 0 0 6
MXMap W 0.67 1.0 | 0.80 1

Table 12: 3V Immorality (No Noise)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI v 0.50 1.0 | 0.67 2
VARLINGAM °\°/e 0 0 0 4
Granger v 0 0 0 4
PCMCI a\“/e 1.0 1.0 1.0 0
DYNOTEARS W 0.50 1.0 | 0.67 2
SLARAC V 0 0 0 6
MXMap V 1.0 1.0 1.0 0

Table 13: 3V Immorality (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI G& 0 0 0 6
VARLINGAM G& 0.25 033 | 0.29 5
Granger G‘/_% 0.25 0.33 | 0.29 5
PCMCI @0 & 0.60 1.0 | 0.75 2
DYNOTEARS e/e\e 0.50 0.67 | 0.57 3
SLARAC 0& 0.25 033 | 0.29 5
MXMap én 1.0 1.0 1.0 0
Table 14: 3V No Cycle (No Noise)
Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI 6& 0.40 0.67 | 05 4
VARLINGAM G& 0 0 0 6
Granger G/‘g% 0 0 0 6
PCMCI @a & 0.75 1.0 | 0.86 1
DYNOTEARS ﬁ:n 0.75 1.0 | 0.86 1
SLARAC o& 0 0 0 6
MXMap éa 1.0 1.0 1.0 0

Table 15: 3V No Cycle (Gaussian Additive Noise, Level 0.01)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI ° E b 0.50 0.67 | 0.57 3
VARLINGAM ° g ° 0.50 0.67 | 0.57 3
Granger ° E n 0.67 0.67 | 0.67 2
PCMCI 0& & 0.50 1.0 | 0.67 3
DYNOTEARS °/e\° 0 0 0 5
SLARAC @o 0.25 0.33 | 0.29 5
MXMap G& 1.0 1.0 1.0 0
Table 16: 3V Cycle (No Noise)
Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI 0% 0 0 0 5
VARLINGAM G g ° 0.33 0.33 | 0.33 4
Granger & 0.33 0.33 | 0.33 4
PCMCI af% & 0.50 1.0 | 0.67 3
DYNOTEARS & 0.50 0.65 | 0.57 3
SLARAC & 0.40 0.67 | 0.50 4
MXMap G& 1.0 1.0 1.0 0

Table 17: 3V Cycle (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI OO0 00O o050 1.0 | 067| 3
VARLINGAM OO0 OO o040 0.67 | 050 | 4
Granger OO0 0O 0.33 033 | 033 | 4
PCMCI 0-0-0-0 OO000O o075 1.0 | 086 1
DYNOTEARS @ 0.25 0.67 | 0.36 7
SLARAC 0.11 033 | 0.17 | 10
MXMap OO0 00 1.0 1.0 [10] o
Table 18: 4V Chain (No Noise)
Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI OO0 00O o050 0.67 | 057 | 3
VARLINGAM OO0 00 0 0 0 6
Granger O-O-O0O 0 0 0 6
PCMCI 0-0-0-0 O-O0O-0-0O 1.0 1.0 | 1.0 0
DYNOTEARS @ 0.11 0.33 | 0.17 | 10
SLARAC 0.11 033 | 0.17 | 10
MXMap 1.0 1.0 1.0 0
Table 19: 4V Chain (Gaussian Additive Noise, Level 0.01)

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI G/E\n 040 | 050 |044| 5
VARLINGAM “ 9 g h 0 0 0 7
Granger G @ g n 0.40 0.50 | 0.44 5
PCMCI g g & 0.80 1.0 | 0.89 1
DYNOTEARS &n 0.60 075 | 0.67 | 3
SLARAC &n 0.57 1.0 | 0.72 3
MXMap &0 080 | 1.0 | 089 1

Table 20: 4V No Cycle (No Noise)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI & 0.50 0.75 | 0.60 | 4
VARLINGAM G% 0 0 0 8
Granger G% 0 0 0 8
PCMCI & 0.80 1.0 | 0.89 1
DYNOTEARS &0 &0 0.80 1.0 | 0.89 1
SLARAC &a 0.67 1.0 0.8 2
MXMap &0 0.80 1.0 | 0.89 1
Table 21: 4V No Cycle (Gaussian Additive Noise, Level 0.01)
Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI e/@ﬁ O 0.50 0.25 | 0.33 4
VARLINGAM & 0.50 050 | 050 4
Granger ° M ° 1.0 0.25 | 040 3
PCMCI &0 & 0.33 1.0 | 0.50 8
DYNOTEARS & 0.36 1.0 | 0.53 7
SLARAC &0 0.44 1.0 | 0.62 5
MXMap &0 1.0 1.0 1.0 0

Table 22: 4V Cycle (No Noise)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI & 0.25 025 1025 6
VARLINGAM & 0.40 0.50 | 0.44 5
Granger & 0.25 0.25 |0.25 6
PCMCI dﬁn &0 0.50 1.0 | 0.67 4
DYNOTEARS & 0.38 075 | 050| 6
SLARAC &0 0.38 0.75 | 0.50 6
MXMap &0 067 | 1.0 |080| 2
Table 23: 4V Cycle (Gaussian Additive Noise, Level 0.01)
Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI % 029 | 050 |036]| 7
VARLiNGAM y/a 0.25 025 |025| 6
Granger :/Q/a 025 | 025 |025]| 6
PCMCI ;(ﬂ 042 | 075 |055| 5
DYNOTEARS % 025 | 050 |033| 8
MXMap % 0.80 1.0 089 1

Table 24: 5V Structure 1 Without Cycle (No Noise)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI :ﬁg} 0.50 075 | 0.60 | 4
VARLINGAM ;{h 0.25 0.25 | 0.25 6
Granger ;{a 0.25 0.25 | 0.25 6
PCMCI :{h 0.43 0.75 | 0.55 5
DYNOTEARS @ 0.13 050 | 021 | 15
SLARAC @ 0.17 075 | 027 | 16
MXMap % 0.80 1.0 (089 1

Table 25: 5V Structure 1 Without Cycle (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI && 0.50 0.83 | 0.64 6
VARLINGAM & 0 0 0 12
Granger & 0 0 0 12
PCMCI ? ? & 0.55 1.0 | 0.71 5
DYNOTEARS 0.22 033 027 11
SLARAC 0.07 0.17 | 0.10 | 18
MXMap &S 1.0 1.0 1.0 0

Table 26: 5V Structure 2 With Cycle (No Noise)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI éﬂ_g& 0.40 0.67 | 0.50 8
VARLINGAM & 0 0 0 12
Granger m 0 0 0 12
PCMCI && 0.75 1.0 | 0.86 2
DYNOTEARS && 0.20 033 | 025 | 12
SLARAC 0.07 0.17 | 0.10 | 18
MXMap m 0.75 1.0 | 086| 2

Table 27: 5V Structure 2 With Cycle (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | F1 | SHD
O

tsFCI m 0.17 0.17 | 0.17 | 10
VARLINGAM ﬁz 0.29 0.33 | 0.31 9
Granger ﬁ; 0 0 0 11
PCMCI @ 0.35 1.0 | 052 11
DYNOTEARS @ 0.16 050 | 024 | 19
SLARAC % 0 0 0 25
MXMap ﬁ 0.75 1.0 [ 086 | 2

Table 28: 6V Structure Without Cycle (No Noise)

39




J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | F1 | SHD
tsFCI ﬁ 0.27 050 | 035 11
VARLINGAM ﬁ 0.22 033 | 027 | 11
Granger ﬁ 0 0 0 12
PCMCI ﬁ 0.67 1.0 080 3
DYNOTEARS @ 0.17 050 | 025 | 18
SLARAC 0 0 0 27
MXMap 0.60 1.0 | 0.75 4

Table 29: 6V Structure Without Cycle (Gaussian Additive Noise, Level 0.01)
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Method Ground Truth Predicted Precision | Recall | FI | SHD
tsFCI @ 043 | 0.63 | 050 | 10
VARLINGAM W 017 | 025 | 020 16
Granger Q{W 0.18 | 025 [021| 15
PCMCI W 042 | 10 |059| 11
DYNOTEARS @ 030 | 075 |043| 16
SLARAC @ 0.06 | 0.3 |0.09 | 21
MXMap @ 067 | 1.0 | 080 4

Table 30: 7V Structure With Cycle (No Noise)
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J. COMPLETE CAUSAL DISCOVERY EVALUATION OF MXMAP AND BASELINE
METHODS ON SIMULATED SYSTEMS

Method Ground Truth Predicted Precision | Recall | FI | SHD
tsFCI @ 043 | 075 [ 055 10
VARLINGAM @ 0.18 | 025 |021| 15
Granger w 018 | 025 |[021| 15
PCMCI W 0.4 10 | 062 10
DYNOTEARS @ 0.18 | 050 |027| 22
SLARAC @ 0.10 | 025 |0.14| 25
MXMap @ 058 | 088 [0.70 | 6

Table 31: 7V Structure With Cycle (Gaussian Additive Noise, Level 0.01)

42



	Introduction
	Preliminaries
	State-Space Reconstruction (SSR)
	Convergent Cross Mapping (CCM)
	Partial Cross Mapping (PCM)

	Methodology
	Multivariate State Space Reconstruction (multiSSR)
	Multivariate Partial Cross Mapping (multiPCM)
	Multivariate Cross Mapping (MXMap) for Multivariate Causal Discovery in Dynamical Systems

	Experiments
	Data
	Simulated Data: Species Interaction Systems
	ERA5 Reanalysis Meteorological Data

	Validation of multiPCM
	Prediction Consistency
	Comparison with Other Established Causal Inference Methods
	Simulated Systems
	ERA5 3-Variable Chain: tcw rad T2m
	ERA5 5-Variable System: tcw, radsolar, radterr, Tadv950 and T2m


	Conclusion
	MXMap Workflow in Pseudocode
	Validation of multiPCM with More Generated Systems
	Empirical Threshold Selection for multiPCM in Simulated Systems
	ERA5 Meteorological Data: Candidate Testing Systems
	Overview
	Cloud (tcw)  Radiation (rad)  Ground-Level Temperature (T2m)
	Introducing More Variables to the System
	Near-Ground Temperature Advection Tadv950 
	Radiation Components: Solar Radiation (radsolar) and Terrestrial Radiation (radterr)

	Evaluating Causal Relationships

	RESIT (Regression with Subsequent Independence Test) Framework
	Overview of the Baseline Methods
	Experimental Setup
	Evaluation Metrics for Graph Outputs
	MXMap: Current Limits
	Runtime Complexity
	Potential Failure Cases

	Complete Causal Discovery Evaluation of MXMap and Baseline Methods on Simulated Systems

