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Abstract

Integrating large language models (LLMs) into
healthcare holds great potential but faces chal-
lenges. Pre-training LLMs from scratch for
domains like medicine is resource-heavy and
often unfeasible. On the other hand, sole re-
liance on Supervised Fine-tuning (SFT) can
result in overconfident predictions. In response,
we present a multi-stage training method com-
bining domain-specific Continued Pre-training
(CPT), SFT, and Direct Preference Optimiza-
tion (DPO). In addition, we publish the Chinese
Medicine (ChiMed) dataset, encompassing
medical question answering, plain texts, knowl-
edge graphs, and dialogues, segmented into
three training stages. The medical LLM trained
with our pipeline, Qilin-Med, shows substan-
tial performance improvement. In the CPT
and SFT phases, Qilin-Med achieved 38.4%
and 40.0% accuracy on the CMExam test set,
respectively. It outperformed the basemodel
Baichuan-7B (accuracy: 33.5%), by 7.5%. In
the DPO phase, it scored 16.66 in BLEU-1 and
27.44 in ROUGE-1 on the Huatuo-26M test set,
bringing further improvement to the SFT phase
(12.69 in BLEU-1 and 24.21 in ROUGE-1).
Additionally, our adoption of the Retrieval Aug-
mented Generation (RAG) approach further en-
hanced the model performance. Experiments
demonstrate that Qilin-Med-RAG achieves an
accuracy rate of 42.8% on CMExam. These
results highlight the contribution of our novel
training approach in building LLMs for medi-
cal applications.

1 Introduction

Incorporating LLMs such as GPT-4 (OpenAl,
2023) and its open-source counterparts such as
LLaMA (Touvron et al., 2023b) into healthcare
and biomedicine marks a significant step in prac-
tical implications of foundation models. These
models show promise to enhance the efficiency and
effectiveness of clinical and research operations,
potentially revolutionizing patient care (Yang et al.,
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Figure 1: Experimental results of our proposed Qilin-
Med-7B-CPT, Qilin-Med-7B-SFT, and Qilin-Med-7B-
DPO, which demonstrate superior performance on both
reasoning and prediction tasks.

2023b; Karabacak and Margetis, 2023). They offer
diverse downstream healthcare applications, includ-
ing automating medical coding (Tu et al., 2022;
Suvirat et al., 2023), analyzing unstructured data
for predictive insights (Jiang et al., 2023; Wornow
et al., 2023; Hua et al., 2023; Wu et al., 2023),deci-
sion support (Qiu et al., 2023; Cheng et al., 2023;
Chiesa-Estomba et al., 2023) to patient engagement
improvement(Seth et al., 2023), and beyond.

While the advantages of LLMs in healthcare
are captivating, these models still have consid-



erable room for improvement, given that medi-
cal and healthcare tasks represent some of the
most challenging domains of natural language pro-
cessing (NLP) (Hendrycks et al., 2021; Gu et al.,
2021) and that medical Al stakes are exception-
ally high as errors can directly affect patient out-
comes (Thirunavukarasu et al., 2023; Gu et al.,
2021). One major limitation in current medical
LLMs is their complete dependence on SFT dur-
ing the training phase. While SFT is essential for
acquiring domain-specific knowledge, it often re-
sults in limited knowledge infusion and can lead to
overconfident generalizations if not curated meticu-
lously (Luo et al., 2023; Guo and Hua, 2023). Rein-
forcement learning from human feedback (RLHF)
is a popular method to counteract some of SFT’s
limitations, but it’s complex and demands rigor-
ous hyperparameter tuning. Consequently, current
LLMs may be ill-equipped to handle the nuanced
dynamics integral to actual medical consultations.

In response to these challenges, our study intro-
duces Qilin-Med, an advanced Chinese medical
LLM, built upon a robust pipeline that integrates
CPT, SFT, DPO, and RAG. This comprehensive
approach allows Qilin-Med to harness the power
of expansive medical datasets, effectively trans-
forming a general-purpose foundation model like
Baichuan (Yang et al., 2023a) into a specialized
medical expert proficient in understanding com-
plex medical texts and capable of handling intri-
cate medical tasks. Fig.1 shows that our training
strategy brings performance gains across various
benchmarks at each stage. In addition, we also cu-
rated a unique dataset, ChiMed, which consists of
sub-datasets corresponding to each of these three
training stages to ensure a balanced and compre-
hensive injection of medical knowledge into the
LLM.

The contributions of this study can be summa-
rized as follows:

1. Construction of the ChiMed dataset, which
contains diverse data types (QA, plain texts,
knowledge graphs, and dialogues) for each
step among the CPT-SFT-DPO training strat-

cgy.

2. Implementation of a multi-stage knowledge
injection pipeline and development of a Chi-
nese medical LLM named Qilin-Med, effec-
tively improving general-domains models on
medical text understanding, instruction fol-
lowing, and preference alignment.

3. Empirical validation of our method across
multiple datasets, including CMExam (Liu
et al., 2023), CEval (Huang et al., 2023), and
Huatuo-26M (Li et al., 2023a), setting new
benchmarks in the realm of medical LLMs.

2 Related Work

LLMs’ effectiveness relies on large-scale pre-
training, such as on datasets like CommonCrawl,
Wiki, and Books (Zhao et al., 2023; Touvron et al.,
2023a). They typically use next-token prediction
as a key training objective to understand context
and predict the next word (Zhao et al., 2023; Tou-
vron et al., 2023a). This training objective has been
widely used in existing LLMs, e.g., GPT-series
models (OpenAl, 2023; Brown et al., 2020), PaLM
(Chowdhery et al., 2022), LLaMA (Touvron et al.,
2023a), LLaMA-2 (Touvron et al., 2023b), Alpaca
(Taori et al., 2023), Vicuna (Chiang et al., 2023),
and ChatGLM (Zeng et al., 2022a; Du et al., 2022).

Healthcare-oriented LLMs have gained research
attention, but current medical LLMs are typically
either trained entirely from scratch, incurring high
costs, time, and environmental impact, or fine-
tuned from general-purpose LLMs. As an alter-
native, SFT methods have been introduced to adapt
general LLMs into medical contexts. For exam-
ple, Xiong et al. (2023) and Li et al. (2023b) pro-
posed to fine-tune ChatGLM and LLaMA on the
physician-patient conversations to obtain the Doc-
torGLM and ChatDoctor, respectively; MedAlpaca
(Han et al., 2023) is fine-tuned on Alpaca with
over 160,000 medical question-answering pairs
generated from various medical corpora. BianQue
(Yirong et al., 2023) incorporated multi-turn doc-
tor Q& A datasets to perform a Chain of Question-
ing; Clinicalcamel (Toma et al., 2023) simultane-
ously incorporated physician-patient conversations,
clinical articles, and medical Q&A pairs for fine-
tuning the LLaM A2 model. Additionally, instruc-
tion prompt tuning is also proposed to improve
medical LLMs by aligning LLMs to the medi-
cal domain. For example, Med-PaLM (Singhal
et al., 2023a) and Med-PalLM-2 (Singhal et al.,
2023b) had qualified clinicians construct the in-
struction data to fine-tune the PaLM. Huatuo (Wang
et al., 2023a) and ChatGLM-Med (Wang et al.,
2023b) constructed the knowledge-based instruc-
tion data from the knowledge graph to inject the
medical knowledge into the LLMs, thus improv-
ing the downstream performances. Among exist-
ing medical LLMs, Huatuo(Wang et al., 2023a),



ChatGLM-Med (Wang et al., 2023b), DoctorGLM
(Xiong et al., 2023), and BianQue (Yirong et al.,
2023) stands out as Chinese medical LLMs, which
are especially valuable given language inequality
within the current NLP field (Bird, 2020; Zeng
et al., 2022b).

A concurrent study (Yang et al., 2023c) also em-
ployed a multi-stage training approach to build a
medical language model called Zhongjing. How-
ever, Zhongjing adopted RLHF to align model out-
puts with human preferences, requiring expert la-
beling and rigorous hyperparameter tuning. In con-
trast, we adopted DPO, which automatically and ef-
ficiently achieves the same goal. We also integrated
RAG to further enhance the performance of Qilin-
Med. In terms of scope, Zhongjing only included
doctor-patient dialogues, while we benchmarked
medical LLM performance on comprehensive med-
ical applications. In addition, we introduce a new
large-scale medical dataset ChiMed.

3 Method

Fig.2 presents our three-fold pipeline with CPT
(Sec. 3.1), SFT (Sec. 3.2), and DPO (Sec. 3.3).

3.1 Domain-specific Continued Pre-training

General-purpose LLMs struggle with medical texts
due to specialized language and styles. Therefore,
we started with continually pre-training Baichuan,
a Chinese foundation model, to strengthen its un-
derstanding of fundamental medical knowledge.
To this end, we constructed a medical pre-training
dataset called ChiMed-CPT by integrating existing
datasets and new data crawled from the internet.

3.1.1 Pre-training Dataset Construction

Medical Data Collection We collected four types
of medical data: question answering, plain (i.e.,
unstructured) text, knowledge graph, and dialogue.

The question answering subset contains
three publicly available datasets: Huatuo-26M-
encyclopedias (Li et al., 2023a), Huatuo-26M-
medical_knowledge (Li et al., 2023a), and
CMExam (Liu et al., 2023). Among these datasets,
Huatuo-26M-encyclopedias was curated using
plain texts scraped from Chinese Wikipedia'
and the Qianwen Health website?; Huatuo-26M-
medical_knowledge was curated from three
knowledge graphs: CPubMed-KG (Qingcai Chen),

"https://cpubmed.openi.org.cn/graph/wiki
2https://www.51zyzy.com/

39Health-KG (Chen, 2018), and Xywy-KG (Bai,
2019); CMExam was sourced from the Chinese
National Medical Licensing Examination.

The plain text subset contains the MedQA-
textbooks dataset (Jin et al., 2020) derived from
textual data in Chinese medical textbooks.

The knowledge graph subset contains data we
extracted from CPubMed-KG, 39Health-KG, and
Xywy-KG. Various features related to a disease en-
tity (e.g., causation, symptoms, and recommended
drugs) are included to ensure the comprehensive-
ness of the knowledge graph.

The medical dialogue subset contains a new
dataset, Chinese Medical Dialogue (CMD), that we
collected from online medical website®, Chinese-
medical-dialogue-data, (Toyhom, 2019), and
Medical-Dialogue-System (Chen et al., 2020).
CMD comprises over 392K multi-turn medical dia-
logues and covers 196 sub-specialties.

Finally, following (Lee et al., 2022), we dedupli-
cated the dataset, yielding ChiMed-CPT, totaling
3.0 GB of data (statistics shown in Table 1).

3.1.2 Training Objective

We used next-token prediction, a self-supervised
objective, for domain-specific continued pre-
training. Given N sequences partitioned from
ChiMed-CPT, where each sequence X; =
[xi1,%i2,...,z;7] contains T tokens, the loss
function was defined as the sum of the negative
log probabilities of the next token x; 11 given the
previous tokens x; 1. ¢ in the sequence:

N T
Lepr(0) = = > 1og [P (wigr1 | mi1..0,0)]

i=1 t=1
where 6 denotes the model parameters.

3.2 Supervised Fine-Tuning

While proficient in medical text comprehension,
medical foundation models can fall short in spe-
cific medical tasks due to a lack of task adherence.
Frequent pre-training is also impractical due to re-
source constraints. In response, we conducted SFT
on the model using a carefully curated dataset to
improve its interpretive and responsive capabilities.

3.2.1 Instruction Dataset Construction

We constructed ChiMed-SFT (statistics shown in
Table 2), which consists of general and medical
domain single-turn and multi-turn instructions (i.e.,

3 https://www. haodf . com/
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Figure 2: The construction pipeline of Qilin-Med. Stage 1 conducts the domain-specific continued pretraining to
strengthen the fundamental medical knowledge; Stage 2 applies the instruction supervised fine-tuning to stimulate
the interpretive and responsive capabilities of the model; Stage 3 aims to align the model output with human

preference.

Type Dataset Source #of samples  # of tokens  Size
Huatuo-26M-encyclopedias (Li et al., 2023a) Wikipedia 362K 281M 620.8MB

QA Huatuo-26M-medical_knowledge (Li et al., 2023a) Three public medical knowledge bases 796K 68M 151.0MB
CMExam (Liu et al., 2023) The Chinese National Medical Licensing Examination 61K 23M 49.3MB

Plain text MedQA-textbooks (Jin et al., 2020) Medical books 8K 18M 40.2MB
CPubMed-KG (Qingcai Chen) - 4384K 132M 268.4MB

Knowledge Graph  Xywy-KG (Bai, 2019) Medical website 8K 22M 41.7MB
39Health-KG (Chen, 2018) Medical website 14K 4AM 8.1IMB
Chinese-medical-dialogue-data (Toyhom, 2019) - 800K 245M 553.7MB

Dialogue Medical-Dialogue-System (Chen et al., 2020) Medical website 2726K 705M 1500MB
CMD Medical website 392K 624M 1286MB

Table 1: Statistics of ChiMed-CPT, which contains four types of data: QA, Plain text, Knowledge Graph, and

Dialogue.

prompts) along with their ground-truth responses.
General domain instructions aim to enhance the
LLM’s understanding and generation capabilities
for instructions, while medical domain instructions
focus on answering medical questions, simulating
doctor-patient consultations, and explaining medi-
cal queries. The responses for the general domain
instructions were primarily generated by ChatGPT,
while medical domain instructions and expected
responses were both real doctor-patient diagnos-
tic dialogues collected from medical websites. To
ensure stability in supervised fine-tuning, we stan-
dardized instructions in ChiMed-SFT to a uniform
format.

3.2.2 Training Objective

Considering each prompt X; = [z;1,i2,...]
as well as its corresponding response Y; =
[yi,layi,%'--yi,ﬂ-] from ChiMed-SFT, the loss

function of SFT stage can be defined as follows:

Lspr(0) (Vi1 | Xis Yin.e,0)]

ZZlog

i=1t=1

where IV denotes the total number of training in-
stances and 6 denotes model parameters.

3.3 Direct Preference Optimization

SFT encourages some responses but does not pre-
vent undesirable ones, such as those with missing
or inaccurate information. A popular solution is
RLHF, which uses reward models from response
rankings to guide LLM training. However, RLHF
is complex and often unstable, requiring extensive
hyperparameter tuning. To improve stability, we
adopted DPO (Rafailov et al., 2023) to align the
Qilin-Med-SFT model output with human prefer-
ences. DPO is simpler and more effective than
RHLF as it doesn’t require explicit reward model-
ing or reinforcement learning.



Domain Round Dataset

# of samples  Source # of tokens ~ Size

Instruct_chat (Chenghao Fan and Tian, 2023) 51.6K GPT-3.5 & human 40M 117.4MB
School Math (Ji et al., 2023) 248K ChatGPT 57T 151.5MB
HC3-Chinese (Guo et al., 2023) 12.9K ChatGPT & human 3M 9MB
Single Alpaca_gpt4_data_zh (Peng et al., 2023) 49K GPT-4 14M 37.1MB
General Safety-Prompts (Sun et al., 2023) 100K ChatGPT 27T™M 84.1MB
Train_1M_CN (Ji et al., 2023) 917K Alpaca 193M 503.6MB
Train_2M_CN (Ji et al., 2023) 2000K ChatGPT 749M 1925MB
Multi Train_3.5M_CN (Ji et al., 2023) 3606K ChatGPT 1874M 4551MB
Multiturn_chat (Ji et al., 2023) 831K ChatGPT 264M 705.6MB
Single CMExam-explanation (Liu et al., 2023) 46K Human 21M 45.2MB
Medical Chinese-medical-dialogue-data (Toyhom, 2019) 800K Human 245M 553.7MB
Multi Medical-Dialogue-System (Chen et al., 2020) 2726K Human 705M 1500MB
CMD 392K Human 624M 1286MB

Table 2: Statistics of ChiMed-SFT, including both general and medical domain instructions in single-turn and

multi-turn format.

3.3.1 Preference Dataset Construction

We built ChiMed-DPO (statistics shown in Table 3)
from two publicly available preference datasets: (1)
Zhongjing_rlhf (Yang et al., 2023c), which com-
prises 20,000 samples (10,000 in-distribution and
10,000 out-of-distribution) annotated by medical
postgraduates/doctors, and (2) Medical GPT (Xu,
2023), which contains 4,000 samples from Chinese-
medical-dialogue-data, with preferred responses
from doctors and rejected ones from BenTsao
(Wang et al., 2023a). Each training sample in
ChiMed-DPO is a triplet consisting of a prompt, a
preferred response, and a rejected response.

3.3.2 Training Objective

Given the i-th prompt X;, our primary goal was
to calculate log probabilities for preferred and re-
jected responses (denoted as Y; 1 and Y; o respec-
tively) of the current model, followed by fine-
tuning model parameters to elevate the likelihood
of preferred responses Y; 1 and diminish that of
rejected responses Y; 2. This optimization process
was guided by a loss function briefly outlined be-

low:
P(Yi1 | Xi,0)
L ) = — 1 log 57—~ 707
ppo(0) ZL: oga{ﬁ OgP(Yi,l | Xi,09)

P (Y2 | X;,0)

— Blog —— Y212 7)
Flog 5y, | %, 60) )

where o denotes the sigmoid function, 6° repre-
sents the initial parameters from the SFT stage, 3
is a hyper-parameter that controls the relative con-
tribution of the two terms. Through this process,
responses generated by Qilin-Med will better align
with human preferences while avoiding unfavored
ones, thus improving the quality and safety of med-
ical dialogues.

4 Experiments

4.1 Evaluation Datasets, Metrics and
Baselines

4.1.1 Evaluation Datasets

We evaluated Qilin-Med in scenarios such as medi-
cal knowledge Question Answering and dialogue
on the following datasets:

1. CMExam (Liu et al., 2023), a standardized
medical exam and practice question dataset.
It contains over 60,000 multiple-choice ques-
tions and provides question explanations.

2. CEval (Huang et al., 2023), a comprehensive
Chinese evaluation suite designed to assess
advanced knowledge and reasoning abilities
of LLMs. It contains 13,948 multiple-choice
exam questions across 52 diverse disciplines,
including three medical sub-disciplines: Clini-
cal Medicine, Basic Medicine, and Physician.

3. Huatuo-26M (Li et al., 2023a), a Chinese med-
ical dataset that consists of over 26 million
medical question-answer pairs, covering top-
ics including diseases, symptoms, treatments,
and drug information.

4.1.2 Metrics

We assessed model performance on multiple-
choice questions using accuracy and weighted F1
score - metrics commonly employed in information
retrieval and question-answering tasks. For med-
ical dialogue tasks, BLEU (Papineni et al., 2002)
and ROUGE (Lin and Hovy, 2003) were used to
evaluate the discrepancy between model-generated
responses and ground truth.



Dataset Domain Source #of samples #of tokens Size
Zhongjing_rlhf (Yang et al., 2023c) medical human 2K 837K 4.1MB
Medical GPT (Xu, 2023) medical human & BenTsao 4K 687K 3.1MB

Table 3: Statistics of ChiMed-DPO, which is curated from two publicly available preference datasets including

Zhongjing_rlhf and Medical GPT.

Method Average Clinical Medicine Physician Basic Medicine
ChatGLM-6B (Du et al., 2022) 38.0 34.0 35.0 36.6
Chinese-llama2-7B (Cui et al., 2023) 36.7 40.0 36.6 37.7
Chinese-alpaca2-7B (Cui et al., 2023) 37.1 31.5 38.8 36.6
Baichuan-7B (Yang et al., 2023a) 42.8 43.0 46.7 45.1
Zhongjing-LLaMA-7B (Yang et al., 2023c) 34.3 33.0 329 33.1
Qilin-Med-7B-CPT 36.2 41.0 44.9 343
Qilin-Med-7B-SFT 40.1 48.5 55.5 434

Table 4: Experimantal results on C-Eval dataset. We bold the best result and underline the second best result. We
report accuracy scores on three medical-related subjects and Average denotes the average accuracy scores across all

52 subjects.

4.1.3 Baselines

We used Baichuan-7B (Yang et al., 2023a) as the
base model. Baichuan-7B is an open-source, large-
scale pre-trained language model built on the Trans-
former architecture. It has 7 billion parameters and
is trained on approximately 1.2 trillion tokens. It
supports both Chinese and English with a context
window length of 4096.

For baselines, we evaluated LLMs in both gen-
eral scenarios and the medical domain across var-
ious tasks. For CMExam, we reported the perfor-
mance of ChatGLM-6B, LLaMA (Touvron et al.,
2023a), Vicuna (Chiang et al., 2023), Alpaca (Taori
et al., 2023), Huatuo (Wang et al., 2023a), and Doc-
torGLM (Xiong et al., 2023) on both the predic-
tion and reasoning tasks. For CEval, we evaluated
the performance of ChatGLM (Du et al., 2022),
Chinese-LLaMA?2 (Cui et al., 2023), and Chinese-
Alpaca (Cui et al., 2023) on the prediction task.
Since CMExam has a standardized training set, we
also reported the performance of LLaMA, Alpaca,
and Vicuna on CMExam after SFT. Additionally,
we evaluated models such as TS (Raffel et al., 2020)
and GPT2 (Radford et al., 2019) on the test set of
Huatuo-26M. However, since Huatuo-26M is not
fully open-sourced, we were unable to run SFT
with this dataset.

4.2 Implementation Details

For CPT, Baichuan-7B was trained on eight A100
80G GPUs, with batch size = 1 per GPU, number
of epochs = 3, learning rate = 2e-4, warmup ratio =
0.05, weight decay = 0.01, and block size = 1024.

For SFT, eight A100 80G GPUs were used with

a batch size of 64 per GPU. Qilin-Med was trained
with learning rate = 2e-5, warmup ratio = (.05,
weight decay = 0.05, and max_source_length and
max_target_length both = 256. We accelerated
training using DeepSpeed ZeRO-2 (Ren et al.,
2021). We adopted the LoRA technique (Hu et al.,
2021), a type of SFT, with lora_rank = §, lora_alpha
= 32, and lora_dropout = 0.05.

For DPO, 4 RTX 3090 GPUs were used with
a batch size of 8 per GPU. Settings were: learn-
ing rate = 2e-5, warmup ratio = 0.05, weight
decay = 0.05, and both max_source_length and
max_target_length = 256. The LoRA technique
was again applied with lora_rank = 8, lora_alpha =
16, and lora_dropout = 0.05.

For model evaluation on the CMExam test set,
we used OpenAl’s GPT-3.5-turbo, GPT-4-0314, as
well as LLaMA-7B, Alpaca-7B, and Vicuna-7B.
ChatGLM was tested using the 6 billion parameter
version and operated with P-Tuning V2 (Liu et al.,
2021), using a prefix token length of 128 and a
learning rate of 0.02 for SFT. For other models
including LLaMA, Alpaca, Vicuna, and Huatuo,
we used the LoRA technique (Hu et al., 2021) with
arank of 8, an alpha of 16, and a 0.05 dropout rate.

For the evaluation of Huatuo-26M, we compared
T5 and GPT2 performances. Both models were set
with maximum question and answer lengths of 256
and 512, respectively. We used the original 12-
layer Chinese GPT2.

In the C-Eval phase, all models were evaluated
using few-shot prompting. We opted for 5 shots and
employed a greedy decoding strategy for answer
prediction.



Methods CMExam Prediction CMExam Reasoning
Accuracy BLEU-1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L

ChatGLM-6B (Du et al., 2022) 26.3 16.51 5.00 35.18 15.73 17.09
Llama-7B (Touvron et al., 2023b) 0.4 11.99 5.70 27.33 11.88 10.78
Vicuna-7B (Chiang et al., 2023) 5.0 20.15 9.26 38.43 16.90 16.33
Alpaca-7B (Taori et al., 2023) 8.5 4.75 2.50 22.52 9.54 8.40
Baichuan-7B (Yang et al., 2023a) 33.5 2.70 0.14 11.88 0.71 3.39
Huatuo (Wang et al., 2023a) 12.9 0.21 0.12 25.11 11.56 9.73
DoctorGLM (Xiong et al., 2023) - 9.43 2.65 21.11 6.86 9.99
Zhongjing-LLaMA (Yang et al., 2023c) 22.0 13.01 0.39 16.23 1.01 5.31
LLaMA-CMExam 18.3 29.25 16.46 45.88 26.57 23.31
Alpaca-CMExam 21.1 29.57 16.40 45.48 25.53 22.97
Vicuna-CMExam 27.3 29.82 17.30 44.98 26.25 22.44
Qilin-Med-7B-CPT 384 13.98 443 23.51 8.68 7.41
Qilin-Med-7B-SFT 40.0 40.31 25.05 53.56 36.39 34.17

Table 5: Experimantal results on CMExam dataset. We bold the best result and underline the second best result.

Methods BLEU-1 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L
TS (Raffel et al., 2020) 033 0.07 0.67 0.19 0.63
GPT2 (Radford et al., 2019) 10.04 1.62 14.26 342 12.07
Baichuan-7B (Yang et al., 2023a)  10.43 1.16 18.68 3.68 7.19
Qilin-Med-7B-CPT 10.63 0.98 19.97 3.33 4.94
Qilin-Med-7B-SFT 1269 2.07 2421 6.34 11.56
Qilin-Med-7B-DPO 16.66 2.64 27.44 6.88 9.36

Table 6: Experimantal results on Huatuo-26M dataset. We bold the best result and underline the second best result.

4.3 Results and Discussion

C-Eval: Table 4 summarizes online evaluation re-
sults on the C-Eval benchmark. Among the five
general LLMs compared in the upper part of the
table, Baichuan-7B achieved the highest scores in
both average and three medical subjects (namely
Clinical Medicine, Physician and Basic Medicine),
outperforming other models in instruction follow-
ing as well as medical understanding. Specifically,
Baichuan-7B achieved an accuracy of 45.1% in Ba-
sic Medicine, significantly surpassing ChatGLM-
6B which scored 36.6%. After the CPT and SFT
stages, the model enhanced its proficiency in medi-
cal knowledge and comprehension, better equip-
ping it to address questions within medical do-
mains. Notably, our Qilin-Med models show a
great performance boost compared to Zhongjing-
LLaMA. However, a decline in general capabili-
ties was noted, with average accuracy on C-Eval
dropping from 42.8% to 40.1%, indicating that the
model’s increased focus on medical expertise came
at the cost of its broader linguistic abilities. This
observation is inline with other studies (Guo and
Hua, 2023).

CMExam: Table 5 displays the evaluation out-
comes on the CMExam benchmark. ChatGLM
and Vicuna performed well in explanation gen-

eration, reflecting enhanced comprehension of
medical knowledge and dialogue skills. Of the
two, Vicuna had a lower answer prediction accu-
racy at 5%, while ChatGLM reached 26%. Af-
ter fine-tuning with CMExam training set (i.e.,
LLaMA-CMExam, Alpaca-CMExam, and Vicuna-
CMExam), we noted marked improvements in both
tasks. Following the domain-specific Continued
Pre-training and Supervised Fine-tuning using our
data, our proposed Qilin-Med-7B-CPT and Qilin-
Med-7B-SFT outperformed those fine-tuned on
CMExam. This indicates our framework’s efficacy
in enriching LL.Ms with medical knowledge and
bolstering their problem-solving capabilities in the
medical domain.

Huatuo-26M: Table 6 shows the evaluation re-
sults on Huatuo-26M. Among all three baseline
methods (namely T5, GPT2, and Baichuan-7B),
Baichuan-7B achieved the highest scores on most
metrics, while TS exhibited poor medical dialogue
performance. Qilin-Med-7B-CPT outperformed
Baichuan-7B in terms of BLEU-1 and ROUGE-
1, proving that CPT effectively injects medical-
related knowledge into the model. Comparing
Qilin-Med-7B-CPT and Qilin-Med-7B-SFT (10.63
vs. 12.69 in terms of BLEU-1), we see that SFT
further strengthens model medical knowledge and
instruction compliance capabilities. Finally, Qilin-



User:
B EHST. ML AR ABR?

1I'm experiencing night sweats and weakness in my limbs. What could it be?

Baichuan-7B:
1. fRANSBUXLERNRERE WL (05563502, MRREREESTMSURETXFER?

1. What do you think are the causes of these symptoms? (List at least 3 types)2. If you were a doctor, how would you diagnose and treat this disease?

Qilin-7B-CPT:

REF1 ARBIRAVIIA TR A AR EXMEREER BT R RS ENERN BICIRA BB EE ES RS EKEES . TUARARBERL
HTRERTNEES.

Hi! Based on your description and the photos provided, it seems like the symptoms might be due to physical weakness’ suggest! getting plenty of rest, avoiding
excessive fatigue, and steering clear of stress and anxiety. You might consider taking Liuwei Dihuang Wan? to help regulate, treat the condition, *monitor your

symptoms, and see how it goes.

Qilin-7B-SFT:

REF SRS S ENET . T IMBRAARRAET N RNEURESIE—ERFHSUERANRYOLE. RESFRY. ANTSRETH.
Hi, it might be night sweats caused by kidney deficiency. You can take Liuwei Dihuang Wan? while! it is also recommended for you to consume foods that help
nourish and restore energy, such as Chinese yam and broad beans, etc. Additionally, lotus seed porridge can be beneficial.

Qilin-7B-DPO:

oy, IRIEGHNER, REOBTEIEIHETHEEMN. PERFTREMNEN AT, "TMRAAKBRA LA ENHTEE, FHIE—%L
EEGARB. RNRYBE—ERNR. MRERFENERWEERE—SHISHT FENLRENEEMEE NESERER NRELH

HAE @ISR A1)

Hello, based on your description, nocturnal sweating primarily results from yin deficiency, 3in traditional Chinese medicine, the therapy for yin deficiency
mainly focuses on nourishment and replenishment, Sconsider taking Liuwei Dihuang Wan? or Zhibai Dihuang Wan? to regulate it. Meanwhile, regular
consumption of foods rich in Vitamin Bl and B2 may also help. If the symptoms persist or worsen, it's advised to seek further medical attention at a hospital. I
hope this information is helpful! Wishing you good health! If you have any other questions, please don't hesitate to consult!

Figure 3: A conversation example from Huatuo-26M dialogue. Compared to Baichuan-7B, Qilin-Med-7B with
CPT, SFT, and DPO generated more relevant and informative responses.

Med-7B-DPO achieved higher scores in all metrics
than Qilin-Med-7B-SFT, showing that DPO effi-
ciently helps align the medical chat model output
with human preferences and encourages the model
to generate more preferred outputs.

4.4 Case Study

We examined the model outputs for Medical Dia-
logue and Medical Question Answering tasks us-
ing examples from Huatuo-26M and CMExam.
As shown in Figure 3, the responses generated
by Baichuan-7B appear to be contextually irrel-
evant, frequently having unnatural sentence tran-
sitions and the formation of run-on sentences in
Chinese language outputs. CPT and SFT improved
Baichuan-7B’s medical acumen, allowing it to gen-
erate more relevant and informed responses (Figure
4). However, certain responses still contain run-on
sentences, highlighting the need for further refine-
ment. Notably, outputs from Qilin-Med-7B-DPO
stood out, aligning closely with human expecta-
tions in both accuracy and context. This under-
scores the efficacy of DPO in enhancing model
outputs and addressing the aforementioned linguis-
tic challenges.

4.5 Retrieval Augmented Generation

We further explored the advantages of incorporat-
ing RAG in the Qilin-Med training framework.
In detail, we used the ChiMed-CPT subset to

construct a specialized medical knowledge base,
organized into information chunks. During the
query phase, the system retrieves and integrates
the top five most relevant knowledge entries into
the prompt. These enriched prompts were then
processed by the Qilin-Med-SFT model. Experi-
mental findings indicate that Qilin-Med, when aug-
mented with RAG technology, achieved an impres-
sive 42.8% accuracy rate on the CMExam answer
prediction task, representing a marked improve-
ment over the Qilin-Med-SFT (accuracy: 40.0%).
This evidence highlights the efficacy of the RAG
approach and confirms its potential to enhance the
Qilin-Med model’s ability to assimilate medical
knowledge and provide precise responses.

5 Conclusion & Future Work

This study introduces a multi-stage training ap-
proach, a large-scale Chinese medicine dataset -
ChiMed, and Qilin-Med, a cutting-edge Chinese
medical language model. It demonstrates the poten-
tial of domain-specific training in healthcare, with
implications for improving patient care, clinical
decisions, and medical research. The performance
of Qilin-Med enables more accurate and context-
aware Chinese medical dialogues, paving the way
for advanced Al applications in Chinese medicine
and healthcare to provide clearer medical insights
and assistance.



6 Limitations

Qilin-Med, trained on the ChiMed dataset, marks a
considerable advancement in medical LLMs. How-
ever, several limitations should be noted. The
ChiMed dataset, while comprehensive, primarily
focuses on Chinese medical knowledge, potentially
limiting the model’s global applicability. The multi-
stage training pipeline, including the DPO stage,
might introduce biases based on the preferences
of the human evaluators involved. Furthermore,
while metrics like BLEU and ROUGE provide in-
sights into the model’s performance in generative
tasks, they are limited in evaluating the quality of
content generation in terms of fluency, coherence,
and context. They do not account for semantic ac-
curacy or the appropriateness of the content in a
given context. Future work should consider a more
diverse set of evaluation metrics, including human
evaluations, to ensure a holistic understanding of
Qilin-Med’s capabilities.

7 Ethics and Societal Impacts

All data used in this study were collected and
scraped from publicly available resources. We did
not recruit human research participants nor include
sensitive data. It is important to note that Qilin-
Med and ChiMed are intended for research and
academic purposes. It is a product of efforts to
enhance LLLM capabilities in the medical domain,
not a replacement of human experts. It should
not be used for direct patient diagnosis or as a
standalone tool for medical decision-making. Any
conclusions or insights derived from Qilin-Med
should be contextualized, considering the specific
focus of ChiMed and the inherent limitations of
LLMs. Commercial uses or any use that deviates
from this primary objective are strictly prohibited.
Researchers and practitioners should respect these
guidelines, ensuring ethical and responsible use of
Qilin-Med and associated datasets.
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A Appendix

Instruction:
EERS. RERRT. BRFR—AETILER. BEATIRE. SRREHE REBER—MRAEMNLT.
HERONERRRR:

A BERN. BEZR
B #EM. RELR
C BEIR. BET
D fEUR. BEZ

EAEH B
B, ARAAMG. E-TARBEBERNISOERCIRRBEEE—MRAENER). ETMLTNENEE, BUHERRY. F
£ CWE

AR, BARERE. EEZNEENER. RBREREHNRIT.

Return limitation: Only return two lines in your answer. Assuming you are a medical expert, please answer the following single-choice question. Just give the
most suitable choice.

What are the features of sweetness?

A Nourishing and soothing

B Draining and solidifying

C Softening and descending

D Contracting and astringent

E Dispersing and moving

Note that only two lines are permitted in the response. The first line should state the answer's English letter only, and the second line should provide a brief
explanation. The format should be: "Answer:", "Explanation:". Only return the most accurate answer if multiple seem appropriate.

LLaMA:

A BIRBERE R, B,

B HERAYERfFm2REM . R,

C HRMIERAR R ZMR. T

D HHRAERRRERK. 2,

E HURMERS SRR, 7. BF HRE—MRE, ©2—Fhekng
A The features of sweetness are nourishing and soothing.

B The features of sweetness are draining and solidifying.

C The features of sweetness are softening and descending.
D The features of sweetness are contracting and astringent.
E The features of sweetness are dispersing and moving.
Explanation: Sweetness is a kind of miso, it is a kind of miso

ChatGLM:

R, B fbtt. BER, M. HRAMEATSZREL. R XIRERFRAHRNRVEBIRIHERREHHDE, A iEe S Erm A,
EIR, HERERGWSRMIER, RBIEESENIMHMEE.

Answer: B Draining and solidifying. Explanation: The features of sweetness are draining and solidifying. This is primarily because sweetness can promote the
excretion of bodily fluids, thus enhancing the body's endurance and durability. Meanwhile, sweetness also has a constricting effect, enhancing the body's
resilience and strength.

GPT-4:

ER A B HRAEARSRREN. 8E #%FI%. EFNAYHORR.

Answer: A Explanation: The features of sweetness are nourishing and soothing. It can enrich the body and moderate the effects of medicine.

Qilin-Med-CPT:

ER: A, B HURMERASRZE. 8. HRENE. &S, FeaS. R, HRENE, S#HEREzS. WaBEzS.
P

Lo

Answer: A. Explanation: The features of the sweetness are nourishing and soothing. Sweetness can replenish deficiencies and alleviate urgencies, as well as
benefit the Qi and moisturize dryness. It can supplement the Qi of the five organs, nourish the Qi of the spleen and stomach, and benefit the Qi of heart.

Qilin-Med-SFT:

ER. A \n BE. AEXEMEARTARNNR, HROERSRZEN. BE (AX) . ARNARNSR: (1)F. 68 gTER). §
REL 5. BIER. 1. g3, REEAX). BB, B3, Fh. Z2 BEMAESER. Q. ik &2, FUSERER. (4.
RESt. AEJR. ARIR(BEE). (5)RL. ABEK. RET(CHR), HRIBELE. ETBEMER, (62 R fN. FRR—FFBRSRERER. (7). &35,
BRI, ABEAUKIER. LLoh, THEFE®. HEM. 817, 7. ALE. B, 75, ENSER

Answer: A.

Explanation: This question examines the effects of the five flavors on the human body. The features of sweetness are nourishing and soothing (Option A is
correct). The effects of the five flavors on the human body are:

1) Spicy: Can disperse and act (Option E is incorrect), having the effects of dispersing, moving Qi, and invigorating blood.

2) Sweet: Can nourish and soothe (Option A is correct), harmonize, with effects like replenishing deficiencies, harmonizing the middle, soothing urgencies,
and moderating the properties of medicines.

3) Sour: Can constrict and be astringent, having effects of constriction and astringency.

4) Bitter: Can drain, dry, and solidify (Option B is incorrect).

5) Salty: Can soften and descend (Option C is incorrect), with effects like softening hard masses, dispersing accumulations, and inducing bowel movements.
6) Astringent: Can constrict and constrict, similar to the sour flavor in having astringent effects.

7) Bland: Can seep and benefit, having the effects of draining dampness and promoting diuresis. Additionally, there's an aromatic flavor, which can disperse,
act, and open, with effects like transforming dampness, repelling foulness, opening orifices, and invigorating the spleen.

Figure 4: A conversational case on CMExam dataset. Compared to LLaMA, ChatGLM, and GPT-4. Qilin-Med-7B-
CPT and Qilin-Med-7B-SFT generated more relevant and informative responses.
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