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Abstract

Pairwise Ranking Prompting (PRP) demon-001
strates impressive effectiveness in zero-shot002
document re-ranking tasks with large language003
models (LLMs). However, in the existing meth-004
ods, PRP only outputs the same label for the005
comparison results of different confidence in-006
tervals without considering the uncertainty of007
pairwise comparison, which implies an under-008
utilization of the generation probability infor-009
mation of LLMs. To bridge this gap, we pro-010
pose PRP-Graph, a novel pairwise re-ranking011
approach, based on a refined scoring PRP unit012
that exploits the output probabilities of target013
labels to capture the degree of certainty of014
the comparison results. Specifically, the PRP-015
Graph consists of two stages, namely ranking016
graph construction and ranking graph aggre-017
gation. Extensive experiments conducted on018
the BEIR benchmark demonstrate the superi-019
ority of our approach over existing PRP-based020
methods. Comprehensive analysis reveals that021
the PRP-Graph displays strong robustness to-022
wards the initial ranking order and delivers ex-023
ceptional re-ranking results with acceptable ef-024
ficiency. Our code and data will be available.025

1 Introduction026

Large Language Models (LLMs) such as GPT-027

3 (Brown et al., 2020), FlanT5 (Wei et al., 2021),028

and PaLM (Chowdhery et al., 2023) have demon-029

strated exceptional performance across a diverse030

array of natural language processing tasks within031

the zero-shot paradigm (Agrawal et al., 2022; Ko-032

jima et al., 2022). Consequently, these LLMs have033

been adapted for zero-shot document ranking tasks,034

showcasing remarkable zero-shot ranking capabili-035

ties (Liang et al., 2022; Pradeep et al., 2023; Sun036

et al., 2023). The methodologies utilized LLMs in037

zero-shot ranking tasks focus on prompting the038

LLMs in providing relevance estimations for a039

query along with candidate documents (Liang et al.,040

2022; Qin et al., 2023).041

Figure 1: Schematic comparison of PRP-Graph with
BubbleSort. In both basic and scoring PRP units, two
compared documents di and dj are fed into LLM twice
using prompt texts u(q, di, dj) and u(q, dj , di). Dif-
ferent from just obtaining determined passage labels
(namely, di) in basic PRP unit, PRP-Graph with scoring
PRP unit captures the uncertainty (namely, s(di > dj))
in document comparisons to iteratively construct a rank-
ing graph, and further employs a graph aggregation
strategy to obtain the final ranking.

Notably, recent research has shown that Pair- 042

wise Ranking Prompting (PRP) is effective for zero- 043

shot re-ranking with moderate-sized, open-sourced 044

LLMs and can produce state-of-the-art re-ranking 045

performance with simple prompting and scoring 046

mechanism (Qin et al., 2023). PRP involves build- 047

ing a pairwise prompting to determine which of two 048

documents is more relevant to query with the help 049

of LLMs, then using the PRP as a basic scoring 050

unit to serve different ranking mechanisms. 051

Despite their effectiveness, we posit that existing 052

PRP does not fully capitalize on the potential of 053

LLMs. Firstly, current practices utilize PRP to sim- 054

ply ascertain the more relevant document relative 055

to the query, disregarding a more granular analy- 056

sis of generation probabilities, which represent the 057

LLM’s confidence in its judgment. Secondly, the 058

inherent sensitivity of LLMs to the text orders in 059

prompt (Lu et al., 2021) has led to the verification 060

of consistency by alternating the pairwise order of 061

documents within prompt and consulting the LLM 062
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twice. Only consistent outputs from both inquiries063

are valid, which can degrade ranking quality. Fi-064

nally, the comparison selection strategies in use,065

which are derived from sorting algorithms, lack066

the flexibility to enhance ranking quality through067

increased comparisons and are highly sensitive to068

the sequence order of input documents.069

To this end, we propose an enhanced scoring070

Pairwise Ranking Prompt (PRP) unit and a novel071

pairwise approach, termed PRP-Graph, building072

upon the scoring PRP unit’s performance. As illus-073

trated in Figure 1, unlike the current PRP unit (Qin074

et al., 2023), which yields discrete judgments, our075

scoring PRP unit captures more granular correla-076

tion information for each pairwise order in prompt077

through the generation probability of judgment la-078

bels by LLMs, thus effectively utilizing the gen-079

erative capability and order sensitivity of LLMs.080

PRP-Graph operates in two phases. The first phase081

continuously identifies document pairs for compar-082

ison, representing them as vertices connected by083

bidirectional edges within a ranking graph. The084

weights of vertices and edges are iteratively re-085

fined based on the scoring PRP unit’s outputs. The086

second phase aggregates these signals across the087

ranking graph to produce a cohesive final document088

ranking that encapsulates the entire graph’s sorting089

information.090

We conduct experiments to evaluate our pro-091

posed PRP-Graph on Flan-T5 models (Chung et al.,092

2022). Our results on BEIR (Thakur et al., 2021)093

indicate that PRP-Graph surpasses existing PRP-094

based zero-shot re-ranking techniques. Further095

ablation studies confirm the effectiveness of in-096

dividual components within our method, and our097

analyses demonstrate the influence of comparison098

rounds on PRP-Graph’s performance as well as its099

robustness against initial ranking order.100

Our contributions are threefold: 1) We intro-101

duce the PRP-Graph, a novel pairwise approach102

underpinned by an innovative scoring PRP unit103

that exploits the full potential of LLMs by lever-104

aging the probability scores from pairwise ranking105

prompts. 2) Benefiting from the graph-based nature106

of PRP-Graph, which relies less on the initial rank-107

ings produced by the first-stage retriever, it demon-108

strates a more effective interpolation with BM25109

than current PRP-based methods. 3) Extensive ex-110

perimental validation shows that our PRP-Graph111

method significantly outperforms contemporary ap-112

proaches, establishing it as a superior choice for113

zero-shot document re-ranking tasks.114

2 Preliminaries 115

As aforementioned, several recent text re-ranking 116

approaches implement Pairwise Ranking Prompt- 117

ing (PRP) as an atomic ranking unit to extract spe- 118

cific textual labels via the generative capabilities 119

or logit outputs of LLMs. This section provides 120

an initial overview of the PRP construct, subse- 121

quently outlining the landscape of text re-ranking 122

approaches that integrate the basic PRP unit. 123

Basic PRP unit. The prompt in PRP is shown 124

in Figure 2(a), wherein it asks the LLM to answer 125

which document is more relevant to the query. Akin 126

to (Qin et al., 2023), we denote this PRP prompt 127

text as u(q, di, dj) for a query q and two documents 128

di and dj . As seen in Figure 2(b), the basic PRP 129

unit, applied in existing work (Qin et al., 2023; 130

Zhuang et al., 2023b), is only designed to obtain 131

an answer to a question in the prompt. Specifically, 132

there are two modes to obtain the answer, the first is 133

generation mode wherein LLM directly generates 134

the passage label ("Passage A" or "Passage B"), 135

and the second is scoring mode wherein the log- 136

likelihood of LLM generates the target label is used 137

for a scoring comparison for the answer. As it is 138

known that LLMs can be sensitive to text orders 139

in the prompt (Lu et al., 2021), the order of these 140

two documents within the prompt will be swapped 141

and inquire the LLM twice, namely u(q, di, dj) and 142

u(q, dj , di). Only if the output of two inquiries is 143

consistent, the LLM’s judgment will have a clear 144

preference as shown in Figure 2(b). 145

Text re-ranking via basic PRP unit. Given a 146

set of N candidate documents, two principal ap- 147

proaches leveraging the PRP unit to achieve re- 148

ranking have emerged: the exhaustive Allpair 149

method and the sorting-based method (Qin et al., 150

2023). The Allpair approach applies the PRP unit 151

to every possible document pair, calculating a cu- 152

mulative score for each document based on pair- 153

wise preferences, yet it incurs a substantial O(N2) 154

computational cost and does not assure the most 155

effective result according to previous work (Qin 156

et al., 2023). On the other hand, sorting algo- 157

rithms such as Heapsort and Bubblesort utilize 158

LLM-derived pairwise preferences for ordering 159

documents. These methods improve efficiency (e.g. 160

Heapsort operates at O(N logN) complexity), but 161

their effectiveness is bounded by the reduced com- 162

parative scope and sensitivity to the initial ranking 163

order (Zhuang et al., 2023b). 164
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Figure 2: The introduction of PRP unit. (a) The pairwise prompt, for query q and the documents di and dj involved
in the comparison, is denoted as u(q, di, dj). (b) The basic PRP unit, as used in recent approaches, performs LLM
inference twice for di and dj in the transposition order then the results of the two inferences are integrated to make
a judgment. (c) Our scoring PRP unit, considers the probability of generating "Passage A" as the probability that the
current preorder document is more relevant to the query than the subsequent document.

3 Method165

Our PRP-Graph introduces a refined scoring PRP166

unit that leverages LLMs’ output probabilities for167

target labels, transforming these outputs into nu-168

merical scores for enhanced text ranking. The PRP-169

Graph operates in two main stages: ranking graph170

construction and ranking graph aggregation. In171

the first stage, document pairs are selectively com-172

pared to form a ranking graph with documents as173

vertices linked by bidirectional edges, where the174

scoring PRP unit informs the iterative updating of175

weights. The second stage performs an aggregation176

of these weighted interactions to derive the final177

document ranking, fully encapsulating the sorting178

information across the graph.179

3.1 Scoring PRP Unit180

Although a scoring mode exists within the basic181

PRP framework, as outlined in Section 2, it em-182

ploys log-likelihood merely to reach a comparative183

decision, without utilizing the full extent of the nu-184

merical information provided. In contrast, our new185

scoring PRP unit, illustrated in Figure 2(c), cap-186

italizes on two probability values from the LLM187

outputs to gauge the degree of comparison between188

documents.189

Mirroring the basic PRP, our scoring PRP unit190

also prompts the LLM twice with both u(q, di, dj)191

and u(q, dj , di), swapping the document positions.192

During decoding, a softmax function is applied to193

the LLM’s logit outputs. The resulting probability194

of generating label "A" serves as the score of "Pas-195

sage A" over "Passage B" in relevance to the query196

q. For instance, given the input u(q, di, dj), sj→i197

represents the score that document di is more rele-198

vant compared to dj . Hence, the scoring PRP unit 199

yields a pair of scores reflecting relative relevance 200

as described in Eq. 1, in contrast to the basic PRP 201

unit’s singular comparative outcome. 202

sj→i = softmax(LLM(u(q, di, dj)))["Passage A"]

si→j = softmax(LLM(u(q, dj , di)))["Passage A"]
(1) 203

wherein ["Passage A"] corresponds to the probabil- 204

ity that LLM generates "A", as "Passage" serves as 205

conditional probability or the input to the Decoder. 206

3.2 Ranking Graph Construction 207

Addressing the challenge of quantifying the sig- 208

nificance of pairwise comparison outcomes in a 209

full ranking list, we draw parallels from the world 210

of international chess tournaments. In these tour- 211

naments, players partake in multiple rounds of 212

one-on-one matches, with the Swiss-system (Csató, 213

2013) tournament being a prevalent format. Here, 214

players are matched in each round according to 215

their current standings, and over successive rounds, 216

they accumulate points that contribute to their final 217

rankings. Inspired by this system, we develop a 218

ranking graph construction strategy, encapsulated 219

in Algorithm 1, which mirrors the dynamic pair- 220

ing and point accumulation process of the Swiss- 221

system tournament to discern the importance of 222

pairwise comparisons for document ranking. 223

Given a query q and an initially retrieved top- 224

N document ranking list D = [d1, ..., dN ] using 225

a retrieval algorithm like BM25 (Robertson et al., 226

2009), we aim to construct a ranking graph G to 227

collect pairwise ranking relationships between doc- 228

uments. This is carried out by performing pairwise 229

comparisons of documents, facilitated by our scor- 230
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Figure 3: An example of building a ranking graph with six candidate documents (N = 6) and performing two
comparison rounds (R = 2). The dots represents the corresponding di, the darker color represents the higher current
ranking, the blue list represents the current ranking list, and the line between two documents in the list represents
the comparison document pair selected according to the ranking graph construction algorithm.

ing PRP unit that leverages preference scores from231

an LLM. For this purpose, we conduct R rounds232

of comparisons across the ranking list D. Each233

document’s ranking score in the r-th round is de-234

noted as Sr = [Sr
1 , ..., S

r
N ], with the initial scores235

set as S0 = [1, 1 − 1
N , 1 − 2

N , . . . , 1
N ] to reflect236

their starting position in the ranking list.237

In each round, a document di is selected in se-238

quence from the ranking list D, and paired with the239

closest subsequent document dj within the range240

[di+1, . . . , dN ] that has neither been compared with241

di in any previous round nor within the current242

round r. Upon selecting a pair of documents di243

and dj , they are input into the scoring PRP unit, as244

described in Eq. 1, to obtain the preference scores,245

denoted as sj→i and si→j , from the LLM. Conse-246

quently, two edges are constructed within the graph247

G, connecting dj to di and di to dj , each weighted248

by sj→i and si→j respectively.249

After the pairwise comparison between docu-250

ments di and dj in the r-th round, we utilize the251

preference scores, sj→i and si→j , derived from the252

LLM to adjust the vertex weights, Sr
i and Sr

j . The253

update adheres to the predefined score accumula-254

tion rule presented in Eq. 2.255

Sr
i = Sr−1

i + sj→i ×
Sr−1
j

r

Sr
j = Sr−1

j + si→j ×
Sr−1
i

r

(2)256

The rationale for this score updating process is pred-257

icated on the notion that sj→i represents the score258

secured by the pre-ranked document di against259

its subsequent counterpart dj . To account for the260

varying challenges posed by different documents,261

the difficulty level associated with dj , denoted as262

Sr−1
j /r, is incorporated into the calculation. This263

quantity reflects the normalized weight of dj from264

the previous round and scales the points added to 265

di based on the relative difficulty of the compari- 266

son. In cases where the PRP scores are equivalent, 267

the adjustment rewards the documents proportion- 268

ally to the strength of their adversaries, thereby 269

ensuring a more nuanced representation of each 270

comparison’s contribution within the global rank- 271

ing context. 272

After each comparison round, the document list 273

D is updated and sorted by the new scores Sr from 274

highest to lowest. Once all R rounds are complete, 275

we create the final ranking graph G. In this graph, 276

documents are the vertices, and the comparison 277

scores sj→i and si→j are the weights of the two 278

directed edges, representing the pairwise ranking 279

relationships, between them. These edge weights 280

are fixed after being set, since each document pair 281

is compared only once. Figure 3 illustrates how 282

this ranking graph is constructed. 283

3.3 Ranking Graph Aggregation 284

In the development of a ranking graph G for a par- 285

ticular query q across a suite of documents D, ini- 286

tial ranking outcomes are derived from the cumu- 287

lative scores SR. However, these results are not 288

yet refined by the structural nuances of the graph, 289

which are essential for weighting each document’s 290

ranking score more effectively. To address this, we 291

introduce a graph-based aggregation method, con- 292

ceptualized from the PageRank algorithm (Xing 293

and Ghorbani, 2004). Unlike the traditional ap- 294

plication of PageRank, which assigns importance 295

to web pages based on the quantity of links, our 296

adaptation focuses on the interplay of edge weights 297

in the graph to revise the scores of the vertices 298

according to Eq. 3. 299

Within the constructed ranking graph G for query 300

q, each document is represented as a vertex i, cor- 301
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Algorithm 1 Ranking Graph Construction
Input: a query q, a top-N document ranking list
D = [d1, . . . , dN ] for q, the scoring PRP unit based
on LLM
Parameter: the number of documents N , the total
rounds of comparisons R, the scores of D in r-th
round Sr = [Sr

1 , . . . , S
r
N ] initialized with S0 =

[1, 1− 1
N , 1− 2

N , . . . , 1
N ]

Output: a ranking graph G on D for q
1: for r from 1 to R do
2: for i from 1 to N do
3: if di has not been compared in r-th round

yet then
4: for j from i+ 1 to N do
5: if dj has not been compared in r-th

round and has also not been com-
pared with di before then

6: break
7: end if
8: end for
9: sj→i, si→j = Scoring PRP Unit (q, di,

dj), as in Eq. 1
10: Add two edges between di and dj into

G with sj→i and si→j as the weights of
edges

11: Sr
i = Sr−1

i + sj→i ×
Sr−1
j

r

12: Sr
j = Sr−1

j + si→j ×
Sr−1
i
r

13: end if
14: end for
15: Re-sort D by Sr from highest to lowest
16: end for
17: return the ranking graph G

responding to document di. The vertex value s(i),302

indicative of the aggregated score of di, is initially303

set by its BM25 score to incorporate precise match-304

ing signals. Subsequently, vertex values are itera-305

tively recalculated following the order of descend-306

ing BM25 scores as per Eq. 3.307

s(i) = df×[
∑

j∈In(i)

s(j)∑
k∈Out(j)wjk

×wji]+
1− df

N

(3)308

where N denotes the total number of vertices309

within G, df is the damping factor, In(i) signi-310

fies the set of vertices with edges directed towards311

vertex i, Out(j) includes vertices with edges ema-312

nating from vertex j, and wij is the weight of the313

edge linking vertex i to vertex j.314

The iterative process persists until the fluctu- 315

ation in vertex ranking scores is below a speci- 316

fied threshold δ, whereupon the results are deemed 317

to have stabilized. The final vertex scores then 318

serve as the basis for re-ranking the documents in 319

D. In line with the methods outlined in (Wang 320

et al., 2021), our approach, inherently semantic 321

and generative, is best utilized in conjunction with 322

a precision-oriented matching method like BM25. 323

This hybridized strategy is optimized to achieve a 324

balance between semantic coherence and precise 325

matching. In situations where a development set is 326

not available, we determine the interpolation ratio 327

through cross-validation. 328

4 Experiments 329

4.1 Experimental Setup 330

Benchmark and metric To evaluate the effec- 331

tiveness of our PRP-Graph on zero-shot text re- 332

ranking, we carry out a series of experiments on 333

BEIR benchmark (Thakur et al., 2021). BEIR is 334

a well-established document ranking benchmark 335

composed of multiple datasets, which cover a wide 336

range of domains, like news and medicine, and 337

involve various retrieval tasks, such as question an- 338

swering and entity search. Details regarding the 339

datasets we employed can be found in Appendix A. 340

In the evaluation, each approach is tasked with 341

re-ranking 100 documents initially retrieved by a 342

first-stage BM25 retriever (Robertson et al., 2009). 343

The performance of various approaches is assessed 344

using NDCG@10, which serves as the official eval- 345

uation metric for the employed BEIR benchmark. 346

Baselines We consider two prevailing PRP-based 347

methods as our comparative baselines: Allpair and 348

Sorting-based comparisons as in (Qin et al., 2023; 349

Zhuang et al., 2023b). For sorting-based compar- 350

isons, we have selected HeapSort and BubbleSort 351

algorithms, which are founded on time-honored 352

sorting techniques and have been validated for their 353

exceptional effectiveness (Zhuang et al., 2023b). 354

Our implementation replicates the experimental 355

framework employed by (Zhuang et al., 2023b). 356

For a fair comparison, we interpolate both the 357

baseline methods and our PRP-Graph with sparse 358

retrieval model BM25, and the interpolation pa- 359

rameters are determined by ten rounds of cross- 360

checking, which determines parameters on a sepa- 361

rate validation set in each fold. 362
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Method Covid Robust04 Touche SciFact Signal News DBPedia NFCorpus FiQA HotpotQA NQ Avg. (w/o IB)

BM25 59.5 40.7 44.2 67.9 33.1 39.5 31.8 32.2 23.6 63.3 30.6 42.4
Fl

an
-T

5-
L

HeapSort 76.1 44.4 44.9 70.0 34.5 42.9 41.3 33.9 31.4 67.6 51.0 48.9 (45.8)
BubbleSort 71.4 43.9 45.4 69.0 36.2 44.0 41.6 34.1 29.7 66.6 49.5 48.3 (48.0)
Allpair 77.0 47.5 44.0 70.4 36.1 44.2 43.8 34.1 33.2 68.3 52.7 50.1 (45.3)
PRP-Graph-10 76.3 48.6 44.5 70.9 35.8 47.7 44.9 34.7 33.2 68.3 53.1 50.7 (47.2)
PRP-Graph-20 78.1 49.1 44.5 70.4 35.7 47.8 45.6 35.3 33.7 68.2 54.7 51.2 (47.7)
PRP-Graph-40 78.8 48.9 45.8 70.7 35.8 48.0 45.8 35.2 34.5 68.2 55.5 51.5 (47.7)

Fl
an

-T
5-

X
L

HeapSort 77.9 55.0 43.9 73.7 35.5 47.1 41.7 35.2 38.3 69.8 55.7 52.2 (49.9)
BubbleSort 76.3 55.3 44.0 73.4 35.9 48.6 43.2 35.9 38.3 69.5 55.3 52.3 (51.8)
Allpair 77.7 54.8 44.7 72.2 35.1 48.6 43.0 35.9 38.2 70.1 56.6 52.4 (49.9)
PRP-Graph-10 75.9 53.3 45.2 74.2 35.7 48.5 42.8 35.6 36.9 71.8 55.3 52.3 (49.3)
PRP-Graph-20 77.0 54.0 45.6 74.8 35.9 49.0 43.9 35.4 38.4 72.3 56.3 53.0 (50.0)
PRP-Graph-40 77.5 54.5 44.8 74.4 36.1 50.5 44.6 35.7 38.8 72.4 57.0 53.3 (50.5)

Fl
an

-T
5-

X
X

L HeapSort 73.8 54.3 44.8 73.8 34.3 47.1 40.5 35.4 40.0 70.9 54.9 51.8 (50.6)
BubbleSort 73.3 55.0 45.3 75.5 34.5 49.1 42.0 36.2 39.6 70.5 54.6 52.3 (52.2)
Allpair 76.4 55.4 44.9 74.7 34.1 49.7 41.1 36.0 40.5 71.5 55.9 52.7 (50.4)
PRP-Graph-10 76.3 53.2 43.9 75.6 35.6 47.2 42.6 36.0 39.7 71.8 54.8 52.4 (48.8)
PRP-Graph-20 76.7 54.0 42.5 74.2 36.0 49.7 43.4 36.2 40.3 72.5 56.1 52.9 (49.5)
PRP-Graph-40 78.1 54.2 45.8 75.4 35.8 49.3 43.7 36.5 41.2 72.8 56.6 53.6 (50.2)

Table 1: NDCG@10 on BEIR for different PRP re-ranking approaches on different sizes of model. The best results
are highlighted in boldface. "w/o IB" denotes the results are not interpolated with BM25 results.

Implementation details For the retrieval of the363

top-100 candidate documents, we employ the Py-364

serini Python library (Lin et al., 2021) with default365

settings to utilize the BM25 model. In line with366

previous works (Qin et al., 2023; Zhuang et al.,367

2023b), we conduct evaluations on Flan-T5 models368

of three sizes 1, including Flan-T5-Large (L) with369

780M parameters, Flan-T5-XL with 3B parame-370

ters, and Flan-T5-XXL with 11B parameters, to371

explore the effectiveness of our method on LLMs372

with different parameter sizes. Besides, we use the373

same prompt following the existing literature, as in-374

troduced in Section 2, for all PRP-based re-ranking375

methods. Regarding the number of comparison376

rounds R performed at the ranking graph construc-377

tion step, we mainly report the evaluation results378

when R = 10, 20, and 40, and put the exploration379

of the setting of R for different comparison rounds380

in the Analysis Section 4.3. For the ranking graph381

aggregation step, the damping factor df in Eq. 3382

is conventionally set to 0.85, and the convergence383

threshold δ is set to 1e-6.384

4.2 Results385

Table 1 presents an empirical evaluation of dif-386

ferent PRP-based re-ranking approaches on the387

BEIR benchmark. In the table, HeapSort, Bub-388

bleSort, and Allpair are the existing PRP-based389

re-ranking methods as baselines. We report the390

results of our PRP-Graph method for R = 10,391

R = 20, and R = 40, denoted as PRP-Graph-10,392

1https://huggingface.co/docs/transformers/
model_doc/flan-t5

PRP-Graph-20, and PRP-Graph-40, respectively. 393

To compare the results before and after interpola- 394

tion with BM25 results, we also include the average 395

uninterpolated results, labeled as "w/o IB". 396

PRP-Graph demonstrates a clear advantage 397

over current PRP approaches in different model 398

sizes. On three different sizes of models Flan-T5- 399

L, Flan-T5-XL, and Flan-T5-XXL, PRP-Graph-10 400

with a small number of comparison rounds can per- 401

form on par with the best baseline Allpair, while 402

PRP-Graph-40 with more comparison rounds out- 403

performs Allpair by margins of +1.4, +0.9, and 404

+0.9 in terms of average NDCG@10, respectively. 405

An exploration of the number of comparison rounds 406

R in the ranking graph construction step can be 407

found in Section 4.3. 408

PRP-Graph demonstrates a more effective in- 409

terpolation with BM25. As shown in Table 1, 410

the interpolation with BM25 provides a certain im- 411

provement for all PRP methods. However, com- 412

pared to all baselines, PRP-Graph demonstrates a 413

more effective interpolation with BM25. For ex- 414

ample, PRP-Graph-40 obtains a +3.4 gain, while 415

HeapSort, BubbleSort, and Allpair obtain +1.2, 416

+0.1, and +2.3 at Flan-T5-XXL model after the 417

interpolation. This enhancement can be attributed 418

to the graph-based nature of PRP-Graph, which re- 419

lies less on the initial rankings produced by BM25. 420

In contrast, HeapSort and BubbleSort are depen- 421

dent on the BM25 rankings throughout their entire 422

sorting process. This also explains the outstanding 423

performance of Allpair among baselines, since it 424

does not take initial ranking into account. 425
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Method R = 10 R = 20 R = 40

PRP-Graph 50.7 51.2 51.5

w/o nearest selection 50.6 51.1 51.2
w/o bidirectional edge (larger) 48.7 49.0 49.9
w/o bidirectional edge (subtract) 48.6 48.7 49.3
w/o exact matching initialization 50.3 50.7 51.1
w/o ranking aggregation 50.3 50.7 51.1

Table 2: Ablation results of PRP-Graph with Flan-T5-
Large model on BEIR benchmark.

4.3 Analysis426

Ablation study. Herein, to verify the effective-427

ness of different components or settings in our428

PRP-Graph method, we design the following ex-429

periments as shown in Table 2. During the con-430

struction of the ranking graph, "w/o nearest selec-431

tion" denotes the document comparison pairs in432

each round are randomly selected during the graph433

construction rather than finding the nearest docu-434

ments in the ranking list (as in lines 4 through 8 in435

Algorithm 1), which exhibits a discernible reduc-436

tion of effectiveness in NDCG@10; "w/o bidirec-437

tional edge (larger)" and "w/o bidirectional edge438

(subtract)" denote unidirectional edges rather than439

bidirectional edges are conducted in graph G using440

the larger weight and the subtraction between two441

weights, respectively. Their performance drops sub-442

stantially, which indicates the benefit of our choice443

of bidirectional edges to build the ranking graph.444

As for the ranking graph aggregation, "w/o exact445

matching initialization" denotes initializing the446

weights of vertices in graph G with the final score447

SR from the graph construction phase rather than448

the BM25 exact matching scores; "w/o ranking449

aggregation" denotes the results only after the450

construction of the ranking graph without the ag-451

gregation step, namely using the ranking scores452

in SR interpolated with BM25. Both suffered the453

same degree of performance decline.454

The impact of comparison rounds. During the455

ranking graph construction stage, we performed R456

rounds of pairwise comparison of candidate docu-457

ments. To understand the influence of the number458

of R on the ranking efficacy, we conduct a compre-459

hensive empirical study, the results of which are460

encapsulated in Figure 4. This figure illustrates the461

ranking performance (average NDCG@10) on the462

BEIR benchmark when subjected to varying com-463

parison round configurations for different model464

sizes. We also mark the results of Allpair, the465

best-performing baseline, in the figure to illustrate466

Figure 4: Results on BEIR benchmark of PRP-Graph
with different rounds R of ranking graph construction.

Method NDCG@10 #Inference

HeapSort 48.9 213.2
BubbleSort 48.3 746.3
Allpair 50.1 4908.2
PRP-Graph-10 50.7 489.1
PRP-Graph-20 51.2 965.5
PRP-Graph-40 51.5 1843.2

Table 3: The effectiveness and efficiency trade-offs on
BEIR benchmark for PRP-based methods on Flan-T5-L
model. "#Inference" denotes the average number of
LLM inferences per query.

how many rounds of comparison PRP-Graph needs 467

to perform to outperform it. Our investigation re- 468

vealed that there is a clear trend demonstrating an 469

increase in the number of comparison rounds, pro- 470

gressing from 2 up to around 15. After 15 rounds, 471

the ranking effect exhibits an improvement in os- 472

cillation with the increase of R. 473

The trade-offs between effectiveness and effi- 474

ciency. As depicted in Table 3, HeapSort is ef- 475

ficient and presents acceptable trade-offs among 476

baselines. BubbleSort, on the other hand, faces 477

challenges in both efficiency and effectiveness do- 478

mains. Allpair, while demonstrating superior effec- 479

tiveness compared to the two methods mentioned 480

earlier, incurs significant overhead and still has 481

room for improvement. In contrast, our PRP-Graph 482

significantly surpasses these methods by achieving 483

a better balance between ranking effectiveness and 484

computational efficiency. Notably, PRP-Graph-10 485

provides a +0.6 improvement in NDCG@10 over 486

the leading Allpair baseline while concurrently re- 487

ducing the computational overhead by 90.0%. Fur- 488

thermore, for scenarios where ranking effectiveness 489

is paramount, the PRP-Graph provides flexibility 490

to increase the number of comparison rounds, as 491

7



Figure 5: Results of different initial ranking order.

evidenced by PRP-Graph-20 and PRP-Graph-40,492

which yield even more precise ranking outcomes.493

The sensitivity to the initial ranking. The effec-494

tiveness of sorting methods is notably influenced495

by the order of the input rankings (Qin et al., 2023;496

Zhuang et al., 2023b). To delve into this aspect497

concerning our approach, we explore three types of498

orderings of the initial document list. Our results499

on Flan-T5-L are illustrated in Figure 5. Specifi-500

cally, "BM25" denotes the ranking order retrieved501

by a first-stage BM25 retriever, "RandomBM25"502

denotes the randomly shuffled BM25 ranking, and503

“InverseBM25” denotes the inverted BM25 ranking.504

It is observed that diverse initial ranking orders505

hurt both the sorting method and our PRP-Graph.506

But PRP-Graph’s overall impact is smaller and still507

maintains the best results. We also show the unin-508

terpolated results in Appendix B.509

5 Related Work510

In the realm of zero-shot text re-ranking with511

LLMs, there are three main prompting approaches512

categorized broadly into Pointwise (Liang et al.,513

2022; Sachan et al., 2022), Listwise (Ma et al.,514

2023; Pradeep et al., 2023; Sun et al., 2023), and515

Pairwise (Qin et al., 2023; Zhuang et al., 2023b).516

Pointwise approaches rank candidate documents517

based on prompting LLMs for query-document518

pair relevance judgment, such as prompting LLMs519

to generate whether the provided query-document520

pairs are relevant (Liang et al., 2022; Zhuang et al.,521

2023a) and using the LLMs generation likelihood522

of query for the corresponding document as rank-523

ing score (Muennighoff, 2022; Sachan et al., 2022).524

Listwise approaches involve sorting a list of doc-525

uments at once, wherein LLMs are prompted to526

generate a ranked list of document labels based527

on the relevance of their corresponding documents528

to the query. Current listwise approaches (Sun 529

et al., 2023; Ma et al., 2023) use sliding window 530

approaches to work within the input length lim- 531

its of LLMs, involving re-ranking the candidate 532

document window from the bottom of the entire 533

candidate documents list and progressing upwards. 534

Pairwise approaches determine the relevance or- 535

der of two documents for a query at a time, wherein 536

LLMs are prompted with a query alongside a pair 537

of documents to choose the label indicating which 538

document is more relevant to the query, namely 539

Pairwise Ranking Prompting (PRP). Exiting meth- 540

ods for obtaining the final re-ranking through pair- 541

wise comparisons between candidate documents 542

can be classified into aggregation and sorting meth- 543

ods. Allpair is a basic aggregation method (Qin 544

et al., 2023), which conducts pairwise comparisons 545

on all possible pairings within the candidate docu- 546

ments and aggregates the result of each comparison 547

into the ranking score of the document. Other ag- 548

gregation methods exist focusing on sampling from 549

all possible pairings to increase efficiency (Mikhail- 550

iuk et al., 2021; Gienapp et al., 2022), but it hasn’t 551

been used in LLMs yet. Sorting methods rely on 552

pairwise comparisons as a basic comparison unit 553

to run sorting algorithms, such as Heapsort and 554

Bubblesort (Qin et al., 2023; Zhuang et al., 2023b). 555

These algorithms make use of efficient data struc- 556

tures to compare document pairs selectively. 557

However, existing methods only utilize PRP to 558

obtain the same label for the comparison results 559

of different confidence intervals without consider- 560

ing the uncertainty of pairwise comparisons. In 561

contrast, our proposed PRP-Graph, based on a new 562

scoring PRP unit that quantifies the certainty of 563

the pairwise comparisons from LLMs, exploits the 564

potential of LLMs on zero-shot re-ranking. 565

6 Conclusion 566

In our work, we propose a novel PRP-Graph ap- 567

proach based on a refined scoring Pairwise Ranking 568

Prompting (PRP) unit to promote the potential of 569

LLMs on text re-ranking tasks. Benefiting from the 570

consideration of the uncertainty of pairwise com- 571

parison in scoring PRP unit, the PRP-Graph builds 572

a ranking graph via the comparison results of the 573

scoring PRP unit and aggregates global signals of 574

the ranking graph, surpassing existing PRP-based 575

zero-shot re-ranking techniques on the BEIR bench- 576

mark. In future work, we plan to explore a more 577

efficient ranking graph aggregation strategy. 578

8



Limitations579

Firstly, in the ranking graph aggregation stage of580

PRP-Graph, we only use an aggregation method581

based on weighted PageRank, more other graph582

learning strategies could be included to extend the583

effectiveness of PRP-Graph, such as the HITS algo-584

rithm (Sherin et al., 1998). Secondly, in the ranking585

graph construction step of PRP-Graph, the number586

of comparison rounds R we explore is limited to587

40 for efficiency reasons. Even though our analy-588

sis of comparison rounds shows the effectiveness589

of PRP-Graph, more rounds are still unexplored.590

Finally, we conducted experiments on the Flan-T5591

series of models in line with previous works (Qin592

et al., 2023; Zhuang et al., 2023b). We can also593

extend the experiments to a more diverse range of594

LLMs, such as LLaMA (Touvron et al., 2023), to595

evaluate our approach.596
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Dataset Relevancy #Query Type

TREC-COVID 3-level 50 Bio-Medical IR
Robust04 Binary 249 News Retrieval
Touché-2020 3-level 49 Argument Retrieval
SciFact Binary 300 Fact Checking
Signal 3-level 97 Tweet Retrieval
TREC-News 5-level 57 News Retrieval
DBPedia 3-level 400 Entity Retrieval
NFCorpus 3-level 323 Bio-Medical IR
FiQA-2018 Binary 648 Question-Answering
NQ Binary 3452 Question-Answering
HotpotQA Binary 7405 Question-Answering

Table 4: Statistics of the datasets.

A Datasets796

We conducted our experiments on eleven datasets797

within the BEIR benchmark (Thakur et al., 2021).798

TREC-COVID (Voorhees et al., 2021) is an ad-799

hoc search challenge based on the CORD-19800

dataset,which containing scientific articles related801

to the COVID-19 pandemic (Wang et al., 2020).802

Robust04 (Voorhees) offers a robust dataset, fo-803

cusing on evaluating on poorly performing top-804

ics. Touché-2020 (Bondarenko et al., 2020),805

Task 1, tackles a conversational argument re-806

trieval task. SciFact (Wadden et al., 2020) ver-807

ifies scientific claims using evidence from the808

research literature, including scientific paper ab-809

stracts. Signal-1M (Suarez et al., 2018) pertains810

to Tweets task, retrieving relevant tweets for a811

given news article title. TREC-NEWS (Sobo-812

roff et al., 2018) 2019 track involves background813

linking. DBPedia-Entity-v2 (Hasibi et al., 2017)814

stands as an established entity retrieval dataset. NF-815

Corpus (Boteva et al., 2016) comprises natural lan-816

guage queries harvested from NutritionFacts (NF).817

FiQA-2018 (Maia et al., 2018), Tasks 2, involves818

opinion-based question-answering from StackEx-819

change posts. Natural Questions (Kwiatkowski820

et al., 2019) contains Google search queries and821

documents with paragraphs and answer spans822

within Wikipedia articles. HotpotQA (Yang et al.,823

2018) contains multi-hop like questions which re-824

quire reasoning over multiple paragraphs to find825

the correct answer. The statistics of the datasets are826

displayed in Table 4.827

B Uninterpolated results of different828

initail ranking829

To show the effect of interpolation on the sensi-830

tivity of the initial ranking order of the different831

methods, we show uninterpolated results of differ-832

Figure 6: Uninterpolated results of different initial rank-
ing order.

ent initail ranking in Figure 6. Compared with the 833

results after interpolation in Figure 5, different ini- 834

tial ranking improved after interpolation. Among 835

them, BubbleSort is most affected by initial rank- 836

ing before interpolation, and interpolation also im- 837

proves it the most on "RandomBM25" and "In- 838

verseBM25". Our PRP-Graph-40 maintains a con- 839

sistent distribution of results on both uninterpolated 840

and interpolated results, and has the best results for 841

both "RandomBM25" and "InverseBM25" among 842

the uninterpolated results. This further indicates 843

the robustness of our method to the initial ranking 844

order. 845
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