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Abstract
The generation of initial conditions via accurate
data assimilation is crucial for weather forecast-
ing and climate modeling. We propose DiffDA as
a denoising diffusion model capable of assimilat-
ing atmospheric variables using predicted states
and sparse observations. Exploiting the similar-
ity between a weather forecasting model and a
denoising diffusion model dedicated to weather
applications, we adapt the pretrained GraphCast
neural network as the backbone of the diffusion
model. Through experiments based on simulated
observations from the ERA5 reanalysis dataset,
our method can produce assimilated global atmo-
spheric data consistent with observations at 0.25◦

(≈30km) resolution globally. This marks the high-
est resolution achieved by ML data assimilation
models. The experiments also show that the initial
conditions assimilated from sparse observations
(less than 0.96% of gridded data) and 48-hour
forecast can be used for forecast models with a
loss of lead time of at most 24 hours compared
to initial conditions from state-of-the-art data as-
similation in ERA5. This enables the application
of the method to real-world applications, such as
creating reanalysis datasets with autoregressive
data assimilation.

1. Introduction
Weather prediction plays an important role in our daily life.
Due to uncertainties in the prediction process, predicted
weather will inevitably deviate from actual weather. It is
necessary to “pull-back” the predicted weather state via
data assimilation, to align it with observations from weather
stations and satellites. Practically, as Figure 1 shows, data

*Equal contribution 1Department of Computer Science, ETH
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Figure 1. Diagram of a numerical weather forecasting pipeline. It
consists of data assimilation, simulation and post-processing. Data
assimilation produces gridded values from sparse observations and
predicted gridded values from previous time steps. Simulation
takes in gridded values and produces predictions in gridded values
at future time steps. Post-processing improves prediction so that it
is closer to future observations.

assimilation generates initial conditions for weather sim-
ulation models using predicted weather states and sparse
observations from various locations. The quality of these
weather simulation models depends heavily on data assim-
ilation, as errors in initial conditions are one of the main
sources of forecast error (Bonavita et al., 2016). Addition-
ally, data assimilation is employed in creating reanalysis
datasets, which contain reconstructed historical weather
variables as gridded fields. These reanalysis datasets play
a central role in weather and climate research (ipc, 2023;
Hersbach et al., 2020), and are essential for the training
of ML weather forecasting models (Pathak et al., 2022; Bi
et al., 2023; Lam et al., 2023).

Various data assimilation methods have been developed and
employed to address different characteristics of observation
data and system dynamics. Among these methods, varia-
tional data assimilation and the ensemble Kalman filter are
the most widely used methods in operational data assimi-
lation (Bannister, 2017). The variational method solves an
optimization problem by minimizing a cost function that
measures the discrepancy between simulations and obser-
vations. It requires multiple iterations in which linearized
observation and evolution functions are evaluated to com-
pute the gradient of the cost function. The linearized and
original versions of observation and evolution functions are
often implemented separately. This adds overhead because
the linearized functions have similar code complexity as the
original functions, and a lot of effort has to be invested in
maintaining the consistency of the original and linearized
code. The ensemble Kalman filter method updates the state
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Figure 2. Architecture of the diffusion-based data assimilation method. We take advantage of the input and output shape of the pretrained
GraphCast model, which takes the state of the atmosphere at two time steps as input. In each iteration of the denoising diffusion process,
the adapted GraphCast model takes the predicted state and the assimilated state with noise, and further denoises the assimilated state. To
enforce the observation values at inference time, The denoised state is merged with interpolated observations using a soft mask created by
softbleeding the hard mask derived from the original observations.

estimation according to the covariance matrix calculated
from ensemble simulations. Both approaches are compu-
tationally intensive as one requires multiple optimization
iterations and the other requires multiple ensemble simula-
tions.

Data assimilation tools are becoming a bottleneck in the sim-
ulation pipeline. While traditional data assimilation meth-
ods are sufficiently competent in operational weather fore-
casts (Bonavita et al., 2016), but their high computational
and development costs restrict broader adoptions, making
them tightly coupled with a specific numerical weather fore-
casting code. This restriction becomes more evident since
the explosion of ML weather forecasting models (Pathak
et al., 2022; Lam et al., 2023; Bi et al., 2023). Those mod-
els claim to be a replacement of the traditional models by
achieving competitive or even superior accuracy compared
to the best operational model while being orders of mag-
nitude faster. Ironically, they cannot independently make
forecasts as they are all trained and evaluated on the ERA5
dataset (Hersbach et al., 2020) which is produced by the
traditional data assimilation method together with the nu-
merical forecast model.

In a probabilistic view, data assimilation can be formulated
as sampling from a probability distribution of atmosphere
states conditioned on observations and predicted states (Law
et al., 2015; Evensen et al., 2022). Capable of solving this
conditional sampling problem, denoising diffusion mod-
els (Ho et al., 2020) naturally become a tentative choice
for data assimilation. Moreover, the blooming community

of diffusion models provides an arsenal of techniques for
enforcing conditions of different kinds. In particular, con-
ditioning techniques for in-painting (Lugmayr et al., 2022;
Song et al., 2020) and super-resolution (Saharia et al., 2022;
Chung et al., 2022) are of special interest, because they
are similar to conditioning of observations and predicted
states respectively. This denoising diffusion model approach
has been applied to relatively small-scale data assimilation
problems (Rozet and Louppe, 2023a;b; Finn et al., 2023;
Andry et al., 2023), but none can assimilate data with a
resolution comparable with the ERA5 dataset (0.25◦ hori-
zontal resolution), limiting their use with ML forecast mod-
els. Similarly, the denoising diffusion techniques have been
applied in weather forecasts (Price et al., 2023) and post-
processing (Mardani et al., 2023; 2024; Li et al., 2023) with
either limited resolution or limited region.

In this work, we propose a new approach to data assimila-
tion based on the denoising diffusion model with a focus
on weather and climate applications. We are able to scale
to 0.25◦ horizontal resolution with 13 vertical levels by uti-
lizing the ML forecast model GraphCast (Lam et al., 2023)
as the backbone of the diffusion model. As we do not have
real-world observations available from the ERA5 dataset,
we are using grid columns of the ERA5 reanalysis dataset
as proxies for observations. During training, the diffusion
model is conditioned with the predicted state, i.e., the atmo-
spheric state produced by the forecast model from earlier
initial conditions. During inference, we further condition
the model with sparse column observations following Re-
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paint (Lugmayr et al., 2022). In addition, we use a soft mask
and interpolated observations to strengthen the condition-
ing utilizing the continuity of atmospheric variables. The
resulting assimilated data can converge to the ground truth
field when the number of simulated observation columns
increases. More importantly, the assimilated data can be
used as inputs to the forecast model at a loss of lead time
not exceeding 24 hours. We also test the autoregressive data
assimilation to generate a reanalysis dataset given a series
of observations and an initial predicted field.

Our key contributions are:

1. We demonstrate a novel ML data assimilation method
capable of assimilating high resolution data. The as-
similated data is ready for weather forecasting applica-
tions.

2. We create data assimilation cycles by combining our
method with an ML weather forecasting model. The
resulting reanalysis dataset is consistent with the given
observations.

3. We build our method using a neural network backbone
from a pretrained ML forecast model. It is easy to
upgrade the backbone with any state-of-the-art model
due to the flexibility of our method.

2. Method
2.1. Problem Formulation

The goal of data assimilation is to reconstruct atmospheric
variables on a fixed grid with n grid points xi ∈ Rn at phys-
ical time step i given m measurements yi = f(x∗

i ),yi ∈
Rm,x∗

i ∈ Rn where x∗
i is the ground truth of atmospheric

variables on grid points at time step i. In addition, esti-
mated values on grid points x̂i = F(xi−1) produced by
the forecast model F : Rn → Rn are also provided as
one of the inputs. In a probabilistic view, data assimilation
samples from a conditional distribution p(xi|x̂i,yi) which
minimizes the discrepancy between xi and x∗

i . To simplify
the problem, f is limited to a sparse linear observation op-
erator yi = f(x∗) = Ax∗ where A is a sparse matrix with
only one nonzero value in each row. In real-world cases,
this simplification applies to point observations such as tem-
perature, pressure, and wind speed measurements at weather
stations and balloons.

2.2. Denoising Diffusion Probabilistic Model

The denoising diffusion probabilistic model (DDPM) is a
generative model capable of sampling from the probabilistic
distribution defined by the training data (Ho et al., 2020). It
is trained to approximate the reverse of the diffusion process
where noise is added to a state vector x0 during N diffusion

steps, resulting in an isotropic Gaussian noise vector xN ∼
N (0, I). We denote the state vector at physical time step
i and diffusion step j with xj

i . We write xj whenever the
statement is independent of the physical time step. Note
that the diffusion step j and the physical time step i are
completely independent of each other.

For each diffusion step j, the diffusion process can be seen
as sampling from a Gaussian distribution with a mean of√

1− βjx
j−1 and covariance matrix of βjI:

p(xj |xj−1) = N (
√
1− βjx

j−1, βjI) (1)

where βj > 0 is the variance schedule.

A denoising diffusion model µθ is used to predict the mean
of xj−1 given xj and j with the following parameterization:

µθ(x
j , j) =

1√
1− βj

(
xj − βj√

1− ᾱj

ϵθ(x
j , j)

)
(2)

where θ are the trainable parameters, ᾱj =
∏j

s=1 (1− βs).
Then, xj−1 can be sampled from p(xj−1|xj) =

N (µθ(x
j , j),

1−ᾱj−1

1−ᾱj
βtI) to reverse the diffusion process.

Applying this procedure N times from xN ∼ N (0, I), we
can generate x0 which follows a similar distribution as the
empirical distribution D of the training data.

During training, we minimize the following loss function:

L(θ) = Ej∼U [1,N ],x0∼D,ϵ∼N (0,I)

[
∥ϵ− ϵθ(x

j , j)∥2
]
.

Note that xj can be expressed in closed form as
xj =

√
ᾱjx

0 +
√
(1− ᾱj)ϵ, because the diffusion pro-

cess applies independent Gaussian noise at each step, and
thus p(xj |x0) = N (

√
ᾱjx

0, (1− ᾱj)I).

With the unconditional denoising diffusion model above, we
add the conditioning of predicted state x̂ and observation y
separately according to their characteristics.

2.3. Conditioning for Predicted State

Utilizing the fact that the predicted state x̂ has the same
shape as the diffused state xj , it is convenient to add the
predicted state as an additional input for the (reparameter-
ized) diffusion model denoted as ϵθ(xj , x̂, j) (Saharia et al.,
2022). The underlying neural network can concatenate xj

and x̂ in their feature channels without changing its archi-
tecture as shown in Figure 2.

Since ϵθ (and µθ) is dependent on the predicted state
x̂, the reverse diffusion process becomes sampling from
p(xj−1|xj , x̂) = N (µθ(x

j , x̂, j),
1−ᾱj−1

1−ᾱj
βjI). Therefore,

the generated x0 is sampled from the conditional distribu-
tion p(x0|x̂) = p(xN )

∏N
j=1 p(x

j−1|xj , x̂).

This method requires sampling pairs of x0 and x̂ dur-
ing training. This can be realized by sampling two
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states x∗
i−1,x

∗
i with consecutive physical time steps from

training data, and then apply the forecast model to get
the predicted state at physical time i: x̂i = F(x∗

i−1).
Afterwards, the sampled ground truth state x∗

i is dif-
fused with a random number j ∈ [1, N ] steps. This
process is implemented with the closed form formula
xj
i =

√
ᾱjx

∗
i +

√
(1− ᾱj)ϵ, ϵ ∼ N (0, I). Finally, we

take a gradient descent step based on ∇θ∥ϵ− ϵθ(x
j
i , x̂i, j)∥2

to train the diffusion model.

With the conditioning on the predicted state alone, we can
already perform denoising diffusion steps using the trained
model µθ, resulting in x0 ∼ p(x0|x̂). This means we cor-
rected, or in other words, “post-processed” the predictions
x̂ to be closer to the ground truth state x∗.

2.4. Conditioning for Sparse Observations

The conditioning for sparse observations poses a different
challenge than the conditioning on the predicted state. The
sparse observations y have a variable length m as opposed
to a fixed length n, and the data assimilation results are
invariant to the permutation of the m elements in y. This
requires a dedicated design in the neural network if we want
to directly condition µθ with y as before. Even if we find a
solution to implement that, the trained diffusion model will
have a generalization problem because the possible input
space spanned by x0, x̂, and y is too large and hard to
thoroughly sample during training.

To avoid those issues, we follow inpainting techniques (Lug-
mayr et al., 2022; Song et al., 2020) to enforce the condi-
tioning on the sparse observations at inference time. Let us
start with a simple approach first. It creates a hard mask
mh ∈ {0, 1}n to indicate which grid columns of the atmo-
spheric state are observed, where a 1 means the associated
value in x∗ is observed in y and vice versa. The mask
equals the sum of the columns of the observation matrix
A ∈ Rn×m where y = Ax∗. During the inference of the
diffusion model, a state vector with white Gaussian noise is
created and gradually denoised by the denoising diffusion
model. However, with y present, we have better knowl-
edge of the observed locations in the state vector: values
can be produced by a forward diffusion process from the
observation data. We can use the mask mh to treat the two
parts separately and combine them in each iteration of the
denoising process (Figure 2).

xj−1
known ∼ N (

√
ᾱj−1x∗, (1− ᾱj−1)I)

xj−1
unknown ∼ N (µθ(x

j , j),
1− ᾱj−1

1− ᾱj
βtI)

xj−1 = mh ⊙ xj−1
known + (1−mh)⊙ xj−1

unknown

Here, ⊙ denotes point-wise multiplication used to filter ob-
served and non-observed values. Although this method can

(max, ⨯)-convolution

Kernel

Hard mask

Soft mask

Figure 3. Creating a soft mask from a hard mask using softbleed.
Softbleed performs a (max,×)-convolution over the Gaussian ker-
nel and the hard mask.

guide diffusion results to the observed values, it performs
poorly in practice because only the values at the observation
locations are forced to the given values while other values
remain unchanged as in the unconditional scenario. This
likely relates to the encoding-process-decoding architecture
commonly used in diffusion models: the encoding and de-
coding layers employ pooling to downscale and upscale in
spatial dimensions. While it helps to condense information
and reduce calculations, it also smears out local details. As
a result, the added conditioning information is often lost
during this process.

We tackle this issue using a “soft mixing” instead of a hard
one. In the soft mixing, we replace the hard mask mh with
a soft mask ms by applying softbleeding to mh (Figure 3)
with standard deviation σG (for the Gaussian kernel), and
diameter d. The softbleed process mimics the Gaussian
blurring but replaces the convolution with the (max,×)-
convolution to ensure the 1-valued points in the hard mask
remain the same in the soft mask. The support region of ms

(where its values are larger than 0) is larger than the support
region of the observed values. As the atmospheric vari-
ables are relatively continuous over space, we interpolate
the observed values to fill the support region of ms. There
is abundant flexibility in choosing interpolation algorithms.
We use the universal kriging interpolation algorithm pro-
vided in the PYINTERP package. In summary, the inference
iteration becomes:

ms = Softbleed(mh, σG, d)

x∗′ = Interpolate(mh ⊙ x∗, d)

xj−1
known ∼ N (

√
ᾱj−1x∗′, (1− ᾱj−1)I)

xj−1
unknown ∼ N (µθ(x

j , j),
1− ᾱj−1

1− ᾱj
βtI)

xj−1 = ms ⊙ xj−1
known + (1−ms)⊙ xj−1

unknown.

(3)

In addition, we also applied the resampling technique
from (Lugmayr et al., 2022) to further reduce the incon-
sistency between the known part and unknown part. For
each denoising iteration, the resampling technique repeats
the iteration U times by adding noise to xj−1 to create xj

following (1) and repeating the denoising step (3). The over-
all algorithm of applying the denoising diffusion model for
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data assimilation is presented in Algorithm 1.

Algorithm 1 Data assimilation (inference)
Input: predicted state x̂, hard mask of observations mh,

observation values at grid points mh ⊙ x∗ (created from
observation vector y, and observation operator A), co-
variance schedule βj , j = 1, · · · , N , Gaussian kernel
standard deviation σG, Gaussian kernel diameter d, scal-
ing factor s for de-normalization

Output: x ∼ p(x|x̂,y)
ms = Softbleed(mh, σG, d)
x∗′ = Interpolate(mh ⊙ x∗, d)
xN ∼ N (0, I)
for j in N, · · · , 1 do

CONDITIONING FOR PREDICTED STATE
ᾱj =

∏j
s=1 (1− βs)

x̄j−1
unknown = 1√

1−βj

(
xj − βj√

1−ᾱj
ϵθ(x

j , x̂, j)

)
xj−1

unknown ∼ N (x̄j−1
unknown,

1−ᾱj−1

1−ᾱj
βjI)

CONDITIONING FOR SPARSE OBSERVATIONS
xj−1

known ∼ N (
√
ᾱj−1x∗′, (1− ᾱj−1)I)

xj−1 = ms ⊙ xj−1
known + (1−ms)⊙ xj−1

unknown
end for
x = x̂+ s⊙ x0 (apply skip connection)

2.5. Selection of Diffusion Model Structure

Our method provides a lot of flexibility in the selection of
the neural network structure for ϵθ(x

j
i , x̂i, j) : Rn × Rn ×

N+ → Rn as any neural network that matches the function
signature will work. However, n can be tens of millions
in practice, rendering many neural network architectures
infeasible due to resource constraints. A neural network
must utilize the spatial information in the state vector x to
learn efficiently.

Instead of creating a new architecture, we adapt a proven
ML weather forecasting model architecture. Such models
have a similar signature Rc·n → Rn, c ∈ N+ as the dif-
fusion model. Due to this similarity, neural networks that
perform well in forecasting should also do well in the data
assimilation tasks, and it is likely to take fewer training steps
using pretrained weights of the forecast model when train-
ing the diffusion model. Moreover, we can easily update the
backbone of the diffusion model with the state-of-the-art
weather forecasting model.

3. Experiments
3.1. Implementation

We demonstrate our method in a real-world scenario con-
taining 6 pressure-level variables (temperature, geopoten-
tial, u-wind, v-wind, vertical velocity, specific humidity)

and 4 surface variables (2m temperature, 10m u-wind, 10
v-wind, mean sea level pressure), with a horizontal resolu-
tion of 0.25◦ and 13 vertical levels (50hPa, 100hPa, 150hPa,
200hPa, 250hPa, 300hPa, 400hPa, 500hPa, 600hPa, 700hPa,
850hPa, 925hPahPa, 1000hPa). This matches the resolution
of the WeatherBench2 dataset (Rasp et al., 2023) used by
state-of-the-art ML weather forecasting models. We use the
GNN-based GraphCast model as the backbone of the diffu-
sion model because the pretrained model takes in states at
two consecutive time steps xi−1,xi to predict xi+1. It takes
much less effort than other forecast models to re-purpose
it to ϵθ(x

j
i , x̂i, j) given that there is one-to-one matching

between (xi−1,xi,xi+1) and (x̂i,x
j
i .x

j−1
i ). As is deter-

mined by the pre-trained GraphCast model, the input size n
is set to (6× 13 + 4)× 721× 1440.

The diffusion model is implemented with the JAX li-
brary (Bradbury et al., 2018), DIFFUSERS library (von Platen
et al., 2023), and the official implementation of GraphCast.
We use the AdamW optimizer (Loshchilov and Hutter, 2018)
with a warm-up cosine annealing learning rate schedule that
starts from 10−5, peaks at 10−4 after 1/6 of total training
steps, and ends at 3× 10−6. We perform data-parallel train-
ing on 48 NVIDIA A100 GPUs with a (global) batch size
of 48 for 20 epochs. Gradient checkpoints are added in the
GraphCast model to reduce the GPU memory footprint. The
training takes approximately 2 days. All the inference is
performed on a single node with one A100 GPU, which
produces an assimilated state in around 15 minutes.

3.2. Training Data

We use the WeatherBench2 dataset as the first part of the
training data. The dataset contains values for our target at-
mospheric variables from 1979 to 2016 with a time interval
of 6 hours extracted from the ERA5 reanalysis dataset. The
training process uses data from 1979 to 2015. Validation
uses data in 2016 and testing uses data in 2022. The second
part of the training data is generated by running 48-hour
GraphCast predictions (with 8 time steps) using the data
from ERA5 as initial conditions. Then, the two parts are
paired up according to their physical time. Before feeding it
to the model, the input data is normalized using the vertical-
level-wise means and standard deviations provided by the
pre-trained GraphCast model. The output of the model is
de-normalized using the same means and standard devia-
tions. Since the predicted state x̂ is close to the ground truth
x∗, we add a skip connection from x̂ to the de-normalized
model output. For the autoregressive data assimilation ex-
periment, we train an additional data assimilation model
dedicated for 6-hour forecasts.
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3.3. Treatment of Conditioning for Sparse Observations

Acknowledging the multidimensional nature of the state vec-
tor and that most meteorological observations are co-located
horizontally (longitude and latitude), we opt for a simplified
setting in the conditioning of sparse observations. In this
scenario, the observational data is m sampled columns of
the ground truth state vector with 6× 13 + 4 values in each
column: y ∈ R(6×13+4)×m. We set Gaussian kernel stan-
dard deviation σG to 2.5 according to the ablation study and
kernel diameter d to 4σG + 1 (using number of grid cells as
the unit). As kernels are applied to observations at different
latitudes, σG is scaled with cosine of latitude according to
the sphere geometry. The mask is simplified to a 2D mask
ms ∈ R721×1440 which is broadcast to other dimensions
when doing point-wise multiplication with the state vector
in Equation (3). Interpolation is also applied independently
over 2D horizontal slices for each variable and level. We
use the universal kriging interpolation method provided by
the PYINTERP package to properly interpolate unstructured
data points on the sphere. The data points are subtracted by
climatology values from WeatherBench2 to conform to the
prerequisites of kriging interpolation.

3.4. Experiment Settings and Results

ERA5

Assimilated Data

48h Forecast on ERA5

6h Forecast on Assimilated Data

-48h

Observation Data

48h Forecast on Assimilated Data

0h 48h

Single step data assimilation

6h 12h 18h

Autoregressive 
data assimilation

48h Forecast on 
assimilated data

Da
ta

Time

Experiment 1

Experiment 2

Experiment 3

Figure 4. Overview of the experiment settings. Single-step data
assimilation takes in observations and a 48h forecast, and outputs
assimilated data at 0h. Autoregressive data assimilation combines
a data assimilation model and a 6h prediction model to produce
assimilated data every 6h autoregressively. It is also of interest to
perform 48h forecasts on single-step assimilated data. Hexagons
represent atmosphere states, black arrows represent data assimila-
tion, brown solid arrows represent 6-hour prediction, brown dashed
arrows represent 48-hour prediction, hexagons with dashed edges
and sparse points represent sparse observations, and wide arrows
point out targets and references to compare in each experiment.

We demonstrate the effectiveness of our method by perform-
ing real-world inspired experiments of increasing sophisti-
cation (Figure 4). First, in the single step experiment, we
perform data assimilation on 48-hour forecast and observa-
tion data, then directly compare the assimilated data with
the ground truth. Second, we evaluate our method with

autoregressive data assimilation, where a 6h prediction and
data assimilation cycle is run repeatedly. We design this
experiment to test whether the assimilated data will deviate
from the ground truth data after several autoregressive iter-
ations, which is crucial in real-world applications. Lastly,
we designed an experiment to compare the 48-hour forecast
based on assimilated data and ERA5 data and evaluate the
effect of the data assimilation method on the forecast skill.
For single-step data assimilation and forecast on single-step
data assimilation, we run 16 parallel experiments with in-
puts from different time steps and different random seeds.
For each experiment, we calculate the assimilation errors
against the ERA5 dataset in root mean square errors (RM-
SEs) and then present the averaged RMSEs in the results.
For the autoregressive data assimilation, we run each exper-
iment once due to the limitations of computation resources.
In all the experiments, observations are simulated by taking
random columns from the ERA5 dataset considered as the
ground truth. We vary the number of observed columns m
in the experiments to test the convergence property of our
data assimilation method.

1000 2000 4000 8000 10000 20000 40000 6 12 18 24 48

Geopotential at 500hPa

Temperature at 850hPa

Temperature at 2m

90.072 79.121 65.917 43.784 37.229 25.634 19.454 24.006 32.917 37.897 48.467 93.158

1.103 1.029 0.924 0.751 0.698 0.554 0.434 0.404 0.618 0.671 0.763 0.998

1.491 1.397 1.212 0.981 0.929 0.729 0.581 0.760 0.916 0.895 1.062 1.266

Number of observed columns Lead time

Assimilated Data based on 48h Forecast GraphCast Forecast on ERA5

0.4 0.6 0.8 1.0
Relative RMSE (w.r.t. 48h GraphCast forecast RMSE, lower is better)

Figure 5. Root mean square errors (RMSEs, shown by the numbers
in the cell) of geopotential at 500hPa, temperature at 850hPa, and
temperature at 2m from the single-step assimilated data, and from
6-hour to 48-hour GraphCast forecasts. The errors are calculated
against the ERA5 data. The cells are color-coded with the RMSEs
relative to the 48-hour forecast errors.

Single-step Data Assimilation In this experiment, we
perform data assimilation from a 48-hour prediction using
GraphCast and columns of observations ranging from 1,000
to 40,000, then calculate the RMSE errors between the
assimilated data and the ERA5 data. Finally, we compare
the errors against GraphCast forecast errors with 6-hour to
48-hour lead times.

The result is presented in Figure 5 where we pick three rep-
resentative variables closely related to forecast skills (Ashk-
boos et al., 2022; Rasp et al., 2020) including geopotential
at 500hPa (z500), temperature at 850hPa (t850), and temper-
ature at 2m (t2m) as the target variables. More results can
be found in subsection A.2. Generally, assimilation errors
decrease as number of observed columns increases. With
4,000 observed columns (< 0.4% total data), the assimi-
lated data achieves lower RMSEs than the input 48-hour
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forecast for all three variables. The errors further decrease
as the number of observed columns increases. On the other
side of the spectra, with 40,000 observed columns (< 3.9%
total columns), the RMSEs of z500 and t2m are lower than
the 6-hour forecast error.

As a case study, we present the assimilated t850 with 8000
observed columns in Figure 6. The assimilated data have
lower errors than the two inputs of data assimilation (48h
forecast and interpolated observations). It is also better than
simply mixing forecast with interpolated observations. In
addition, the assimilated data introduce fine grained details
which helps in recreating high-frequency spectral compo-
nent lost during autoregressive forecast.

48h GraphCast forecast @ 2022-01-03 06h, temperature @ 850 hPa Error w.r.t. ERA5

Assimilated data based on 48h GraphCast forecast and 8000 observed columns Error w.r.t. ERA5

Interpolated data from 8000 observed columns Error w.r.t. ERA5

Interpolated data mixed with 48h forecast using softmask Error w.r.t. ERA5
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Figure 6. Plots of assimilated temperature at 850hPa and errors
against ERA5 compared with 48h GraphCast forecast, interpolated
observations, and mixture of 48h forecast and interpolated obser-
vation according to the soft mask. The assimilated data is better
in accuracy than both inputs. It also introduces more fine grained
details than 48h forecast.

Autoregressive Data Assimilation In an operational sys-
tem, data assimilation is performed in an autoregressive
way: assimilated data from previous time steps are used
for producing forecast at the next time step, which is in
turn used for assimilating data at that time step. Following
this setting, we perform an autoregressive data assimilation
cycle: it starts from a 48-hour forecast at 0 hour, performs
data assimilation at 0 hour, then performs a 6-hour forecast
at 6 hour, and repeats the data assimilation – 6-hour forecast
cycle autoregressively. We train two separate diffusion mod-
els for this task, one dedicated to 48-hour forecast inputs

and the other dedicated to 6-hour forecast inputs. In the
data assimilation cycle, two strategies of sampling the sim-
ulated observation columns are used. One is to sample the
columns at the same locations (Figure 7). The other resam-
ples data at different locations in each iteration (Figure 8).
The strategies help estimate the performance in real-world
cases since the reality is the mix of the two strategies where
some observations are measured at the same locations, such
as weather stations and geostationary satellites, while loca-
tions of other observations change with time. We evaluate
the autoregressive data assimilation result similar to the
previous experiment. We compare the assimilation errors
against errors of interpolated observations which gives a
baseline for assimilated data.

We observe distinct patterns for fixed and non-fixed sam-
pling strategies in the results. With fixed sampling (Fig-
ure 7), the errors accumulates as the autoregressive data as-
similation proceeds especially for fewer observations cases.
The assimilation errors of z500 stabilize after several itera-
tions and remain lower than the interpolation error. Mean-
while, assimilated t850 and t2m start from low errors and
their errors grow gradually until exceeding the interpola-
tion errors. In particular, our model struggles to assimilate
t2m, where assimilated t2m deteriorate quickly and reach
to higher error levels than interpolated observations. In
contrast, the non-fixed sampling strategy shows a slower
error accumulation rate than fixed sampling (Figure 8). The
assimilation errors of z500 and t850 remain lower than
interpolation errors of observations throughout the autore-
gressive assimilation process. However, it is not the case
for t2m where assimilation errors exceed interpolation er-
rors after a few iterations. This is likely due to the lack
of four dimensional assimilation which can improve accu-
racy and stabilize the temporal roll out. We are working on
four dimensional assimilation extension to our method and
eventually target for assimilating real-world observations.

Forecast on Single-step Assimilated Data Since assimi-
lated data are often used as the input of weather forecasts, it
is important to test the forecast errors using our assimilated
data. In this experiment, we perform data assimilation at 0
hour, perform a 48-hour prediction using GraphCast, and
then compare the resulting errors against the forecast errors
with varying lead times using ERA5 as inputs.

As the scoreboard plot in Figure 9 shows, results from this
experiment reveal that the 48-hour forecast errors using
assimilated data inputs gradually converge to the 48-hour
forecast errors using ERA5 inputs. More results can be
found in subsection A.3. The errors using assimilated data
cannot be lower than using ERA5 inputs because the ERA5
data are used to simulate observations in the experiment.
However, this setup allows us to compare the forecast errors
against ones with longer lead times to determine the extent
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Figure 7. Root mean square errors (RMSEs) of geopotential at
500hPa, temperature at 850hPa and temperature at 2m from au-
toregressively assimilated data (solid lines) and interpolated ob-
servations (dashed lines). The observations are made at the same
locations in each assimilation step.
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Figure 8. Root mean square errors (RMSEs) of geopotential at
500hPa, temperature at 850hPa and temperature at 2m from au-
toregressively assimilated data (solid lines) and interpolated ob-
servations (dashed lines). The observations are made at different
locations in each assimilation step.

of lead time lost due to the use of assimilated data as forecast
inputs. With 10,000 observed columns, the errors for z500,
t850, and t2m are lower than the 72-hour forecast errors.
This implies that the lead time lost is less than 24 hours for
these variables. With 40,000 observed columns, the errors
are lower than the 60-hour forecast errors.
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Temperature at 850hPa

Temperature at 2m

209.234 199.652 187.144 166.411 145.782 119.322 111.934 93.158 126.958 157.435 187.643 233.972

1.471 1.380 1.343 1.223 1.191 1.096 1.063 0.998 1.122 1.201 1.308 1.484

1.599 1.492 1.456 1.398 1.386 1.324 1.299 1.266 1.457 1.488 1.609 1.617
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Relative RMSE (w.r.t. 96h GraphCast forecast RMSE, lower is better)

Figure 9. Root mean square errors (RMSEs, shown by the numbers
in the cell) of geopotential at 500hPa, temperature at 850hPa, and
temperature at 2m from the 48-hour forecast using assimilated
data as inputs, and from forecasts with lead times from 48-hour to
96-hour using ERA5 as inputs. The errors are calculated against
the ERA5 data. The cells are color-coded with the RMSEs relative
to the 96-hour forecast errors.

4. Ablation Study
We perform an ablation study on the Gaussian kernel stan-
dard deviation σG to evaluate the effectiveness of the soft
mask technique for incorporating sparse observations. A
larger σG corresponds to a larger effective range of the obser-
vation values. The soft mask degenerates into a hard mask
when σG = 0. We replicate the experiment settings from
‘single-step data assimilation’ and ‘forecast on single-step
data assimilation’, varying σG from 0.5 to 3.0.

The ablation results for ‘forecast on single-step data as-
similation’ are shown in Table 1. Results for ‘single-step
data assimilation’ can be found in Appendix Table 2. We
observe an increase in accuracy when σG grows from 0.5,
demonstrating the advantage of the soft mask technique.
The advantage likely comes from the growing region of
the masked areas whereas the small masked areas in the
hard mask can be smeared out by down-sampling layers in
the diffusion model. The errors saturate and increase again
for σG between 2.0 and 3.0 depending on the variable. In
particular, t2m favors larger σG than z500 and t850. Note
that including too many interpolated values will also include
their errors. In our main experiments, we chose σG = 2.5.

5. Related Works
Fengwu-4DVar (Xiao et al., 2024) achieves 4-dimensional
data assimilation with 1.4◦ resolution using the traditional
4D variational method. It utilizes the differentiable ML
weather forecasting model Fengwu. Score-based data assim-
ilation (Rozet and Louppe, 2023a) utilizes a diffusion model
for data assimilation. It uses an additional loss function
to enforce the observation values. It has been applied to
assimilate 2D geospheric flows (Rozet and Louppe, 2023b).

MetNet3 (Andrychowicz et al., 2023) can make regional
weather forecasts from gridded weather data and sparse ob-
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Table 1. Root mean square errors (RMSEs) of geopotential at
500hPa, temperature at 850hPa, and temperature at 2m from the
48-hour forecast using assimilated data as inputs varying σG and
number of emulated observed columns.

σG

#Col 0.5 1.0 1.5 2.0 2.5 3.0

z5
00

1000 224 216 209 200 209 212
2000 214 207 191 189 200 200
4000 211 194 177 180 187 181
8000 189 173 162 157 166 151
10000 180 164 148 147 146 142
20000 166 143 132 120 119 130
40000 139 120 115 111 112 105

t8
50

1000 1.53 1.49 1.46 1.42 1.47 1.46
2000 1.47 1.44 1.40 1.38 1.38 1.43
4000 1.47 1.39 1.32 1.31 1.34 1.32
8000 1.37 1.27 1.22 1.21 1.22 1.21
10000 1.33 1.26 1.18 1.16 1.19 1.18
20000 1.26 1.14 1.11 1.09 1.10 1.12
40000 1.14 1.07 1.07 1.06 1.06 1.04

t2
m

1000 1.67 1.64 1.61 1.56 1.60 1.55
2000 1.63 1.59 1.55 1.56 1.49 1.55
4000 1.63 1.54 1.48 1.49 1.46 1.47
8000 1.54 1.46 1.42 1.41 1.40 1.41
10000 1.50 1.43 1.42 1.37 1.39 1.40
20000 1.43 1.36 1.35 1.33 1.32 1.33
40000 1.36 1.31 1.31 1.30 1.30 1.29

servations. It combines data assimilation with prediction
into one end-to-end process which requires training with
sparse observation data. MetNet3 is susceptible to the gener-
alization problem when training with observation data, thus
it is hard to scale to a global high resolution scenario. Gen-
Cast (Price et al., 2023) is a diffusion model dedicated to
probabilistic global weather forecast. It contains GraphCast-
like encoder and decoder, and a transformer based processor.
SEEDS (Li et al., 2023) is a diffusion model for genera-
tive emulation of weather forecast ensembles. It is capable
of post-processing weather forecasts into ensembles which
better represent the underlying probabilistic distribution of
future weather states.

6. Limitations and Future Works
Currently, our method can consume point measurements at
a single time step as observations (subsection 2.1). This cov-
ers weather station measurements, upper-air balloon mea-
surements, aircraft measurements, and satellite retrievals
but does not include satellite imagery and radar soundings
which can be represented as functions of the atmospheric
states. We are planning to support broader types of obser-
vations and multiple time steps using loss-function-based
conditioning at the inference period (Chung et al., 2022;
Rozet and Louppe, 2023a). In addition, we are going to
explore adding conditioning of the satellite imagery directly
into the diffusion model similar to the conditioning of the

predicted state (subsection 2.3). This requires much more
training effort but provides more flexibility as the observa-
tion function is learned implicitly. With more input obser-
vations, we expect to have more accurate and stable results
when performing autoregressive data assimilation.

On the other hand, our method lacks quality control of the
input observation data. It takes the input observations as
ground truth values and enforces assimilated data to be
consistent with the observations. Therefore, we have to
resort to simulated observations from the ERA5 dataset. We
are going to investigate possible quality control techniques
that either pre-process the data separately or be embedded
in the data assimilation process. By addressing the above
points, we will achieve a fully operational data assimilation
model.

7. Conclusion
In summary, we propose an easy-to-use data assimilation
method, DiffDA, capable of assimilating high-resolution
atmospheric variables up to a horizontal resolution of 0.25◦,
setting a new record for ML-based data assimilation mod-
els. Based on the denoising diffusion model, we adapt
the pre-trained GraphCast neural network as the backbone
model motivated by its compatible input and output shapes.
DiffDA’s flexibility also allows for integrating other forecast
models, ensuring easy updates and maintenance. A key
feature of DiffDA is the conditioning on sparse observations
occurs exclusively during inference which avoids “the curse
of dimensionality” of adding sparse observations during
training. An additional benefit of this conditioning approach
is the automatic creation of a post-processing model, should
observations not be supplied at inference time.

The experimental results validated the effectiveness of our
method: the assimilated data converge to the observations
as the number of observed data points increases. With ob-
servations occupying less than 0.96% of total grid points
and 48-hour forecast, the errors of assimilated data are on
par with 24-hour forecast errors. When used as an input
for forecast models, those assimilated data resulted in a
maximum lead time loss of 24 hours compared to using
ERA5 as inputs. This enables running data assimilation and
simulation in an autoregressive cycle. It remains a challenge
to constrain the errors across the autoregressive iterations.

All the data assimilation experiments can run on a single
high-end PC with a GPU within 15 - 30 minutes per data
assimilation step, while a similar task using traditional meth-
ods typically requires large compute clusters. This indicates
a significant reduction in computational costs. It also opens
up the possibility of assimilating more observational data
that is otherwise discarded by traditional methods, produc-
ing assimilated data with a higher accuracy.
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A. Appendices
A.1. Code Availability

The source code is available in this repository
https://github.com/spcl/DiffDA. The repository in-
cludes a modified GraphCast model which has the Apache
License version 2.0.

A.2. Scoreboard plots for single-step data assimilation
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Figure 10. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of surface variables from the single-step assimi-
lated data, and from 6-hour to 48-hour GraphCast forecasts. The
errors are calculated against the ERA5 data. The cells are color-
coded with the RMSEs relative to the 48-hour forecast errors.
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Figure 11. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of geopotential from the single-step assimilated
data, and from 6-hour to 48-hour GraphCast forecasts. The errors
are calculated against the ERA5 data. The cells are color-coded
with the RMSEs relative to the 48-hour forecast errors.
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Figure 12. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of temperature from the single-step assimilated
data, and from 6-hour to 48-hour GraphCast forecasts. The errors
are calculated against the ERA5 data. The cells are color-coded
with the RMSEs relative to the 48-hour forecast errors.
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Figure 13. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of specific humidity from the single-step assimi-
lated data, and from 6-hour to 48-hour GraphCast forecasts. The
errors are calculated against the ERA5 data. The cells are color-
coded with the RMSEs relative to the 48-hour forecast errors.
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Figure 14. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of horizontal wind speed (U) from the single-step
assimilated data, and from 6-hour to 48-hour GraphCast forecasts.
The errors are calculated against the ERA5 data. The cells are
color-coded with the RMSEs relative to the 48-hour forecast errors.
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Figure 15. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of horizontal wind speed (V) from the single-step
assimilated data, and from 6-hour to 48-hour GraphCast forecasts.
The errors are calculated against the ERA5 data. The cells are
color-coded with the RMSEs relative to the 48-hour forecast errors.
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Figure 16. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of vertical wind speed from the single-step assimi-
lated data, and from 6-hour to 48-hour GraphCast forecasts. The
errors are calculated against the ERA5 data. The cells are color-
coded with the RMSEs relative to the 48-hour forecast errors.
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A.3. Scoreboard plots for forecast on single-step
assimilated data
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Figure 17. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of surface variables from the 48-hour forecast
using assimilated data as inputs, and from forecasts with lead
times from 48-hour to 96-hour using ERA5 as inputs. The errors
are calculated against the ERA5 data. The cells are color-coded
with the RMSEs relative to the 96-hour forecast errors.
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Figure 18. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of geopotential from the 48-hour forecast using
assimilated data as inputs, and from forecasts with lead times from
48-hour to 96-hour using ERA5 as inputs. The errors are calculated
against the ERA5 data. The cells are color-coded with the RMSEs
relative to the 96-hour forecast errors.
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Figure 19. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of temperature from the 48-hour forecast using
assimilated data as inputs, and from forecasts with lead times from
48-hour to 96-hour using ERA5 as inputs. The errors are calculated
against the ERA5 data. The cells are color-coded with the RMSEs
relative to the 96-hour forecast errors.
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Figure 20. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of specific humidity from the 48-hour forecast
using assimilated data as inputs, and from forecasts with lead times
from 48-hour to 96-hour using ERA5 as inputs. The errors are
calculated against the ERA5 data. The cells are color-coded with
the RMSEs relative to the 96-hour forecast errors.
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Figure 21. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of horizontal wind speed (U) from the 48-hour
forecast using assimilated data as inputs, and from forecasts with
lead times from 48-hour to 96-hour using ERA5 as inputs. The
errors are calculated against the ERA5 data. The cells are color-
coded with the RMSEs relative to the 96-hour forecast errors.
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Figure 22. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of horizontal wind speed (V) from the 48-hour
forecast using assimilated data as inputs, and from forecasts with
lead times from 48-hour to 96-hour using ERA5 as inputs. The
errors are calculated against the ERA5 data. The cells are color-
coded with the RMSEs relative to the 96-hour forecast errors.
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Figure 23. Root mean square errors (RMSEs, shown by the num-
bers in the cell) of vertical wind speed from the 48-hour forecast
using assimilated data as inputs, and from forecasts with lead times
from 48-hour to 96-hour using ERA5 as inputs. The errors are
calculated against the ERA5 data. The cells are color-coded with
the RMSEs relative to the 96-hour forecast errors.
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A.4. Table for ablation study results

Table 2. Root mean square errors (RMSEs) of geopotential at
500hPa, temperature at 850hPa, and temperature at 2m from the
single-step assimilated data varying σG and number of emulated
observed columns.

σG

#Columns 0.5 1.0 1.5 2.0 2.5 3.0

z5
00

1000 94.6 89.7 86.7 86.3 90.1 92.8
2000 90.7 83.0 78.0 76.3 79.1 81.0
4000 84.5 70.7 63.0 63.5 65.9 62.6
8000 72.8 54.9 47.0 43.0 43.8 43.0
10000 68.5 50.6 41.7 38.3 37.2 36.9
20000 52.2 35.0 28.8 27.1 25.6 26.7
40000 36.9 23.9 20.7 19.6 19.5 18.7

t8
50

1000 1.14 1.12 1.11 1.09 1.10 1.09
2000 1.13 1.09 1.06 1.04 1.03 1.02
4000 1.10 1.04 0.98 0.94 0.92 0.90
8000 1.03 0.93 0.84 0.78 0.75 0.73
10000 1.01 0.88 0.79 0.73 0.70 0.69
20000 0.89 0.72 0.61 0.56 0.55 0.56
40000 0.73 0.53 0.46 0.43 0.43 0.44

t2
m

1000 1.58 1.57 1.53 1.51 1.49 1.47
2000 1.55 1.51 1.48 1.42 1.40 1.35
4000 1.52 1.43 1.35 1.28 1.21 1.19
8000 1.44 1.31 1.18 1.07 0.98 0.95
10000 1.40 1.26 1.11 0.98 0.93 0.89
20000 1.27 1.04 0.85 0.76 0.73 0.74
40000 1.08 0.77 0.62 0.60 0.58 0.59
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