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Abstract

The evolving nature of information needs
across diverse domains like emergency situ-
ations (disease outbreak, earthquake) necessi-
tates a flexible information extraction (IE) sys-
tem. Despite this, existing IE systems are either
fully supervised, requiring expensive human
annotations, or fully unsupervised, extracting
information that often do not cater to user’s
needs. To address these issues, we formally
introduce the task of “IE on-the-fly”, and solve
it using our proposed PERSONA-ADAPTIVE
IE framework that leverages human-in-the-
loop refinement to adapt to changing user
queries. Through human experiments on
three diverse datasets, we demonstrate that
PERSONA-ADAPTIVE IE is a domain-agnostic,
responsive, efficient framework for helping
users access useful information while quickly
reorganizing information in response to evolv-
ing information needs.

1 Information Needs are Ever-Growing
...How Can we Efficiently Extract
Information On-The-Fly?

The primary objective of IE is to derive structured
insights from unstructured documents, guided by
a predefined schema specifying the targeted rela-
tionships to be extracted. Existing IE tools help the
analysts understand certain patterns or behaviors
in the world (Li et al., 2022; Moéra et al., 2009).
However, in a fast-moving real-world situation, IE
requirements are prone to shift over time and vary
significantly from individual to individual, making
it impractical to anticipate the specific nature of
information needs in advance. Figure 1 shows the
contrasting needs of two distinct users engaging
with the same initial corpus on an earthquake event.
User A, primarily concerned with immediate safety
measures post-earthquake wants to identify safe
areas away from damaged buildings. So he would
filter through broad information clusters to focus
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Figure 1: Illustrates that traditional IE (Yu et al.,

2022) offers general set of information categories which
might not satisfy people with varying interests; whereas
PERSONA-ADAPTIVE IE can customize informa-
tion through guidance of user needs.

on actionable steps like accessing safe locations,
de-emphasizing aspects like casualties or damage.
Conversely, a journalist (User B) approaches same
dataset with a different objective: to extract infor-
mation on impact, including damage and casualties,
tailoring to suit reporting needs. In such cases, a
minimally supervised system should be ideal with
a) improved extraction accuracy over unsupervised
approaches (6.2), b) rapidly adapting to user feed-
back and meets time-sensitive demands (6.3), c)
ease of information access (6.3) and d) system’s
adaptability across domains.

Limitations of Existing IE Systems: Prior unsu-
pervised approaches are probabilistic from model-
ing patterns in clauses (Chambers, 2013; Cheung
et al., 2013; Bamman and Smith, 2014; Ferraro and
Van Durme, 2016), some other methods rely on
template-driven QA methods to represent events in
the documents (Li et al., 2022; Moéra et al., 2009).
Still, template matching accuracy is low for these
methods and they rely on pre-defined templates
of questions to be generated from documents. Be-
sides, recent unsupervised IE (Aharoni and Gold-
berg, 2020; Yu et al., 2022) systems can not distin-



guish between these nuanced needs without explicit
guidance. Also, supervised IE systems which rely
on human annotations of templates (Chinchor and
Marsh, 1998; Pavlick et al., 2016) are impractical
for deployment in such real-world scenarios. While
numerous Large Language Models (LLM) leverage
zero-shot or few-shot methods for IE (Yuan et al.,
2023; Wei et al., 2023; Han et al., 2023), applying
these methods on a full document corpus in emer-
gencies, where time and cost efficiency are vital, is
practically not suitable for deployment.

Contributions: To address this gap, we make
four-fold contributions: [1] We introduce the task
of IE on-the-fly from corpus that emphasizes on
extracting personalized information (Section 2).
[2] Since information needs are well-represented
through asking questions (Du and Cardie, 2020;
Du et al., 2022; Li et al., 2020a), we introduce
a QA-guided unsupervised IE that detects events
within the corpus and generating potential ques-
tions about the semantic roles associated with that
event to meet the majority of informational needs
(Section 3) [3] We propose a human-in-the-loop
IE module (PERSONA-ADAPTIVE IE) where
users are presented with the unsupervised clusters
of information, allowing for iterative adjustments
(split or merge clusters, or edit/remove unnecessary
questions) to meet their current informational needs
(Section 4). In Figure 1, user A first merges two
broad clusters, splits those into three smaller clus-
ters (Immediate ToDo, Domestic Safety, Miscella-
neous), and rearranges questions to maintain logi-
cal consistency. Our system automatically learns
the patterns of his information needs, and reclus-
ters other information catering to his needs. On
the other hand, user B, provides guidance on mak-
ing specific clusters on causalities, evacuation pro-
tocols, damage and impact. [4] We conduct hu-
man experiments using three datasets and show
that PERSONA-ADAPTIVE IE significantly in-
creased F1 of extracted information over unsuper-
vised approaches in 30 minutes, making it an adapt-
able, persona-aware, domain-agnostic solution to
meet informational requirements on-the-fly.

2 Task Motivation and Formalization of
‘Information Extraction On-the-Fly’

An IE system typically involves defining templates
and a set of slot types. Each slot type pertains to
a specific semantic role. In Figure 11, the objec-
tive is to gather comprehensive information related

to the event ‘fought.” Questions crafted to define
the specific informational needs, like ‘What battles
did the Hussites engage in?’, “When did the battle
take place?’, or “Who were the combatants in the
battle?” should be posed to obtain the necessary
details. Grouping these questions into clusters aids
in structuring them according to their distinct infor-
mational needs. Answers to these questions fill up
the values for each slot type.

Task Formalization: Let C denote a corpus from
which information needs to be extracted. At any
given point in time ¢, a user’s informational need
is represented by N;. The task of ‘on-the-fly IE’,
I FE}yy, is defined as a function that maps a user’s
current informational need to a set of thematic in-
formation 7; extracted from C: I Ey: Ny xC — T,
where 7; represents a set of clusters extracted from
C that satisfy user’s informational need N; at time
t. This allows for dynamic extraction of clusters
from the same corpus C in response to evolving
informational needs. Specifically, if a user has a
different informational need at time ¢5 than at time
t1, the function can retrieve a different set of clus-
ters, T,, corresponding to Ny, and Ny, such as
IEﬂY(MUC) =Tu, IEﬂY(-N;fwc) =T,
Hence, T;, # Ty, if Ny, # Ni,, demonstrating the
system’s flexibility in adapting to user’s changing
needs over time in a cost-effective manner. This
also holds true when IE needs vary from user to
user, we denote information needs of User 1 (u1)
and user 2 (ug) as N,,, and N, respectively.

3 QA-guided Unsupervised IE

For capturing IE needs that change over time, we
define a way to quickly bootstrap template schemas
with zero to minimal supervision (motivation in 2).
Our pipeline for unsupervisedIE begins with pro-
cessing a corpus (C) with information need as n
queries, @ = {q1,92,.--,qn}. This multi-step
setup generates schema, .S, for organizing related
information (Output: Step 1 of Figure 2).

Event Trigger Identification: For extracting all
possible information, we extract all trigger words
(verbs describe the occurrence of events) corre-
sponding to an event. We prompt L LM, to extract
the most important events or entities (triggers T’
=t1, ...ty) from each document in the corpus (B).
We also use non-LLM approaches to extract verbs
causing an event. For each ¢;, we generate question-
answer pairs to extract maximum information.



Question-Answer Pair Generation: Given a
document d and set of triggers T' =1, ...t,,, we gen-
erate “WH”-type questions by prompting L LM,
such that they contain one of the triggers ¢; whose
answer is a continuous span in d. Our questions
answer about Who, Whom, What, When, Where,
Why, How of an event (Prompt B).

Clustering with Explanations: By grouping
similar questions and their corresponding answers,
users can more efficiently retrieve relevant infor-
mation and that helps in understanding the under-
lying patterns or commonalities among questions,
leading to more accurate and relevant answer iden-
tification. Therefore, the refined question-answer
pairs are then clustered into K -groups. We initially
create clusters of questions, and then take questions
corresponding to centroid of each cluster to prompt
LLMg¢yster to generate explanation of why these
questions are clustered together (See B).

4 PERSONA-ADAPTIVE IE Methodology

Why is Human Feedback Important? Auto-
matic clustering of questions as presented in sec-
tion 3 encounters some challenges: Firstly, the clus-
ters may contain questions that are repetitive. Sec-
ondly, semantic cohesion within a cluster can be
weak, leading to inclusion of potentially irrelevant
details. Figure 2 shows that the user with the goal
of accessing information about immediate actions
after the earthquake looks at the initial clusters (Ta-
ble 4) “ General Info ” and *“ Safety Tips ”, wishes
to merge into a single, more coherent cluster named
“ Preparation and Safety ” (Tablel). This extracts
information tailored to his needs and iteratively
modifies to the final output Tablel.

Goal Specification and Relevance Scoring: Af-
ter looking at the output of Step 1 in Figure 2,
the user specifies goal (Step 2) of their broad
information need. Documents are ranked based
on the cosine similarity based on the semantic
(BERT(Devlin et al., 2019)) embeddings of goal
and documents and corresponding documents with
clusters are shown in front of them after Step 2.

Iterative Clustering: In Step 3, the user provides
feedback on document-specific or broader clusters
to rearrange information according to their needs.
Let Q@ = {q1,92,--.,qn} be the set of questions
to be clustered, C(V) = {Cft), Cét), ol C,gt)} as
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Figure 2: Illustrates a step-by-step process for adapting
IE to user needs. Step 1 involves generating initial clus-
ters from the data. In Step 2, users define their goals
and review relevant clusters. Step 3 sees users refining
these clusters based on their requirements. PERSONA -
ADAPTABLE IE is designed to evolve based on user
feedback, ensuring that extracted information is increas-
ingly aligned with user-defined preferences.

contains questions grouped by their semantic roles,
f:QxV xS — CW as the clustering function
that maps each question ¢; to one of the clusters
in C® F® be the feedback at iteration ¢ on clus-
ters, u : (C®, F®) - U+ a5 update func-
tion that applies feedback F'(!) to current set of
clusters C') to generate clusters for next iteration
C(t+1) At each iteration ¢, initial set of clusters
C® are presented to user The user reviews clusters
and provides feedback F'(*) based on his goal. Let
C ={C1,Cy,...,Cy} be aset of clusters and Q)
be the questions, where each cluster C; contains
questions ); C . Following are types of user
feedback (F(t)) obtained:

A. Merge Clusters: The user feels that safety in-
formation and general guidelines are closely related
and would benefit from being in the same cluster,
so he merges “ General Info ” and ““ Safety Tips

’

into a new cluster called ““ Preparation and Safety .’
To merge clusters C; and C; into a new cluster Cy:
Cr.=C;U Cj, C = C\ {CZ, C]} U {Ck}

B. Rearrange Questions: Questions which do
not fall into correct bin (user goal) “How to vol-
unteer for rescue operations?” are moved to
“ Aid and Support ”. For a question ¢ moving from

cluster C; to Cj: Cf = C; \ {q}, C} = C; U {q}

C. Split Clusters: The user wants to dif-
ferentiate between immediate aid options and
longer-term support services for affected indi-
viduals, So he splits ““ Aid and Support ” into

“ Humanitarian Aid ” (covering blood donation,



and financial aid) and * Support Services ” (cov-
ering psychological support, repair) To split cluster
C; into two new clusters C; and Cy: C! = @,
C; = {q | q € C;, and ¢ meets criteria for C} },
Cr = {q | ¢ € C;, and q meets criteria for C},
C'=C\{Ci} U{C;, Ci}

D. Move Questions Since volunteering is consid-
ered an immediate aid action, so it fits better with
humanitarian efforts, now the user wants to move
“How to volunteer for rescue operations?” from
“ Preparation and Safety ” to “ Humanitarian Aid .”
To move a question ¢ from cluster C; to C;: C] =

Ci\{¢}.C} = C; U {q)

E. Delete Questions The ill-formed or redundant
questions in the cluster are usually deleted by the
users, for e.g., “How to seek help?” To delete a
question ¢ from cluster C;: C! = C; \ {¢}.

Closing the Loop (Step 4): An update function
u is used with current clusters C'!) to produce
C+1) in next iteration. Clusters are re-arranged
based on following principle:

I. Centroid-based Reclustering—Recluster-
Rename (Rec-Ren) User feedback generates two
types of constraints:

a) Must-have constraints: M C ) x (), indicat-
ing questions that must be in the same cluster.

b) Cannot-have constraints, N C @ x Q,
indicating questions that must not be in same
cluster.

This update function v dynamically adjusts
clusters regarding the semantic structuring of
questions, enabling refined groupings over time.
After reclustering, we use an LLM to generate
the most suitable names for each cluster (using
questions closest to centroid), providing users with
flexibility to make edits after that.

II. Naming-based Reclustering—Rename-
Recluster (Ren-Rec) We use an LLM to generate
the most suitable names for each cluster (using
questions closest to centroid), providing users with
flexibility to make edits after that. Let IV; be the
name of C;, then we compute its embedding e(N;).
For any question ¢; € (), compute its embedding
e(q;). The assignment of ¢; to a cluster C; is based
on the highest cosine similarity between e(g;) and
e(N;): assign(gj) = argmax; cos(e(g;),e(V;))
where cos denotes the cosine similarity. Finally,
the user concludes if the clustering configuration
aligns with his objectives, otherwise, proceed to
next iteration with t = ¢ 4 1.

Clusters Questions Corresponding to each Cluster

(Preparation
and Safety)

‘What to do after an earthquake?, What are the best practices for
earthquake-proofing a home?, What are the emergency kit essen-
tials?, What are the evacution routes for major cities?, How to
protect pets in an earthquake?, What to do if trapped under debris?

(Humanitarian ~ Where to donate blood in an emergency?, Organizations involved
Aid) in earthquake relief?, How to apply for financial aid after an earth-
quake?, How to volunteer for rescue operations?

(Aid and Sup- ‘What are the psychological support services available?, How to find
port) missing people after an earthquake? What are the infrastructure
repair timelines?

(Historical What are the biggest earthquakes in the last decade?, What are
Data) the earthquake prediction methods?, What are some of the seismic
activity monitoring tools?

(Environmental
and Commu-
nity Impact)

How do earthquakes affect wildlife?, What is the impact on local
businesses?, What are the community initiatives for rebuilding?,
‘What are the environmental consequences of earthquakes?, What
are the cultural responses to earthquake disasters?

Table 1: Shows the output of PERSONA-ADAPTIVE
IE on the same 20 instances of the 2014 Chile Earth-
quake portion of CrisisSNLP dataset where clusters per-
tain to user’s informational needs starting from Table 4.

5 Experimental Setup and Evaluation

Datasets: We conduct experiments on three ex-
isting datasets from diverse domains to test the
domain adaptability (generalizability) of our ap-
proach: (1) GENEVA (Parekh et al., 2023) is a
generic-domain Event Extraction dataset compris-
ing of 179 event types and 362 argument roles,
(2) Biomedical Slot Filling (Papanikolaou et al.,
2022) comprises of different relation types betwee
the biomedical entities, out of which we evaluate
on 200 passages containing the most-occuring re-
lations (interacts with, downregulation, upregula-
tion, cause and regulation) between biomedical
entities, (3) CrisisNLP (Imran et al., 2016) is a
classification dataset comprising of crisis-related
tweets between 2013 and 2015, where we experi-
ment with 3000 tweets. We repurpose this dataset
to create a slot filling dataset for emergency do-
main. Using GPT-4, we initially identified precise
information from each tweet, ensuring it matched
predetermined categories. For instance, in “Emer-
gency Aids” category, we focused on extracting
specific details like locations of emergency and
availability of emergency supplies, organizing this
information into slot-value pairs. Manual exami-
nation was conducted to guarantee the accuracy of
the dataset, which involved removing entries that
were not relevant, finally creating a dataset com-
prising 3,000 tweets from Chile Earthquake, Ebola
Outbreak, Typhoon and 6,940 slot-value pairs, all
relevant to emergency situations (Statistics in F).

Baselines for Comparison: We compare Unsu-
pervisedIE (without human feedback) with the



following baselines: 1) BERTQA (Du and Cardie,
2020) (Based on BERT, it enhances label seman-
tics through a QA (Question Answering) objec-
tive. It scales to a broad range of argument roles
by posing questions in the format “What is arg-
name?” for each specific role), 2) TE (Transfer
Entailment): (Lyu et al., 2021) A zero-shot trans-
fer model that leverages a pre-trained entailment
model to autonomously extract events. Similar
to BERTQA, it crafts hypothesis questions like
“What is arg-name?” for every role, facilitating
direct comparison. Moreover, we consider triple-
extraction baselines (<Subject, Relation, Object>
triple (SVO-based methods)) such as 3) OpenlE
(Angeli et al., 2015), 4) PromptORE (Genest et al.,
2022) which extracts some of the trigger words sur-
rounding the context, followed by clustering and
slot mapping. However, our methods do not rely
on heuristics to find trigger words between two or
more entities in the sentences, instead consider the
overall context to ask questions conditioned on the
tagged entities. 5) (Yu et al., 2022): It comprises
of bottomup span extraction method regularized by
unsupervised probabilistic context-free grammar
(PCFQG) structure, followed by clustering. Further-
more, we experiment IE-on-the-fly using zero-shot
and few-shot prompting of GPT-3 (text-davinci-
003), ChatGPT (gpt-3.5-turbo), GPT-4 to extract
information in an unsupervised way. We consider
PERSONA-ADAPTIVE IE with the best-performing
baselines (Prompts in B, experiment details in E).

Evaluation Metrics: For fair comparison among
different methods, we use the recently adopted eval-
uation strategy of Yu et al. (2022) to calculate preci-
sion, recall, and F1 on induced slot types (Example
in C). Besides, we also evaluate models using nor-
malized pointwise mutual information (NMI), a
standard measure of coherence of clusters.

6 Results and Analysis

6.1 UnsupervisedIE Performance Analysis

We compare our UnsupervisedIE approach with dif-
ferent baselines, making different choices of mod-
els for question generation and clustering approach
and also the type of constraints during clustering.
Our observations are as follows:

UnsupervisedIE using QA-driven clustering is
a competitive baseline compared to other un-
supervised approaches. The best configuration
of UnsupervisedIE on Biomedical Dataset scores

Biomed Crisis GENEVA
Fl1 F1 F1
Random 0.09 0.07 0.05
(Angeli et al., 2015) 0.15 0.14 0.11
(Genest et al., 2022) 0.23 0.24 0.13
(Du and Cardie, 2020) 0.13 0.17 0.08
(Lyu et al., 2021) 0.18 0.22 0.13
(Yuetal., 2022) 0.23 0.26 0.13
UnsuplE (Ours) 0.20 0.24 0.15

Table 2: Compares Macro-F1 of unsupervised baselines
on Biomedical Slot Filling (Biomed) dataset, CrisisNLP
(Crisis), and GENEVA. It shows that our QA-Driven
UnsupervisedIE (without human supervision) com-
petes closely with other methods (Yu et al., 2022; Genest
et al., 2022) on datasets across diverse domains, often
outperforming others on GENEVA dataset.

0.20, which is an improvement over the Random
baseline (0.09), and the method cited from (Du and
Cardie, 2020) (0.13). It is, however, slightly lower
than the highest score achieved by the method from
(Yu et al., 2022) (0.23), and equal to (Angeli et al.,
2015) (0.15) and (Genest et al., 2022) (0.23). The
trend is similar for the disaster dataset. However,
UnsuplE achieves the highest score of 0.15, outper-
forming or performing competitive with all other
methods on the GENEVA Dataset (Table 2).

HDBScan Clustering achieves better slot filling
performance. From Figure 10, 3, 4, we observe
the performance of unsupervisedIE for different
ablations at time O when the user starts review-
ing clusters. On Biomedical Dataset, HDBScan
achieves a marginal performance gain over Kmeans
in F1-score, with increase of 5% for both Rec-Ren
and Ren-Rec. In terms of NMI, HDBScan and
Kmeans show comparable performance, but HDB-
Scan edges out (3.4% increase in Rec-Ren) (A)

6.2 PERSONA-ADAPTIVE IE Performance

A total of ten participants were hired using Up-
work to evaluate the effectiveness of our PERSONA-
ADAPTIVE IE in IE on-the-fly through an inter-
active interface (Figure 9) showing clusters and
explanations from the UnsupervisedlE model at
the first iteration. All the participants were not
previously exposed to this task and interface. To
help them become familiar, they were first asked
to read 50 questions, answers and mapped slots
for all datasets (See D). We wanted to evaluate the
effectiveness in terms of improved IE performance
over unsupervised approches, ease of information
access by users, adapatability to various needs and
also runtime comparison compared to other SOTA
approaches ensuring better response time. In the



Measurement

—— Control Group —— F1(HDBScan-Ren-Rec) — F1(K-Means-Ren-Re

F1 (Yu et al. 2022)

F1(HDBScan-Rec-Ren) — F1(K-Means-Rec-Ren)

F1 (PromptORE)

F1-Score

Time (in Minutes)

Measurement
—— Control Group

NMI (PromptORE)

NMI (Yu et al. 2022) —— NMI(HDBScan-Ren-Rec) —— NMI(K-Means-Ren

NMI(HDBScan-Rec-Ren) —— NMI(K-Means-Rec-Ren)

NMI Score

Time (in Minutes)

Figure 3: Average F1-scores and NMI scores achieved
by ten users at different time stamps on the Disas-
ter Dataset. At time 0, UnsupervisedlE clusters are
shown initially and the participants kept interacting with
PERSONA-ADAPTIVE IE for 30 minutes. At certain
intervals, we notice change in performance of all the
configurations (macro F1).

Control phase, participants are tasked with manu-
ally specifying the goal, get the information from
documents, pertaining to their goal, then we eval-
uate their answers based on the gold standard. In
the Experimental Phase, we ask the same partici-
pants to use our PERSONA-ADAPTIVE IE to obtain
the answers relevant to their goals. To initally ex-
periment which configurations work well, we first
sample 400 documents from Disaster corpus and
then ask the users to glean on the clusters provided
by Triple-based methods like (Genest et al., 2022)
and QA-based methods such as (Du and Cardie,
2020) and our UnsupervisedlE. The participants
were given a 30-minute window to extract informa-
tion pertinent to five distinct goals, each requiring
different types of information ("Emergency Ser-
vices after an Earthquake"). We conducted tests us-
ing various configurations, some with the retrieval
component and others without, as well as tests that
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Figure 4: Average F1-scores and NMI scores achieved
by ten users at different time stamps on the GENEVA
Dataset. At time 0, UnsupervisedIE clusters are
shown initially and the participants kept interacting with
PERSONA-ADAPTIVE IE for 30 minutes. At certain
intervals, we notice change in performance of all the
configurations (macro F1).

either included or excluded explanations of the in-
teractively refined clusters presented to the users.

Both Explanations and Retrieval of impor-
tant documents related to user goal can help
achieve better accuracy The QA-Based and
Triple-Based categories show the highest F1 scores
when both Explanations (E) and retrieval (R) com-
ponents are used together (E+R), with F1 scores of
50.22% and 40.78%, respectively (Figure 5). The
performance drops in Only E or Only R confugu-
rations, with the QA-Based category showing F1
scores of 27.23% and 39.01% and the Triple-Based
category showing F1 scores of 33.05% and 21.0%.
The Experimental Configurations category has an
F1 score of 43.13% when using both components
together (E+R), which is higher than using only
Explanations or only retrieval, with F1 scores of
43.89% and 33.05%, respectively.



Next, we presented the participants with clus-
ters generated by UnsupervisedIE and two best-
performing baselines (Table 2), and we compared
these with extraction accuracy of a control group.
The participants were tasked with determining
which configuration yielded the highest perfor-
mance after a 30-minute period. Initially, at the
Oth minute, participants were shown the clusters
produced by each configuration and instructed to
commence IE. Each participant was exposed to
various configurations (clusters from different un-
supervised baselines) and asked to extract informa-
tion related to three specific goals for a duration of
30 minutes. This test was applied to 500 documents
from each of the three datasets, with the aim of iden-
tifying which configuration most effectively assists
users in achieving the highest accuracy, given that
their initial goals remained consistent.

PERSONA-ADAPTIVE IE achieves the best trend
in helping the users achieve higher F1-gain com-
pared to other baselines. A generic observar-
ion in figure 10, 3, 4 is that the humans could
achieve higher F1 and NMI scores compared to
UnsupervisedlE on slot mapping within 30 min-
utes. Using HDBScan-Rec-Ren configuration of
PERSONA-ADAPTIVE IE, we observe the most
rapid improvement (+0.17 F1) in 30 minutes, fol-
lowed by HDBScan-Ren-Rec (0.15). K-Means
configurations have moderate improvements with
K-Means-Rec-Ren at 0.13 and K-Means-Ren-Rec
at 0.10. The slowest improvements are seen in
Control Group and (Genest et al., 2022) with (Yu
et al., 2022) matching K-Means-Ren-Rec at 0.10
(Figure 10) (See A) The improvement is due to
the explanation of clusters at each step, and the
question-answers provide enough context to users
to group information needs in a logical way.

6.3 Testing Temporal Adaptability and
Runtime Comparison

On newly created CrisisNLP Slot Filling dataset,
we simulate dynamic changes in information needs,
similar to those that occur in real-world crisis situ-
ations. Using the Ebola Outbreak as a case study,
we divided the timeline into three phases (time=T1,
time=T2, time=T3). Initially, at T1, users sought
information predominantly about the transmission
and symptoms of the disease. At T2, the focus
shifted to the areas affected by the outbreak. Fi-
nally, at T3, the concern moved to vaccines and
treatments. To explore these time-sensitive infor-
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Figure 5: Presents F1-scores achieved for different ex-
perimental configurations of PERSONA-ADAPTIVE
IE on CrisisNLP. Both cluster-specific content explana-
tions (E) and retrieval augmentation (R) during human
experiments achieve the highest F1-score of 50.22% on
QA-based methods, and 43.89% on Triple-based meth-
ods, suggesting (explanations+retrieval augmentation)
significantly boosts performance of IE on-the-fly.

mation needs, two graduate students engaged in
a role-playing exercise beginning at T1. They
started by seeking answers to slots such as ‘Rate of
transmission’, ‘Symptoms related to the disease’,
and ‘Procedure of disease spread’, all under the
theme of “Transmission and symptoms’. At T2,
they searched for information on slots like ‘Places
Affected’ and ‘Casualties related to the outbreak’,
falling under the broader category of ‘Affected Ar-
eas’. Then, at T3, their inquiries centered on ‘Pro-
tection’ and ‘Vaccination rate’. Following the com-
pletion of T1, the participants preserved their find-
ings and continued to search for the next set of in-
formation, maintaining the same state of clusters as
in T1, and proceeded similarly from T2 to T3. Our
goal was to assess the average time it took for par-
ticipants to find answers to their evolving queries
and to evaluate the adaptability of our system. For
benchmarking purposes, we prompted GPT-4 to
extract information from the documents. We then
compared the time efficiency of our method with
this state-of-the-art Language Model on a sample
of 300 tweets, and the findings are reported in 6.

Our system is temporally more adaptable too!
Figure 6 displays the duration required for data
extraction at successive phases (T1, T2, T3), com-
paring our system with GPT-4 zero-shot prompt-
ing. Initially, at T1, the system takes longer due to
one-time overhead of question generation by GPT.
Nevertheless, our system demonstrates higher per-



F1 (1) Runtime ({) Compute ({)

GPT-3 0.82 90 m Low
GPT-3.5-turbo 0.84 88 m Low
GPT-4 0.84 92 m Low
LLAMA-13b 0.77 67 m High
Ours 0.75 50m Low

Table 3: Shows the trade-off between SOTA IE mod-
els compared to our approach (300 emergency tweets),
where we show efficacy of our model in emergency sit-
uations (high response time and low compute power).

91.0 min
84.0 min
78.0 min
75- 72.23 min

Time Taken

28.23 min
20.22 min

wh o que uwM o oue w o oue

At Time=T2 At Time=T3
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Figure 6: Illustrates the mean time taken by two students
to extract information at different stages of an evolving
crisis scenario using GPT-4 versus our system. At each
interval (T1, T2, T3), our system consistently outper-
forms GPT-4, demonstrating faster information access
in response to changing information needs during the
Ebola Outbreak case study.

formance, ensuring quicker response time to in-
formation that aligns with dynamic requirements
during Ebola Outbreak. In Table 3, we highlight
the accuracy-cost tradeoff and accuracy-compute
tradeoff of our model compared to GPT-models and
LLama-13b (Touvron et al., 2023). Even though
GPT is the winner in terms of F1-score, GPT-calls
on a set of large documents incur very high API
costs, limiting accessibility during emergency.

7 Background and Related Work

Early work (Chambers and Jurafsky, 2008, 2009)
automatically learned a schema from newswire
text based on coreference and statistical probability
models. Later, (Peng et al., 2016) generated an
event schema based RNN (Schmidt, 2019). Other
studies (Zhang et al., 2022) has focused on model-
ing event-type semantics by aligning the definition
of events with the sentences in a zero-shot manner.
However, these methods consider prior annotations
of templates or event definitions to extract informa-
tion from documents.

Recently, various methods have been developed
to treat Event Extraction (EE) as a form of Ques-
tion Answering (QA) for academic research. This
methodology, treating EE as a QA problem, has
been explored in works by (Du and Cardie, 2020),
(Li et al., 2020b), and (Lyu et al., 2021). This
process involves generating questions for each ar-
gument role, created using pre-defined templates.
These methods proved to be effective, but using pre-
defined question templates has its own limitations;
these templates, created manually, lack flexibility
and context-specific details, often only incorporat-
ing trigger words (Du and Cardie, 2020). Nonethe-
less, crafting well-thought-out questions are diffi-
cult to generate without knowing exact information
need, and no human-in-the-loop approach has fo-
cused on tweaking questions for adaptive IE. To fill
these gaps, we have first introduced a QA-driven
IE approach using LLMs that extracts the answers
of various argument roles of the events and entities
involved in any relation. To enable adaptability to
user needs, we also provide human agency to orga-
nize information into groups that they care about.

Another area related to our work is human-in-the-
loop schema generation as done by (Ciosici et al.,
2021). However, they relied a lot on human input
as compared to another work using GPT3 gener-
ated candidate steps for schema generation as pro-
posed by (Zhang et al., 2023). Due to over-reliance
on GPT-3 generations, these models might suffer
from hallucination in complex domains (Pu and
Demberg, 2023; Dror et al., 2023). However, our
generated questions are grounded on source docu-
ments, ensuring faithfulness. Besides, our method
is domain-agnostic, which we have validated using
three datasets from different domains.

8 Discussion and Conclusion

With the acknowledgements that fully depending
on human annotation is expensive and inefficient,
while fully automated generations can be unre-
liable, we introduce a human-in-the-loop IE ap-
proach powered by clustering and explanation gen-
eration capabilities of LLMs as the backbone. Our
system can be pivotal in analyzing critical informa-
tion from various data sources during emergencies,
such as natural disasters, medical crises, or secu-
rity threats. By rapidly processing unstructured
data, PERSONA-ADAPTIVE IE can provide action-
able insights, helping emergency responders make
informed decisions quickly.



Limitations

We have a few limitations in our approach. First,
we have conducted experiments with a small set of
users and we plan to scale it up in the future. We
will eventually segregate the pool of participants
into two groups: participants with domain knowl-
edge and no domain knowledge. This will help us
analyze whether domain-specific knowledge is re-
quired to extract more useful information from such
documents. Second, our experiments are based on
two domain-specific datasets, therefore, we hope
to experiment on different tasks and datasets where
manual data annotation is an expensive affair, such
as non-English datasets (mainly low-resource lan-
guages). Finally, some participants wanted to take
a look at interactive TSNE plots at each step of their
interactions with the interface, particularly when
they are tweaking the number of clusters in the pre-
processing view. As a next version of the interface,
we hope to include both extrinsic and intrinsic eval-
uation in order to provide better guidance to the
users.

Ethics Statement

The experiments performed in this study involved
human participants. All the experiments involving
human evaluation in this paper were exempt under
institutional IRB review. We recruited participants
for our human study using Upwork and we have
fairly compensated all the Upwork freelancers in-
volved in this study, at an average rate of 15.00
USD per hour (respecting their suggested Upwork
hourly wage). Prior to the study, the participants
provided explicit consent to the participation and
to the storage, modification and distribution of the
collected data. All the involved participants gave
their consent to disclose their interactions with the
interface. The documents used in the study are
distributed under an open license.
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A Ablation of components of
PERSONA-ADAPTIVE IE

PERSONA-ADAPTIVE IE achieves the best trend
in helping the users achieve higher F1-gain
compared to other baselines. On GENEVA, K-
Means-Ren-Rec configuration demonstrates the
most rapid improvement with an absolute increase
of 0.19. HDBScan-Ren-Rec follows closely at 0.18,
with K-Means-Rec-Ren and HDBScan-Rec-Ren
showing equal improvements of 0.15. The Control
Group exhibits slower improvement (0.07) (Fig-
ure 4). On disaster dataset, HDBScan-Rec-Ren
configuration shows the most rapid improvement
with an absolute increase of 0.40, closely followed
by K-Means-Ren-Rec and HDBScan-Ren-Rec at
0.39 and 0.38, respectively. The slowest improve-
ment is observed in the Control Group at 0.04 (Fig-
ure 3).

HDBScan Clustering achieves better slot filling
performance. On the GENEVA Dataset, HDB-
Scan outperforms Kmeans with a more notable mar-
gin in F1-score, exhibiting a 15.4% increase in the
Rec-Ren configuration. For NMI, HDBScan again
outperforms Kmeans, this time with a smaller but
still significant 8.7% increase in the Rec-Ren con-
figuration. Similary, for the Disaster Dataset, HDB-
Scan shows a substantial performance gain over
Kmeans in F1-score, with an increase of 14.3% for
the Rec-Ren configuration. In the case of NMI,
HDBScan surpasses Kmeans by 13.6% in the Ren-
Rec configuration, indicating a better clustering
quality that aligns well with the ground truth.

B Prompts

Question-Answer Generation Prompt

Instruction: You are an assistant that reads through
a passage and provides all possible question and an-
swer pairs to the trigger word ¢;, and the questions
will help ascertain facts about the event triggered by
ti,. The questions should roughly follow templates
like:wh* verb subject trigger object] preposition ob-
ject2 Wh* is a question word that starts with wh (i.e.
who, what, when, where). Answers MUST be direct
quotes from the passage. Do not ask any inference
questions. From this question set, remove semanti-
cally redundant or duplicate question-answer pairs
and produce a set of question-answers that are quite
different from each other in terms of information
need. Questions: )

Passage: P
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Clusters Questions Corresponding to each Cluster

Cluster 1 (General ~What to do after an earthquake?, How to find missing people after an earthquake?, What are the signs
Info) of a tsunami after an earthquake?, How to volunteer for rescue operations?

Cluster 2 (Safety What are the best practices for earthquake-proofing a home?, What are the emergency kit essentials?,
Tips) What are the evacuation routes for major cities?, How to protect pets in an earthquake?, What to do if
trapped under debris?, How to seek help?

Cluster 3 (Aid and  Where to donate blood in an emergency?, What organizations are involved in earthquake relief?, How
Support) to apply for financial aid after an earthquake?, What are the psychological support services available?,
What are the infrastructure repair timelines?

Cluster 4 (Histori- What are the biggest earthquakes in the last decade?, What are the earthquake prediction methods?,
cal Data) What are some of the seismic activity monitoring tools?, Where to get food supplies during an
emergency?

Cluster 5 (Miscella- How do earthquakes affect wildlife?, What is the impact on local businesses?, What are the community
neous Information) initiatives for rebuilding?, What are the environmental consequences of earthquakes?, What are the
cultural responses to earthquake disasters?

Table 4: Shows the output of QA-Guided UnsupervisedIE on 20 instances of 2014 Chile Earthquake subset of
CrisisNLP. The clusters seem to be a little out of the place particularly the “General Info” and “Miscellaneous Info”,
since none of the answers to the slots represent a unique information need.

Cluster Explanation Generation Prompt Clusters | Questions

Side Effects of | What are the side effects of heparin?,
Instruction: The collection of questions within this any drug What disease is adversely caused due to
cluster can be presented as follows. Generate an the intake of heparin?, What causes hep-
explanation regarding how they cater to similar infor- arin?, What can be the subacute effects
mational needs. of cocaine?

Questions: @
Decrease  in | what drug may inhibit the metabolism of
rate of reaction | mifepristone?

of biomedical
species

Table 5: shows the output from InteractivelE pipeline
after human-edits in Explorer View.

T T — Few-Shot Prompt for IE-on-the-Fly

Instruction: Instruction: You are an assistant that
reads through a passage and extracts all possible in-
formation pertaining to the goal of the user. Format
your answer as a list of JSON Objects where keys
are the infomation type and values are the extracted
spans from the passage.

Passage: P

Goal of the user: G

Some Examples:

Example 1

Example 2

Example 3

Example 4

Example 5

Instruction: List all potential event triggers from the
passage. Format your output as a list of triggers.
Passage: P

Zero-Shot Prompt for IE-on-the-Fly

Instruction: You are an assistant that reads through
a passage and extracts all possible information per-
taining to the goal of the user. Format your answer
as a list of JSON Objects where keys are the infoma-
tion type and values are the extracted spans from the

C Initial Slot Mapping and Evaluation

For instance, in the context passage “Glutamate

passage. stimulates glutamate receptor interacting protein

Passage: P 1 degradation by ubiquitin-proteasome system to
Goal of the user: G .

regulate surface expression of GIuR2. Down-

\ regulation of GRIPI by glutamate was blocked by
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Select a page

Preprocessing View v

Main page

your selected documents using NER en-ne

RT , embedded the questi

Figure 7: First step of running the preprocessing pipeline on the user-specified needs. The user can choose relevant
documents, NER model, Question generation model, sentence embedding model, clustering algorithm and number

of clusters to group the question-answer pairs into.

carbobenzoxyl-leucinyl-leucinyl-leucinal (MG132),
a proteasome inhibitor and by expression of K48R-
ubiquitin, a dominant negative form of ubiqui-
tin. Our results suggest that glutamate induces
GRIP1 degradation by proteasome through an
NMDA receptor-Ca2+ pathway and that GRIP1
degradation may play an important role in reg-
ulating GIuR?2 surface expression.”, the gold tu-
ples annotated are: "Glutamate [SEP] downreg-
ulator GRIP1 and glutamate receptor interacting
protein 1". Here, the gold slot is downregulator
and the entities involved in this slot are Gluta-
mate, GRIP1 and glutamate receptor interacting
protein 1. After running UnsupervisedIE initially,
we obtain a question-answer pair such as Question:
“which substance was regulated by glutamate and
hence blocked by carbobenzoxyl-leucinyl-leucinyl-
leucinal (MG132)?” - Answer: GRIP1.

For mapping this predicted question-answer
pair to an intended slot, we use fuzzy match-
ing to map the question answer intent to one
of the slots and provide the description of
each slot: "cause'':"mention of something like
what drugs cause which disease", '"downregu-
lator'': "decrease or inhibition effects of any
biomedical drug on enzymes or other biomedical
species",''upregulator'': "increase or rise in the
effects of any biomedical drug on enzymes or other
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"nong

biomedical species", "interacts with'': "mention
of any adverse effect when two or more biomedi-
cal species act together" and '"'regulator'': "when
there is any binding effect between biomedical
species". After the mapping, we use fuzzy match-
ing to determine if the involved entities in the gold
tuple Glutamate, GRIP1 and glutamate receptor
interacting protein 1 are present in the predicted
QA pair. If yes, then we consider that as a true
positive. We make the slot mapping evaluation
with respect to gold standard slots using the stan-
dard metrics of Precision, Recall and F1-measures.
If the description of a cluster description doesn’t
match with any desired gold slot, then we refrain
from evaluating with the gold standard slots. More-
over, we also merge the results of two or more
clusters if two or more clusters are mapped to sim-
ilar gold slot, and then evaluate with respect to
Precision, Recall and F1-measures.

D Human Study Recruitment

Our user study was not limited to the individu-
als who are well-versed in the concepts of Ma-
chine Learning or Natural Language Processing,
we wanted to verify if the participants can under-
stand what does a semantically coherent cluster
look like. For this, we recruited those participants
with their native language as English. Out of ten,



FI (GENEVA) _FI (Biomedical)

GPT2 0.32 0.46
GPT3 0.35 0.48
GPT3.5-turbo 0.38 0.51

Table 6: Generalizability of our approach on three
LLMs, where we report the zero-shot performance of
all the models on the training set of the two datasets.
We report the macro-f1 scores. Stoked by the best per-
formance of GPT3.5-turbo, we conduct all our experi-
ments in the main paper using that model.

only four of the participants had prior experience
on NLP. In order to familiarize them with the clus-
tering task, we asked them to solve a simple as-
signment as described in figure 12. We have re-
cruited those participants who could successfully
complete the task without any difficulty. Prior to
the study, we collected consent forms for the work-
ers to agree that their answers would be used for
academic purposes. All the involved participants
gave their consent to disclose their interactions with
the interface. Moreover, they were fairly compen-
sated based on the amount they had proposed for
this particular task. During the actual study, we
provided some examples of passages and gold slots
to make them understand the context. We ensured
that the documents we have used for uploading in
the interface were different from the ones shown to
them for making themselves familiar with the task
and setup.

E Ablation Analysis of UnsupervisedIE

Implementation Details of UnsupervisedIE:
We use sentenceBERT (Reimers and Gurevych,
2019) to encode the passages and the queries. Our
interface is developed using streamlit (Figure 7).
For extracting the event triggers, we also make use
of spacy-POS Tagger and nltk pos tagger to gener-
ate the triggers. For question-generation methods,
we use pre-trained T5 (Raffel et al., 2019) and
BART (Lewis et al., 2020) to generate questions
pivoted on event triggers and different entities. We
have experimented with three different LLMs such
as GPT-3 (text-davinci-003), ChatGPT (gpt-3.5-
turbo) and GPT-4 from OpenAl. All experiments
are carried out with temperature O to have a repro-
ducible setup and top-p nucleus sampling set to 0.9.
More ablation results can be found in 6 and 7. Our
system is generalizable with any LLMs.
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1ll-formed (%)

TS5 0.43
BART 0.52
GPT2 0.28
GPT3 0.15
GPT3.5-turbo 0.12

Table 7: Questions automatically generated based on
triggers using the models which are classified as ill-
formed by a few-shot GPT-4 (serving as proxy-human)
and do not map to any concrete information need.

F CrisisNLP Slot Filling Dataset Statistics

Chile Earthquake (1,000 tweets) had the following
pairs:

* Emergency and Supplies: 200 slot-value pairs
(e.g., availability of water, food, shelter)

» Affected Areas and Evacuation: 200 slot-
value pairs (e.g., specific locations hit, evacu-
ation centers)

* Casualties and Damage: 300 slot-value pairs
(e.g., death toll, infrastructure damage)

* Emotional Support and Prayers: 300 slot-
value pairs (e.g., messages of hope, calls for
assistance)

For the Ebola Outbreak, the slot-value pair focus
on medical supplies, affected individuals, regions
with outbreaks, and awareness efforts.

* Medical Supplies and Aid: 250 slot-value
pairs (e.g., availability of medicines, medical
teams)

» Affected Individuals: 250 slot-value pairs
(e.g., number of cases, recovery rates)

* Regions with Outbreaks: 250 slot-value pairs
(e.g., specific towns or districts affected)

* Awareness and Education: 250 slot-value
pairs (e.g., preventive measures, Ssymptoms)

For the Typhoon, the focus was meteorological
data, evacuation information, relief efforts, and
infrastructure damage.

* Meteorological Data: 200 slot-value pairs

(e.g., wind speed, rainfall levels)

* Evacuation Information: 300 slot-value pairs
(e.g., safe zones, transportation options)

* Relief Efforts: 250 slot-value pairs (e.g., aid
distribution, volunteer groups)

* Infrastructure Damage: 250 slot-value pairs
(e.g., roads blocked, power outages)
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X
Clusters ~
Cluster Name:('cause’,) with explanation: These questions should be related in such a way that they
Selecta page talk about what drugs cause which disease
Document-Level Cluster View hd
Questions belonging to this cluster
i in?:
Which document would you like to edit? LLEHSORGHIE effects of heparin 2
What is one of the untoward effects of heparin?::thrombocytopenia
1 v What is one of the untoward effects of heparin?:hyperkalemia
What is one of the effects of heparin?:: i
Read the Passage §8
Cluster? ~

heparin-induced thromboeytopenia and thrombosis and other side

effects of heparin therapy. heparin , first used to prevent the clotting

of blood in vitro , has been clinically used to treat thrombosis for Clusters v
more than 50 vears. although several new anticoagulant drugs are in

development , heparin remains the anticoagulant of choice to treat

acute thrombotic episodes. the clinical effects of heparin are Clusters v
meritorious , but side effects do exist. bleeding is the primary

untoward effect of heparin . major bleeding is of primary concern in Cluster10 -
patients receiving heparin therapy. however , additional important

untoward effects of heparin therapy include 'heparm -induced Refine and Lock

, heparin i . ilia ,
I R S, R SERS NS SN
Infer Expla ns after Edits

Cluster These sentences have been clustered together because they all pertain to the topic of the side

e |

effects or untoward effects of the drug heparin.

Do you want to recluster based on edits you made to cluster and new explanation?

Yes

No

Figure 9: Infer Explanations Functionality in the "Document-Level Cluster view"
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Measurement Measurement
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Figure 10: Average F1-scores and NMI scores achieved by ten users at different time stamps on the Biomedical
Dataset. At time 0, UnsupervisedIE clusters are shown initially and the participants kept interacting with PERSONA-
ADAPTIVE IE for 30 minutes. At certain intervals, we notice change in performance of all the configurations (macro
F1).

Event: Battle
/ \ Argument Roles:
The Battle of Sudomér was fought Battle Name: The Battle of Sudomér

2 h 142 b Parties: Catholic and Hussite forces
on 25 March 1420, between mmp | Time: 25 March 1420

Catholic and Hussite forces. Sequence of Battles: Battle of Nekmif and Battle of Sudomé

all

The Hussites were led by Brenék of Tri ]
rigger word: was

Svihov - who was killed in battle. Question: What are the battles fought by the @)
Hussites? P
Answer: Battle of Sudomé&r and Battle of Nekmif beort
ser
This was the second major battle —
of the Hussite Wars; the first Trigger word: fought
] P ?
battle, the Battle of Nekmif, was Question: Who fought the Battle of Sudomer? @)

Answer: between Catholic and Hussite forces [
more of a Hussite retreat than a

true fight. Question: When was the Battle of Sudomer
K / fought?
Answer: 25 March 1420

Figure 11: An example shows the motivation of using a QA-driven approach of extracting information on-the-fly
depending on user requirements. Supervised template-driven approaches require pre-annotated templates, whereas
QA-driven interactive pipeline using trigger words fought generates all possible question-answer pairs corresponding
to an event, and it satisfies user’s information needs on-the-fly.

User2
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Task: You have to make each cluster/group look uniform in some way. For example, if you have
a few books, you can group the books by topic (novels, sports, fiction) or color (red, blue, green,
yellow) of the cover page.

Please rearrange the statements in the following clusters such that each group looks similar in
some way, and try to come up with some name that defines each cluster. For example: if a
cluster has two elements (“India is a land of diversity”, “United States offers a diverse
options to survive”), then you can name this cluster as “Locations offering diversity”

Now please rearrange the clusters in some way such that each cluster looks uniform and
you can easily come up with a name:

Cluster 1:

| went to Himalayas for hiking

Hawaaii has great eateries where you will find amazing seafood

You should stop consuming alcohol, as it might lead to cancer very soon

Cluster 2:
Coffee and tea are good for health
Restaurants in France offer delicious food

Cluster 3:|

Going for adventure sports makes me feel alive

| love adventurous experiences

Drinking healthy beverages can make you feel better after a long tiring day

Figure 12: Clustering Assignment used for recruiting participants.

; — View Selector
This app performs clustering on questions generated from each document

A Per Document Clusters
Do you want to recluster? .
<l Clustered Explorer View  [Rsuissnirsmm

S Shed o dassie Choose Method
0 i o of Clustering

K-M

Define the goal of each cluster

Edited Goal: Co-adminstered
drugs having positive effects
after interacting with heparin}

Side Effects of Heparin

jon or reduction or inhibition or decrease in the rate of

ween the biomedical species

Increase in rate of reaction between biomedical species Re-cluster

Figure 13: shows the Explorer View of Interactivel E. Users can see the clusters generated by the model with the
rationales. Based on needs, they can edit the existing goal of “Side Effects of heparin" to “Co-administered drugs
having positive effects after interacting with heparin”. Then users can find the new set of clusters by pressing
“Recluster Button". Based on the goals, the clusters have been named to some slot such as the goal of cluster 3
“Increase in rate of reaction between biomedical species" to “Upregulation” as seen in Clustered Explorer View.
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Upwork Job Post

Ny e

We are inviting you lo participate in this research project because we are looking for people to use computers to help answer questions like “what medicines
increase biood pressure?”. Users can help a system answer such guestions by showing them snippets from many documents and you will help group them together
s0 that similar snippets reflect the same relationship between people, companies, diseases, drugs, etc. We are studying whether user guidance of these groups help
improve users' ability to answer questions.

You do not need any specialized training to participate in this research study. For this study, we need to make semantically coherent clusters where each cluster
should contain information of a particular intent from one or more documents, For instance, a cluster containing the etfective date of an agreement should not contain
information about the date of termination of an agreement. Right now, the clusters are not great in terms of semantic coherence.

On the website application, there will be step-by-step instructions written to guide you through the
p During an annotation session, you will label data for one hour. For the completed session, you will receive $10 to $25 as compensation.

We will not ask you for any personal information beyond your email address. Any potential loss of confidentiality will be minimized by storing data securely ina
password-protected account.

Figure 14: Upwork Job Post.
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Algorithm 1 Iterative Clustering with User Feed-
back

Require: Q = {q1,q2,...,qn} (set of questions), U (user
providing feedback)
Ensure: Refined clusters C'*) aligned with user feedback
1: Initialize ¢t <— 0
2: Perform initial clustering C' © using Q@
3
\

: repeat

until
4:
resent clusters C'Y) to user U
5: Y « Collect feedback from U on C'V for each feed-
back f € F® do
feedback suggests reassignment of g;
6: Identify CS" and let)
7: 8 — e\ {a:}
8 CY o U g}
9: feedback involves constraints
10: Apply constraint-based reclustering
11: feedback involves naming
12: Apply naming-based classification

15: t+t+1

16: Check for convergence

17: clustering meets user’s objectives or a maximum number
of iterations is reached

Algorithm 2 Constraint-based Reclustering

Require: Q, M, N, C) (current clusters), F(*)
(user feedback on constraints)

Ensure: Updated clusters C'(**1) respecting con-
straints for each constraint in F() do

must-have constraint
1: Update clusters to ensure specified questions
are in the same cluster
cannot-have constraint
Update clusters to separate specified questions

Recalculate centroids for updated clusters
Reassign questions to nearest centroid while
respecting constraints

A A S ol

Algorithm 3 Naming-based Classification

Require: @, N; (cluster names), C!) (current
clusters), e (embedding function)

Ensure: Updated clusters C**1) based on names
for each q; € Q) do

Compute e(g;)
2: Assign g; to cluster C; with highest cosine
similarity between e(q;) and e(N;)
3: =0
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