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Abstract

In recent years, Al for Social Good (AI4SG) projects have grown in scope and
popularity, covering a variety of topics from climate change to education and being
the subject of numerous workshops and conferences at a global scale. In the current
article, we reflect upon AI4SG, its definition and its current limitations. We propose
ways to address these limitations, from connecting with relevant disciplines to
a better consideration of the constraints and context of project deployment. We
conclude with a proposal to refocus the field of AI4SG around the concept of
sustainability from a variety of angles, arguing that this will help the field evolve
while taking its own impacts into account.

1 Introduction

In recent years, a large number of Artificial Intelligence (Al) projects have been deployed. In these, the
aim is to utilize cutting-edge technologies to alleviate critical issues such as poverty, hunger, crime, and
climate change under the broader ‘Al for Social Good’ (AI4SG) umbrella [Chui et al.,2018|,[Taddeo
and Floridi, |2018}, [Floridi et al., [2021,|Aula and Bowles|, [2023]]. For Al researchers, these projects
not only promise considerable impact in tackling difficult societal issues, but they also provide exciting
fundamental research opportunities. Thus it is not surprising that entire organizations have been
created to scope out and deploy AI4SG projects, both independently and as part of non-profit and
large for-profit organizations such as Microsoft and Google, while workshops and tracks dedicated
to AI4SG have appeared in conferences such as AAAI ICLR and NeurIPS.

In this paper, we take a step back to take a critical look at AI4SG projects, from the way in which they
are defined, including their roots in Information and Communication Technology for Development
(ICT4D) programs, to the inherent issues that they have when it comes to their scope, deployment
and maintenance. We propose ways to address these shortcomings, honing in on specific case studies
in AI4SG that have overcome them. Finally, we conclude with a discussion around how AI4SG can
be conceptualized to bring sustainability to its heart, and how that will help bridge the gap between
well-intentioned AI4SG technologies and lasting positive impacts.

1.1 Defining AI for Social Good

AI4SG is generally referred to as an umbrella term for a sub-discipline of computing whose aim is
to utilise Al to alleviate some of societies greatest challenges such as health [Bullock et al.| [2020]],
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humanitarian crises [Beduschi, 2022], food security [Eli-Chukwu,[2019] and climate change [Rolnick
et al.,|2022]. Several formal definitions have been proposed over the years, many anchoring upon
the Sustainable Development Goals (SDGs), which were defined by the United Nations in 2015 as
a “blueprint” to be achieved by 2030 by all UN member states in order to improve global peace and
prosperity ﬂ Despite these unifying proposals, AI4SG initiatives remain pursued in a distributed
manner under a variety of banners ranging from the generic (e.g. ‘Al for Humanity’) to the specific
(e.g. ‘Al for Development’, ‘Al for Global Health’), with a lack of an agreed upon definition of what
exactly constitutes AI4SG work and how to measure its success.

While AI4SG research is fairly recent (mostly from 2010 onward), the ideas of tech for good are
decades old [Heeks},[2009} Rashid and Rahman}[2010]]. In the mid 1980s, many of the research that now
falls under AI4SG were part of ICT4D [Aula and Bowles|2023|[Tomasev et al.,2020]. Like AI4SG, the
boundaries of ICT4D were open and some of the issues we discuss in the following sections were already
being identified. A set of four principles, published in 1990, were drafted to guide ICT4D research
[Bhatnagar and Bjgrn-Andersenl 1990, Walsham|, 2017} [Heeks| 2008]]; these were: context awareness,
participatory and cooperative design, indigenous development, and recognizing that information
technology is only one element of the necessary efforts. We refer back to this literature because of the
similarity between the current problems that plague AI4SG and these mentioned in ICT4D literature.

2  What’s Wrong with Al for Social Good?

While we do not doubt the good intentions of AI4SG projects, we find that many of the ways in which
they are implemented and deployed suffer from several limitations, which we dive into in this section.
Some of these points are similar to those we mention in Section[I.1] and for those we update and
expand them for our current computing environment. Additionally, we look at some new issues which
are endemic to Al technologies.

Epistemological issues: Given the inherently subjective definition of ‘good’ (which can benefit
one community while harming another) [[Schroeder, 202 1]], what exactly is included in AI4SG projects
is also unclear. For instance, whether topics such as language preservation and predictive policing
fall under the AI4SG umbrella, since they do not pursue any of the SDGs specifically, but can help
empower communities retain autonomy [Hao et al., 2023, [Whaanga et al.,2023]] as well as counter
mechanisms of oppression [West et al., 2019, (Crawford and Calol 2016]]. Even when anchored in
the seemingly universal UN SDGs, which provide specific goals, AI4SG projects espouse a specific
set of values and priorities that have already been critiqued from a Global South perspective due
to their homogeneous representation and understanding of multiple issues ranging from wealth to
sustainability [Waldmueller, 2015|,[Durokifa and Ijeoma, 2018| Ziai, [2016].

Ignoring research from other disciplines: While AI4SG projects propose Al as a solution for major
societal problems like global health or climate change, they often ignore the fact that social problems
are inherently economical, historical, political, cultural and therefore require many different types
of interventions. While it may seem that many of society’s problems are ripe to be addressed with a
seamless computational solution (i.e. a techno-solutionist approach), reviewing related work in other
fields such as linguistics, sociology, development studies, geographic information systems or political
science (e.g. [Sartori and Theodoroul [2022] |Kusters et al.,[2020]]) is important to both have a better
understanding of the issue at hand and what factors to consider when proposing an Al-based “solution”
to a societal problem. It is undoubtedly more challenging to both find and analyze research done in other
disciplines, both because of the unfamiliar publishing venues and the divergent vocabulary Baum[2021].
However, it is paramount to examine these works to ensure that any technical solution proposed to a
societal problem fits with the way in which the problem has been studied and framed by domain experts.

Emphasizing deployment over maintenance: Al research in general tends to place values such
as novelty and performance over ones like efficiency, interpretability and representativity [Birhane
et al.}[2022] and AI4SG is no exception to this. While the former may be more logical in contexts such
as scientific publications — which are evaluated based on criteria such as novelty — the latter are much
more important for Al systems deployed in the real world. Given that AI4SG publication venues are
often co-located with Al conferences such as AAAIL ICML and NeurIPS, the values of these venues
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influence both the scope and formulation of AI4SG (to maximize their chances of acceptance). This
inadvertently penalizes work that uses existing approaches in new contexts, or that which employs
more efficient methods over those that are ‘state-of-the-art® which are often untested on the ground.

Imperfect technologies result in imperfect solutions: Al for good solutions often get built with
the intention to get deployed into the real world. However, the question of whether the Al technology
behind these solutions actually works as intended is an important one that is often not rigorously
explored. As any technology, Al exists within a broader societal and environmental context. Taking
this context into account is crucial for ensuring that AI4SG projects have a chance of succeeding in
reaching their intended goals. Recent work by|Raji et al.|[2022] extensively covers real world examples
of Al systems being deployed into the world when the technology itself does not function as intended.
This results in harm towards the communities it was intended to help (also see |[Obermeyer et al.[[2019],
Szalavitz|[2021]), Strickland|[2019]],[Wong et al.|[2021]], Richardson et al.|[2019]], Freeman et al.|[2021]]).

3 Making Al for Social Good Better

The critiques that we present to the framing and execution of AI4SG project can be addressed with
a series of complementary actions, as illustrated by the case studies that we mention alongside each
of the proposals below:

Mindful problem scoping and data collection: At the beginning of any AI4SG project, it is
primordial to reflect upon the way in which it is defined — while the overarching goal of a given
endeavor may be to reduce poverty or solve climate change, the scope of any individual project will
necessarily be much narrower. Addressing specific societal problems such as detecting illegal logging
or identifying students at risk of attrition, instead of general concepts such as “social good”, can help
make project outcomes more tangible [Baum, 2021]]. Once a specific problem has been identified,
it is then possible to establish whether relevant data is available. For instance, in cases where satellite
imagery is used in humanitarian contexts, instead of using GDP, which overlooks aspects such as
sustainability or well-being, [Ivkovicl[2016||/Osberg and Sharpe, [2005], it is possible to use a more
diverse set of indicators such as the presence of bathroom facilities and cooking stoves in residences,
as indicators of wealth (see/Bansal et al.|[2020]],Salas et al.|[2021])).

Giving power to the people: The way in which AI4SG is currently practiced is more akin to
consulting than co-creation, which may address a specific issue at a given point in time but is
unsustainable in the long term because it fails to build local capacity [Nightingalel,[2012]. However,
the inclusion of communities ranging from non-governmental organizations (NGOs) to charities is
important for the success of AI4SG projects because for AI4SG solutions to truly be effective, they
should include and empower local stakeholders who are the people for whom the solution should work
and are also the people who will maintain the system when the project ends and who have real-world
expertise regarding the problem at hand and the solution it requires (see Tomasev et al.|[2020]],[Vinuesa
et al.|[2020], Mohamed et al.|[2020]). A prime example of this is the Masakhane initiative [Orife et al.|
2020]] — which provides compute, datasets and ongoing knowledge support for communities who want
to build language preservation tools for African languages. The workshops and projects they organize
empower local experts such as linguists, dataset curators and NLP researchers to explore using Al as
a tool for language preservation without losing control or governance over the results of their research
both in terms of models and datasets.

Additionally, new research in machine learning indicates there are many levers that are available to Al
researchers which result in vastly different products. By 2018, Al researchers noted the reproducibility
crisis in ML Hutson|[2018]]. This means that several published ML models can not be independently
verified by other researchers|Belz et al.|[2021]]. More importantly, there are results that show that the
same models can output vastly different outputs for the same data point, in deployment than in training
[Chen et al.,[2020]]. This phenomena is even more visible in large models [D’ Amour et al.,[2020]].
For sensitive applications, this is not sustainable.

Connecting to relevant disciplines:  As stated in Section[2] a major shortcoming of AI4SG projects
is that they predominantly focus on relevant Al-specific literature, which results in the perpetuation
of simplifications and outright inaccuracies. For example, while in theory reducing the risk of violent
crime is a worthwhile endeavor, in practice using a technology such as Al to predict the location of



the next carjacking in a particular region is an intractable problem [[Sankin and Mattul 2023]]. Doing
effective predictive work like this often requires usable, complete, accurate, unbiased and clean
historical data which is almost impossible to get [Ferguson|,2016]. However, these requirements have
been long studied in other disciplines like law and criminology and there is evidence to show how
a lot of the crimes go unreported and how police-reported data in some places has been shown to be
inaccurate, misleading and sometimes manipulated [Morganteen, 2013} |[Rudovskyl 2001} |Rashbaum,
2010]. Working in silos also means not paying attention to the story the data comes with and that
contributes to the kind of impact being delivered to communities.

Considering deployment constraints: More often than not, state of the art, deep learning-based
solutions are too complex, too expensive and too technologically demanding to be deployed in situ
for various reasons from lack of access to sufficient computational resources [Kshirsagar et al.,[2021]]
to the absence of reliable electricity grid [Beduschil [2022]]. It is therefore paramount to take into
account the context and constraints of deployment when proposing Al-based solutions. This can
include first trying other, more simpler, approaches such as random forests or Bayesian networks,
as well as approaches that can run offline or on-edge on devices with limited memory. For example,
CNN-based bio-acoustic monitoring solutions are used to detect illegal logging deforestation, which
run on disused mobile phones powered by solar panels, enabling them to cover wide regions of the
Amazon rain-forest [Liu et al.,[2019]).

In many of the top Al conferences, the AI4SG tracks and workshops often only have projects that are at
the level of a minimum-viable product. We wish to make a call to the community to also explicitly seek
projects that highlight how to run sustainable AI4SG projects post-deployment. These conferences
may very well exist in other disciplines but due to how siloed academic research can be, it would
make a meaningful contribution to include these discussions in our own proceedings given that we
add a unique Al aspect to software engineering deployments. Lastly, we propose that in addition to
authors submitting works on the technical details of a project, they should also include a statement
on the sustainability of their project - stating measures they have put or will put in place to make sure
that their project has impact and longevity.

4 Discussion and Conclusion

As discussed in previous sections, AI4SG suffers from several limitations, from an unclear definition of
what constitutes ‘good’ to a siloed practice of AI4SG projects that is often isolated from both relevant
literature from other domains as well as from the contexts and communities who are meant to use
this technology. To overcome these limitations, we propose putting sustainability at the core of AI4SG
work instead. As many definitions of sustainability often rely on several pre-defined ‘pillars’ (e.g.
human, social, economic and environmental) (see Sverdrup and Svensson![2002], Vos|[2007], Basiago
[1995]], inter alia), similarly AI4SG projects should consider the impacts of different aspects of their
projects on different parts of society and the environment, depending on the project at hand and its
ramifications. These can range from:

Environmental impacts: Al technologies require energy and engender greenhouse gas emissions,
which should be quantified and communicated [[Schmidt et al., 202 1]], and efforts should be made to
reduce them, for instance by choosing low-carbon compute [Luccioni and Hernandez-Garcial [2023]]
or strategies that allow them to run jobs at times when carbon intensity is low [[Dodge et al., 2022].

Human impacts: By this, we refer to the importance of carrying out capacity building and ensuring
the sustainability of AI4SG projects in the long run, since maintenance needs to be carried out over
time after the initial research is finished. The importance of capacity-building has historically been
under-explored in Al in general and AI4SG in particular, but recent work has highlighted its importance
to ensure the perennity of Al projects (e.g. [Sey and Mudongo, 2021]).

Economic impacts: In cases where proposed projects intend to partially or fully automate
labor currently carried out by human workers, the economic impacts of this automation should be
considered [Klinova and Korinek| [2021]], |Solaiman et al.|[2023]]. When projects rely upon grants
or funding, the perennity of external sources of funding also becomes an important factor for
consideration. While there are different structures to ensure the funding of AI4SG projects, ranging
from for-profit elements of an otherwise not-for-profit enterprise to adoption of projects by NGOs or
corporations, considering these possibilities from the start can help maximize economic sustainability.



Social impacts: While ‘social’ is a very broad term, in the context of AI4SG projects, we may
choose to focus on aspects relating to the power dynamics between the different actors involved. With
Al technologies increasingly being influenced by industry players (see/Abdalla and Abdalla)[2021]],
Abdalla et al.| [2023]] for an overview), it is important to consider these when making partnerships
across for-profit and non-profit institutions. Other aspects such as licensing and governance over
the code and data, rights to publish and communicate results, and accountability are all important
to consider, and there is no one-size-fits-all solution. However, being aware of the power differentials
at play and the different options that are available is important to ensure sustainability.

Finally, none of the factors described above exists in isolation, and trade-offs must be made between
several of them. For instance, if we take the specific example of creating an Al chatbot for farmers
that will allow them to ask questions about weather and yield, this can present a choice between
investing money into creating custom solution in-house versus paying for a generic solution such as
a commercial API, which can be cheaper. This also requires the consideration of the social impacts
of building capacity locally versus outsourcing the solution to a large corporation, further aggravating
the existing power dynamics between multi-national technology companies versus NGOs and local
enterprises. There is also a multitude of more context-specific questions, such as how to evaluate
whether a given technology can take into account the specific details of its deployment in practice
(such as regional weather patterns), as well as issues of accountability and responsibility if any of
the proposed technologies provide erroneous advice and cost a farmer their crop.

With Al maturing as both a field of academic study as well as for-profit deployment, this produces
both new opportunities for AI4SG work as well as new challenges such as the ones described above.
In the present article, we have endeavored to describe the current state of AI4SG, its limitations and
future directions for improvement, and we remain convinced that putting sustainability at the center
of AI4SG projects will contribute to improving the sustainability of the field as a whole.
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