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Abstract

Conversation agents powered by large language
models are revolutionizing the way we inter-
act with visual data. Recently, large vision-
language models (LVLMs) have been exten-
sively studied for both images and videos. How-
ever, these studies typically focus on common
scenarios. In this work, we introduce an LVLM
specifically designed for surgical scenarios. We
integrate visual representations of surgical im-
ages and videos into the language feature space.
Consequently, we establish a LVLM model,
Surgical-LLaVA, fine-tuned on instruction fol-
lowing data of surgical scenarios. Our ex-
periments demonstrate that Surgical-LLaVA
exhibits impressive multi-modal chat abilities
in surgical contexts, occasionally displaying
multi-modal behaviors on unseen instructions.
We conduct a quantitative evaluation of visual
question-answering datasets for surgical sce-
narios. The results show superior performance
compared to previous works, indicating the po-
tential of our model to tackle more complex
surgery scenarios.

1 Introduction

The rapid advancements in Al have increasingly
focused on developing versatile assistants that can
effectively understand and interact with the world
through multiple sensory modalities, such as vi-
sion (Li et al., 2022) and language (Brown et al.,
2020). This multi-modal approach harnesses the
unique strengths of each channel, enhancing the
Al’s ability to perform a wide range of real-world
tasks more accurately and efficiently (Askell et al.,
2021; Li et al., 2024a). Despite significant progress
with large language models (LLMs) like GPT-3
(Liu et al., 2021), GPT-4 (Achiam et al., 2023), and
open-source alternatives such as LLaMA (Touvron
etal., 2023) and Vicuna (Chiang et al., 2023), these
models typically handle language tasks in isolation,
limiting their potential in applications that require
a comprehensive understanding of multimodal data.

Recent efforts have attempted to bridge this gap by
integrating visual comprehension within a single
model, aiming to create a unified representation
that captures both visual and linguistic information.
For example, models such as LLaVA (Liu et al.,
2024) and Video-LLaMA ((Zhang et al., 2023))
utilize shared visual encoders to process images
and videos.

In the surgical applications, the ability to under-
stand and process both images and videos is of
paramount importance (Saab et al., 2024; Li et al.,
2024b). Surgical procedures generate a wealth of
visual data, including static images and dynamic
videos. While general-domain vision-language
models have been successful, they are less effec-
tive in surgical contexts because surgical visual-text
pairs differ significantly from typical web content.
This discrepancy can cause general-domain visual
assistants to act like laypersons, either avoiding sur-
gical questions or providing incorrect or completely
fabricated responses. Despite significant advances
in surgery visual question answering (VQA), prior
methods often treat the problem as a classification
task (e.g., choosing among specific answers from
the training set) (Kirtac et al., 2022; Valderrama
et al., 2022). As a result, conversational generative
Al for surgical applications is often restricted to
specific tasks.

In this paper, we present Surgical-LLaVA, a first
attempt to extent multimodal instruction-tuning to
the surgical domain for multimodal conversational
assistant. Inspired by recent work in instruction-
tuning, Surgical LLaVA uses GPT-3.5 to generate
diverse surgical multimodal instruction-following
data using image/video-pairs, and fine-tune a sur-
gical domain vision-langauge model using LoRA
method. Specifically, our paper contributed follows
as:

* We propose Surgical-LLaVA, a multimodal
model capable of engaging in meaningful con-



versations about surgical scenarios. It com-
bines the language understanding capabilities
of LLMs with a pretrained visual encoder tai-
lored for spatiotemporal representations of
surgical procedures.

* We present datasets consisting of high-quality
surgical visual instruction pairs, generated
through a scalable and diverse annotation
framework specifically designed for the surgi-
cal scenarios.

* We achieved superior performance compared
to existing instruction-following agents in
video reasoning for surgery scenario and vi-
sual question-answering.

2 Related Work

Large Langauge Models The emergence of large-
scale language models (LLMs) such as GPT ,
LLaMA and OPT (Zhang et al., 2022) has led to
a paradigm shift in the field of natural language
processing. These models excel in language gen-
eration and in-context learning, and demonstrate
the ability to understand complex tasks. The high
adaptability and generalisability of LLMs has led
researchers to fine-tune these models for optimal
performance.

One of the key strategies in such research is
instructional tuning. This approach focuses on im-
proving the model’s alignment with user intent and
optimising the quality of its output. For example,
InstructGPT (Ouyang et al., 2022) and ChatGPT
use this technique to improve their ability to inter-
act with a variety of dialogues and answer complex
questions. This effective approach has recently
been applied to open source models such as Al-
paca (Peng et al., 2023) and Vicuna, resulting in
performance improvements.

Leveraging LLMs for Multimodal Under-
standing The recent advancements in multimodal
understanding have been primarily driven by the in-
tegration of image-based vision models with large
language models (LLMs). Pioneering contribu-
tions, such as Flamingo (Alayrac et al., 2022) and
BLIP-2 (Li et al., 2023), have demonstrated the
power of leveraging web-scale image-text data and
cross-modal alignment techniques to exhibit im-
pressive capabilities in conversational and few-shot
learning settings. Equally noteworthy is the emer-
gence of Large Language and Vision Assistant
(LLaVA) (Liu et al., 2024), a model derived from

the LLaMa architecture, which capitalizes on GPT-
4’s language proficiency to generate multimodal
instruction-following data. Through instruction
tuning on the derived data, LLaVA has showcased
promising multimodal chat capabilities, hinting at
the scalability potential of such an approach. Fur-
thermore, the InstructBLIP (Dai et al., 2024) model
has demonstrated strong image-based dialogue ca-
pabilities through vision-language instruction tun-
ing and innovative instruction-aware visual fea-
ture extraction. Inspired by these success, several
medical vision-language model have been studied
(Shu et al., 2023; Yunxiang et al., 2023; Wu et al.,
2023). LLaVA-Med (Liu et al., 2024) fine-tuned
from biomedical data to instruction-following data
and achieved superior performance on a variety of
prompts.

Surgical Scenario Visual Question Answering
Early surgery video datasets primarily consisted
of images and their corresponding annotations, fo-
cusing on tasks such as instrument detection, seg-
mentation, and procedural step recognition. The
Cholec80 dataset (Twinanda et al., 2016) and the
EndoVis18 dataset (Allan et al., 2020) were pio-
neering efforts in this domain, providing annotated
laparoscopic videos and surgical scenes for instru-
ment recognition and segmentation, respectively.
However, the creation and annotation processes
for these datasets were labor-intensive and time-
consuming, limiting their scalability and diversity.
To address these limitations, researchers shifted
their focus towards leveraging the abundance of
visual-text resources available in the medical do-
main. (Seenivasan et al., 2022) and (Seenivasan
et al., 2023) pioneered the integration of visual
and textual information by constructing datasets
tailored for visual-question answering tasks in sur-
gical settings. These datasets aim to capture the
rich multimodal information present during surgi-
cal procedures, enabling the development of mod-
els capable of simultaneously understanding and
reasoning about complex visual and textual cues,
thereby opening new avenues for research and al-
lowing the exploration of novel tasks and appli-
cations that leverage the synergy between visual
and textual information. Surgical-LLaVA aimed to
develop an effective vision-language assistant for
various complex prompts by generating multimodal
instruction-following data for surgical scenarios by
utilizing the language capabilities of LLMs such as
GPT.



Caption:

Instruction-following Annotation:

-

The current phase is CalotTriangleDissection, and the tools used are: grasper, clipper and irrigator.

User: How does the grasper assist in the Calot's Triangle dissection phase?

Assistant: The grasper is a surgical tool that is used to securely hold and manipulate tissues within the Calot's
Triangle, allowing for precise dissection and identification of anatomical structures.

User: In what way does the irrigator contribute to the success of the Calot's Triangle dissection phase?

Assistant: The irrigator helps to maintain a clear surgical field by flushing away blood and debris, allowing for
better visualization and accurate dissection of critical structures within the Calot's Triangle.

J

Figure 1: An example to illustrate the instruction-following data. We utilized the original caption to create an
annotation that follows instructions with various prompts. The video and caption were acquired from Cholec80
dataset (Hong et al., 2020). The instruction-following data generated by GPT-3.5 using the text only (captions).

3 Surgical Visual Instruction Data
Generation

This section describes a data-driven approach for
multimodal directive follow-up data collection us-
ing LL.Ms using a novel framework specifically
tailored to the surgical scenarios. Inspired by the
recent success of visual language models in text
annotation tasks, our approach is based on widely
available image pair data, but with one important
difference: medical data requires a specific and
specialized context, so creating instructions using
LLMs trained only on general data may result in
the loss of important medical information. To ad-
dress these issues, we adopted the LLaVA approach
(Peng et al., 2023) for data generation and incorpo-
rated annotation information as input to facilitate
the generation of instructional data tailored to the
surgical scenario. Specifically, our framework is
the basis for generating a variety of contextualized
instructions using expert-annotated surgical image
data.

Recognizing the lack of comprehensive informa-
tion in the original annotations, we attempted to
leverage LLM’s medical and background knowl-
edge, such as GPT-3.5. We leveraged the original
annotations to create instruction-following anno-
tations with various prompts and instructions, as
shown in Figure 1. By leveraging LLM’s powerful
language understanding and generation capabilities,
it plays a key role in expanding the original anno-
tations and incorporating relevant medical knowl-
edge, procedural details, and contextual cues to

create comprehensive and informative guideline-
following annotations. To achieve this, we cre-
ate a test set based on the ActivityNet-200 dataset
(Caba Heilbron et al., 2015), which contains videos
accompanied by detailed descriptive captions and
human-annotated question-answer pairs. Moreover,
we construct an evaluation pipeline utilizing the
GPT-3.5 model. This approach not only allows us
to generate high-quality, multimodal guidance data
specific to the surgical scenarios, but also effec-
tively utilizes existing annotation resources.

4 Surgical-LLaVA

Surgical-LLaVA is a vision-language model that
enhances surgical scenario analysis and conversa-
tion capabilities by aligning visual representations
with a LLM. To achieve this, we leverage exist-
ing approaches used in the development of vision-
language (VL) models for visual tasks. Given the
scarcity of visual-caption pairs and the significant
resources required for training from scratch, our
strategy involves adapting pretrained image-based
VL models for visual applications, as seen in pre-
vious works (Rasheed et al., 2023; Ni et al., 2022).
We specifically build upon the LLaVA, an Large
Multimodal Model (LMM) that combines the vi-
sual encoder of CLIP (Radford et al., 2021) with
the Vicuna language decoder (Chiang et al., 2023),
and is fine-tuned end-to-end on generated instruc-
tional vision-language data. We further fine-tune
LLaVA with our visual-instruction data to tailor it
for conversation tasks.
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Figure 2: Architecture of Surgical-LLaVA. We adopted llava as the baseline, which vicuna as the LLM model and
the pre-trained CLIP visual encoder ViT-L/14 as the visual model. The training involves encoding these inputs into
token representations, followed by joint contrastive learning to align modalities within the semantic space. LoORA
fine-tuning is applied to enhance the model’s efficiency and performance.

4.1 Architecture

The primary goal is to effectively apply the capa-
bilities of the pre-trained LLLM and visual model to
surgical scenarios. The architecture is illustrated
in Figure 2. We adopted LLaVA as the baseline,
which vicuna as the LLM model and the pre-trained
CLIP visual encoder ViT-L/14 as the visual model.
Our visual encoder, originally designed for im-
age processing, is extended to handle video inputs.
Given a video sample V; € RT*H>xWxC with T
frames, the encoder generates both temporal and
spatial features. To derive video-level features, we
perform average pooling on the frame-level embed-
dings along the temporal dimension, resulting in
video-level temporal representations t; € RV*P.
Similarly, average pooling along the spatial dimen-
sion produces video-level spatial representations
z; € RT*P_ By concatenating the temporal and
spatial features, we obtain comprehensive video-
level features.

4.2 Visual Understanding Training

The overall training process for Surgical-LLaVA
follows a similar approach to LLM models like
GPT. The model takes as input a text seqeunce X
and visual data Xy, (image or videos). These inputs
are encoded into a token representation according

to Eq 1. The training objective is to maximize the
likelihood probability in Eq 2.

Zr = fr(Xr), Zyv = fp(fr(Xy)) @)

L
p(XA | XV,XT) = Hpe <XE§ | ZV7 Z[j{:zfl]>
i=1

2
where L represents the length of the generated se-
quence, and 6 denotes the trainable model param-
eters. This phase focuses on enabling the model
to interpret visual representation from an extensive
dataset comprising image/video-text pairs. Each
visual sample corresponds to a single round of con-
versation data (X, X,), where X7 = X, and X,
serves as the ground truth.

Joint Contrastive Learning In our approach, we
employ a dynamic joint training that includes both
image and video samples within each batch. We
employ a transformer model for our language en-
coder. The language encoder transforms these to-
kens into a text logit y € RY*C, where L is the
length of the sequence. To align different modal-
ities, we leverage contrastive learning techniques
(Chen et al., 2020). This approach aims to increase
the similarity between paired data, bringing them



into closer proximity within the semantic space,
while decreasing the similarity between unpaired
data. By using contrastive learning, we can asso-
ciate each modality with the language component.

K

1 exp(z; yi/T)
Lyvor = —— Sy
K i=1 ijl eXP(l‘iTyj/T)

In this context, x; refers to the ¢-th modality data
(image and video) and y; to the j-th text, with
both their features being normalized. K stands for
the batch size, and 7 is the temperature parame-
ter. By aligning each modality M directly with
language T', we achieve significant improvements.
This ensures a stronger alignment than a one-way
alignment.

3)

4.3 Visual Instruction Tuning

We employ instruction-tuning of the LLM on
the prediction tokens, utilizing its original auto-
regressive training objective. The pretrained model
is finetuned with curated, high-quality visual-text
pairs. During the fine-tuning phase, we use pre-
defined prompts based on the following template:

USER: <Instruction>
<Visual-tokens> Assistant:

In this framework, the <Instruction> signifies
a query related to the visual content, randomly
selected from a dataset of visual-question-answer
pairs. The predicted <Answer> corresponds specif-
ically to the query posed. During training, the
weights for both the visual encoder and the lan-
guage model remain fixed, and the model aims to
maximize the likelihood of predicting the tokens
that form the answer by adjusting the linear layer.

LoRA fine-tuning We apply the LoRA (Hu et al.,
2021) technique to expedite the fine-tuning process.
For an encoder with a weight matrix W, € R%**,
we keep the weight matrix W fixed while learning
an additional weight matrix BA. Specifically, for
a modality-agnostic encoder h(-) and input z, the
forward pass is defined as follows:

h(z) = Woz + BAx

Here, B € R?™" and A € R"*¥ where r is the
minimum of d and k. It is crucial to note that
both Wy and B A share the same input and output
dimensions, allowing their outputs to be summed
to produce the final result.

S Experiments

Implementation Details We use LLaVA as our
baseline model. We finetune the model for 3 epochs
using a learning rate of le-5 and overall batch size
of 16. The training of our 7B model took around
16 hours on 4 RTX3090 24GB GPUs. During in-
ference, for memory efficiency, we load the model
in FP16 mode. The data in each batch is random
combination of images and videos.

Data Description We utilized three datasets as vi-
sual datasets for our surgical scenario.

¢ Cholec80-VQA (Twinanda et al., 2016) con-
tains Q&A pairs for 80 video sequences of the
Cholec80 dataset. The videos are configured
at 25 frames per second (fps), while the an-
notations are provided at 1 fps. To align with
the annotation frame rate, we extracted frames
from the videos at 1 fps.

e EndoVis-18-VQA (Allan et al., 2020) con-
sist of Q&A pairs for 18 robotic nephrectomy
procedure video sequences from the MICCAI
Endoscopic Vision Challenge 2018 dataset.
For this dataset, we utilized 2,600 images and
leveraged multiple annotations per single im-
age.

e PSI-AVA-VQA (Valderrama et al., 2022) con-
sists of 10291 Q&A pairs with 35 answer
classes of holistic surgical scenario. They are
constructed based on the surgical phase, step
and location annotation provided in the PSI-
AVA dataset.

5.1 Surgical Video Understanding

To evaluate the performance of Surgical-LLaVA on
surgical scenario conversation, we present a bench-
mark designed to assess the text generation capa-
bilities of visual models. The evaluation pipeline
for video understanding follows Video-ChatGPT
(Maaz et al., 2023). This pipeline evaluates the
model’s performance and assigns relative scores to
the generated responses on a scale of 1-5, in the
following three dimensions:

(i)  Conversation: We assesses the accuracy and
relevance of the model’s responses during
the visual dialogue, ensuring it accurately
reflects the video content without any misin-
terpretations or false information.



Table 1: Comparison between different large visual language models on video reasoning benchmarks.

Methods LLM size Conversation Detail description Complex reasoning
Accuracy Score Accuracy Score Accuracy Score
Video-ChatGPT (Maaz et al., 2023) 7B 42.7 3.1 38.0 2.6 39.8 2.5
Video-LLaVA (Lin et al., 2023) 7B 51.4 33 40.3 2.7 41.1 2.6
Surgical-LLAVA 7B 58.3 3.9 47.1 3.2 46.5 31

Visual input example, Surgical video

User This video is about kidney cancer surgery, describe about this video.

Surgical-LLaVA In this image, the surgeon is using a bipolar forceps located at the left-bottom to
grasp and manipulate tissues during the kidney cancer surgery. The prograsp forceps,
located at the right-bottom, are idle, indicating that they are not currently being used.
The monopolar curved scissors, located at the right top, are also idle, suggesting that
no cutting or cauterization is currently taking place. The overall setup indicates a
careful and precise approach to the surgical procedure, with the tools strategically
positioned for efficient and safe manipulation of the kidney during the operation.

User What is purpose of using a prograsp forceps?
Surgical-LLaVA The prograsp forceps are used to securely hold and manipulate tissues or organs
during the surgical procedure, allowing for precise movements and control.

User This video is about kidney cancer surgery, describe about this video.

Video-LLaVA This is an video of a surgical procedure for kidney cancer. The surgeon is using a
robotic arm to remove the tumor from the patient's abdomen. The patient is under
anesthesia and the surgeon is using a surgical instrument to remove the tumor. The
surgery is being performed in a hospital operating room.

Figure 3: Example comparison of surgical visual chat and reasoning capabilities. Compared to Video-LLaVA (Lin
et al., 2023), Surgical-LLaVA offers specific and accurate answers to surgical scenarios.

(i1)  Detail description: We evaluate the thor-
oughness of the model’s responses, check-
ing for completeness by ensuring all major
points from the video are covered, and for
specificity by including precise details rather
than generic statements.

(iii)) Complex reasoning: We assess the model’s
ability to engage in complex reasoning, en-
suring its responses demonstrate an under-
standing of the video’s context and logical
connections between the content points.

Among the models evaluated, Surgical-LLaVA
stands out with the highest scores across all three
dimensions as shown in Table 1. The Surgical-
LLaVA model not only demonstrates superior con-
versation and detailed descriptions but also excels
in complex reasoning, particularly in understand-
ing and articulating intricate surgical scenarios .
This ability to grasp and reason through complex
medical content is critical, showcasing its poten-
tial for applications in surgical environments where
accurate and nuanced interpretation of video con-

tent is paramount. In Figure 3, we illustrate exam-
ple of surgical visual conversations using different
representative chatbot on image. Surgical-LLaVA
responds to questions accurately, leveraging medi-
cal knowledge, whereas Vidoe-LLaVA (Lin et al.,
2023) responds more like a layperson, often pro-
ducing commonsense-based hallucinations.

5.2 Evaluation on Visual Question-Answering
Benchmarks

In this evaluation, we assess the performance of var-
ious models on visual question-answering (VQA)
tasks, particularly focusing on the Cholec80-VQA,
EndoVis18-VQA, and PSI-AVA-VQA datasets. Ta-
ble 2 provides a comparative analysis of different
models based on their performance metrics. Table
2 shows that Surgical-LLaVA significantly outper-
forms existing models, achieving the highest ac-
curacy rates in all three datasets. The ability to
maintain high accuracy across different datasets
highlights the versatility and reliability of Surgical-
LLaVA in handling various types of visual and
contextual information in surgical videos. Its con-



Table 2: Comparison of various models on visual question-answering.

Methods Cholec80-VQA EndoVis18-VQA PSI-AVA-VQA

VisualBert (Li et al., 2019) 89.7 61.4 58.5

Block (Peng et al., 2020) 89.5 60.1 59.9

MFH (Yu et al., 2018) 87.5 58.8 47.8

Surgical-VQA (Seenivasan et al., 2022) 89.8 63.2 65.6

Surgical-LLaVA 92.2 68.7 67.1
Conversation

g f‘t
]«

[Input Instruction] Summarize this video segment.

[Surgical-LLaVA]

The grasper is used to grasp the hook and pull it out of the calotTriangle. The hook is then clipped and
graspered again to grasp the clipper. The clipper is then used to clip the hook and the grasper is used to pull
itout.

Detail description

[Input Instruction] Describe the video in detail.

[Surgical-LLaVA]

In this video, a team of medical professionals is performing a laparoscopic cholecystectomy, a surgical
procedure to remove the gallbladder. The surgery is being performed using a grasper to hold and
manipulate tissues, a bipolar instrument to coagulate blood vessels, and a hook to dissect and cut tissues.
The surgeon is carefully navigating through the abdomen to access the gallbladder and safely remove
it...<omit>

Complex reasoning

[Input Instruction] What should | be aware of when operating at this stage?

[Surgical-LLaVA]

During the Preparation phase of a surgical procedure, the surgical team is focused on getting everything
ready for the main part of the operation. This phase is crucial for ensuring a smooth and successful surgery.
Here are some key actions that should be taking place during this phase:

1. Patient positioning: The patient is positioned on the operating table in the appropriate manner to provide
optimal access to the surgical site.

2. Sterile draping: The surgical team ensures that the surgical site is properly draped and sterilized to
prevent any contamination during the procedure.

3. Instrument preparation: The surgical team checks and prepares all the necessary instruments and
equipment for the surgery, ensuring they are clean and sterile... <omit>

Figure 4: Examples from Surgical-LLaVA’s demonstration of video reasoning. It shows conversation, detail
description and complex reasoning cases.

sistent performance across multiple benchmarks 5.3 Qualitative Evaluation
signifies a major leap forward in interaction with
visual surgery data. To comprehensively assess the capabilities of our

proposed Surgical-LLaVA model, we conducted an
extensive qualitative evaluation spanning a diverse



array of open-ended video question-answering
tasks.

Conversation We confirmed whether the model ac-
curately reflects the content of the surgical videos
without introducing any hallucinations or misinter-
pretations. This involves verifying that the gener-
ated text stays true to the visual information pre-
sented and is contextually appropriate as illustrated
in top of Figure 4.

Detail Description We evaluated the model’s ca-
pacity to generate detailed and descriptions of the
surgical scenes. Surgical-LLaVAs describe the
tools, steps, and even a description of the surround-
ing tissues in a surgery as illustrated in middle of
Figure 4.

Complex Reasoning These tasks focused on the
model’s capability to perform complex reasoning
based on the visual information and contextual
knowledge, . Surgical-LLaVA identified the current
phase from the visual data and effectively suggest
things to watch out for at that stage, as exemplified
in bottom of Figure 4.

Throughout the evaluation, our Surgical-LLaVA
model demonstrated remarkable proficiency in
comprehending the visual content of the surgical
videos and generating accurate, informative, and
contextually relevant responses across the various
tasks. The model effectively leveraged the visual
information present in the videos to provide pre-
cise answers, detailed descriptions, and reasoned
insights, showcasing its capability in understanding
and reasoning about complex surgical procedures.

5.4 Ablation Study

We conducted an ablation study on joint contrastive
learning. As shown in Table 3, we compared the
performance of Surgical-LLaVA™ without image
training. The model trained with both images and
videos shows significant improvements across all
metrics. These findings indicate that combining im-
age and video training enhances the LLM’s ability
to comprehend visual representations in surgical
scenarios.

Table 3: Effect of joint training. We evaluate on three
visual question-answering datasets. * denotes that we
utilized only video data in both the first and second
stages.

Methods Conversatoin  Detail description Complex reasoning

Surgicla-LLaVA* 57.5 445 42.0
Joint with image 58.3 47.1 46.5
A Acc. +0.8% +2.6% 3.5%

6 Conclusion

In this work, we introduced Surgical-LLaVA, a
multimodal model designed for engaging in mean-
ingful conversations and reasoning about surgical
scos. By integrating the language understanding ca-
pabilities of LLLMs with pretrained visual encoders
tailored for spatiotemporal representations of sur-
gical procedures, Surgical-LLaVA exhibits impres-
sive multi-modal chat abilities in surgical contexts.
A contribution of our work is the introduction of
a novel dataset consisting of high-quality surgical
visual instruction pairs, generated through a scal-
able and diverse annotation framework specifically
designed for the medical domain. Through quanti-
tative and qualitative evaluations, we demonstrated
Surgical-LLaVA’s superior performance compared
to existing state-of-the-art models in various tasks,
including visual question-answering, video reason-
ing about surgical scenarios.

Limitations

The success of Surgical-LLaVA underscores the
potential of combining large language models with
specialized visual encoders for domain-specific
applications. However, current public surgical
datasets have limitations in providing limited in-
formation such as phase, tool, etc. The ability to
include specific and diverse information in surgi-
cal datasets will greatly improve scalability. In
addition, the study should actually be reviewed by
clinicians for its utility. This work is anticipated
to provide valuable insights into multi-modal ap-
proaches for surgical scenarios within the LLM
framework, paving the way for advancements in
Al-assisted surgical training, decision-making pro-
cesses, and patient care.
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