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Abstract

Recent studies on personas have improved the001
way Large Language Models (LLMs) inter-002
act with users, but the impact of personas on003
knowledge-based Question Answering (QA)004
tasks has been underexplored. Inspired by Hol-005
land Occupational Themes, this study proposes006
Profession-Based Personas (PBPs) and Occu-007
pational Personality-Based Personas (OPBPs)008
to enhance performance in domain-specific QA009
tasks. We investigate the impact of PBP and010
OPBP on scientific datasets within the Massive011
Multitask Language Understanding (MMLU)012
benchmark. Experimental results show that013
PBPs, exemplified by the “scientist”, achieve014
an accuracy improvement of 1.29% over the015
baseline. In contrast, the “artist” displays the016
lowest performance, with a 31.21% decrease017
and significant variability. Our findings demon-018
strate that assigning PBPs to LLMs enhances019
models’ ability to invoke domain knowledge.020
Additionally, we observed that OPBPs might021
lead to lower performance, even when the de-022
fined personality type is relevant to the task.023

1 Introduction024

Large Language Models (LLMs) have transformed025

various domains by enabling these models to gen-026

erate human-like text. One notable technique en-027

hancing the diversity and capability of LLMs is028

the concept of personas. Personas allow LLMs to029

mimic the linguistic and behavioral patterns of spe-030

cific individuals(Wang et al., 2024a). This approach031

has not only met user expectations in dialogue sys-032

tems by ensuring consistent responses (Liu et al.,033

2020; Chen et al., 2024) but also contributed to per-034

formance improvements across various NLP tasks035

(Oh et al., 2023; Wang et al., 2024c).036

Recently, there has been an increasing interest037

in applying personas within Question Answering038

(QA) systems using LLMs such as ChatGPT (Ope-039

nAI, 2022) to analyze LLM’s response. Some stud-040

ies have shown that role-play prompting can serve041

as an effective implicit Chain of Thought trigger, 042

enhancing performance in reasoning tasks such as 043

solving mathematical problems (Kong et al., 2024). 044

Other research has demonstrated how applying per- 045

sonas in QA can reveal previously undetected im- 046

plicit reasoning biases (Gupta et al., 2024). 047

Despite various attempts to apply personas in 048

QA tasks, the specific application of personas to en- 049

hance performance in knowledge-based QA tasks 050

remains insufficiently studied. These tasks often 051

require domain knowledge and a deep understand- 052

ing of complex fields such as science, where the 053

accuracy and depth of responses are critical. Ex- 054

isting methods, such as fine-tuning and retrieval- 055

augmented generation to mitigate hallucinations, 056

highlight the complexity and inherent challenges 057

of these tasks (Singhal et al., 2023; Tonmoy et al., 058

2024). Therefore, generic persona designs intended 059

for natural interactions may not suffice in address- 060

ing the unique requirements of domain-specific QA. 061

Investigating carefully tailored persona strategies 062

like expert personas could be beneficial in enhanc- 063

ing performance in these specialized environments. 064

Given these considerations, our study is 065

grounded in Holland Occupational Themes 066

that categorizes individuals into six personality 067

types—Realistic, Investigative, Artistic, Social, En- 068

terprising, and Conventional (Holland, 1985). This 069

framework provides a theoretical foundation for 070

developing expert personas. We aim to experimen- 071

tally evaluate whether expert personas can enhance 072

performance in complex, domain-specific QA tasks 073

through interactive prompting alone, without the 074

need for auxiliary methods such as training. 075

For our experiments, we devise two types of 076

occupational personas: Profession-Based Personas 077

(PBPs) and Occupational Personality-Based Per- 078

sonas (OPBPs). Through comprehensive experi- 079

mentation across multiple conversational models, 080

we analyze how these personas impact domain 081

knowledge in QA tasks. Additionally, we explore 082
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Figure 1: Impact of persona on LLMs in scientific-dataset: “Scientist” enhanced performance by 0.78%p (1.29%),
outperforming the No Persona baseline. “Scientific” and “Investigative” demonstrated similar but lower results,
indicating the model’s ability to distinguish between profession and personality traits. The “Artist” persona exhibited
the lowest performance, showing a decrease of 18.85%p (31.21%) compared to the baseline. These results underscore
that the extent of domain knowledge associated or limited by occupational personas significantly affects performance.

which approach exhibits greater effectiveness in en-083

hancing performance and observe how well models084

distinguish between professional and personality085

traits. Our findings in zero-shot scenarios without086

additional training suggest the broad applicability087

and effectiveness of straightforward persona-based088

prompting strategies.089

2 Related work090

Persona adoption has been extensively studied in di-091

alogue systems, including using LLMs to emulate092

various characters (Park et al., 2023), and ensuring093

consistent personas in user interactions or character094

simulations (Xu et al., 2022; Li et al., 2023; Gao095

et al., 2023). Research has explored various types096

of personas, covering socio-demographic charac-097

teristics such as race, gender, and profession, (Wan098

et al., 2023), personality types (Jiang et al., 2024;099

Tan et al., 2024), and fictional or real-life figures100

(Shao et al., 2023). These studies have also ad-101

dressed ethical issues related to the toxicity (Desh-102

pande et al., 2023) and bias (Sheng et al., 2021;103

Gupta et al., 2024) in text generated by certain per-104

sonas. Some studies have introduced personas in105

QA tasks (Kong et al., 2024; Gupta et al., 2024);106

however, the potential of personas to enhance do-107

main knowledge remains underexamined.108

3 Occupational Persona for 109

Domain-Specific QA 110

To explore the differential impacts of occupa- 111

tional persona assignment on the performance of 112

LLMs in QA tasks, we employed two types of per- 113

sonas: Occupational Personality-Based Personas 114

(OPBPs) from Holland’s Occupational Themes and 115

Profession-Based Personas (PBPs) representing do- 116

main experts. 117

For OPBPs, we considered two prompt styles. 118

The first type, termed Brief, uses simple descriptors 119

like “realistic person.” The second type, termed De- 120

scriptive, in addition to the previously mentioned 121

descriptors, contains more elaborate descriptions 122

from Holland’s original literature (an example is 123

provided in Appendix A), providing a richer back- 124

ground to embody the occupational personality. 125

For PBPs, we assigned roles with specific task 126

domains, such as a “scientist” for science-related 127

QA tasks to embed deep domain knowledge within 128

the LLM. This strategy is flexible and can be 129

adapted to any domain expert relevant to the QA 130

task at hand. This approach aims to simulate an 131

expert’s perspective and understanding of the field. 132

To construct prompts, we utilized three standard- 133

ized persona instructions and user prompts from 134

previous research (Gupta et al., 2024) (more details 135

in Appendix B). The {persona} placeholder is filled 136
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with each respective persona from PBPs and Brief137

OPBPs. For instance, if “scientist” is employed as a138

professional persona, one of the prompts would be:139

“You are a scientist. Your responses should closely140

mirror the knowledge and abilities of this persona.”141

4 Experiment142

4.1 Experiment Setting143

4.1.1 Datasets and Evaluation144

To assess the impact of occupational personas on145

QA performance, we selected three science-related146

datasets from the Massive Multitask Language Un-147

derstanding (MMLU) benchmark (Hendrycks et al.,148

2021). These datasets were chosen to test the ef-149

fectiveness of personas in enhancing QA perfor-150

mance in fields requiring deep domain expertise.151

The test sets from each dataset were used, compris-152

ing 144 instances for college biology, 100 instances153

for college chemistry, and 102 instances for college154

physics.155

We used a zero-shot setting to evaluate the in-156

herent understanding of personas by LLMs and to157

avoid any effects from in-context examples. The158

performance of each persona was reported as an159

average from three different persona instructions,160

with three runs each, to capture the general trends.161

Specifically, we reported the averaged accuracy,162

averaged extraction failure rate, and standard devi-163

ation from the nine runs. The extraction failure rate164

indicates that the model either failed to answer in165

the specific format defined in the user prompts or166

abstained from answering the questions.167

During the evaluation, we refined a pattern-168

matching answer extraction technique initially ap-169

plied in prior research1. Our modified approach170

emphasizes that incorrect information is not mis-171

takenly validated as correct by the reduction of172

false positives over false negatives. Unlike the orig-173

inal method, which accepted an answer as correct174

if it matched one of the possible choices (e.g., (A)175

when both (A) and (B) were potential answers), we176

considered a response incorrect if more than one177

answer is produced.178

4.1.2 Model selection179

Existing research demonstrated that the ChatGPT180

model effectively applies personas (Park et al.,181

2023; Wan et al., 2023; Wang et al., 2024b; Desh-182

pande et al., 2023; Gupta et al., 2024). There-183

1https://github.com/allenai/persona-bias/blob/
main/persona/evaluators/mmlu.py

Figure 2: Micro-averaged accuracy and extraction fail-
ure rate of OPBPs across three datasets. The labels R,
I, A, S, E, and C correspond to Realistic, Investigative,
Artistic, Social, Enterprising, and Conventional, respec-
tively. Blue bars show the accuracy for Brief, red bars
for Descriptive, and gray bars for extraction failures.
The gap between the solid and dashed lines indicates
the extraction failure rate without a persona.

fore, we focused primarily on analyzing GPT-3.5 184

(gpt-3.5-turbo-0613) in Section 4.2, with the com- 185

plete results included in Appendix C.1. In addi- 186

tion, we included the recent models Meta-Llama- 187

3-8B-Instruct and Meta-Llama-3-70B-Instruct2 in 188

our experiments, using quantized versions of these 189

models through transformers-8bit3. The experimen- 190

tal results for the Llama-3 models are detailed in 191

Appendix C.2. 192

4.2 Results 193

ChatGPT-3.5 exhibited clear adoption of the per- 194

sona, both explicitly with expressions like "As an 195

artistic person, I cannot ..." and implicitly through 196

noticeable score changes. The overall results are 197

depicted in Figure 1. 198

4.2.1 Impact of Occupational 199

Personality-Based Persona 200

Figure 2 shows distinct performance variations 201

with OPBPs, indicating that personas significantly 202

influence outcomes in domain-specific tasks. How- 203

ever, across all models, those with any persona 204

underperformed compared to those without, even 205

when the persona was seemingly beneficial, such as 206

Investigative. Furthermore, most OPBPs exhibited 207

2https://llama.meta.com/llama3/
3https://github.com/TimDettmers/bitsandbytes

3
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College Biology College Chemistry College Physics
No Persona 73.61 (±1.20) 47.67 (±1.15) 54.25 (±1.13)
Scientific Person 73.76 (±2.82) 45.89 (±2.37) 50.33 (±2.40)
Scientist 74.23 (±0.64) 51.56 (±1.81) 52.18 (±1.45)
Biologist 74.31 (±2.48) 47.00 (±3.71) 40.19 (±7.50)
Chemist 72.07 (±1.80) 49.89 (±1.17) 42.48 (±6.83)
Physicist 71.84 (±2.53) 51.44 (±2.24) 50.54 (±3.29)
Artist 58.64 (±7.98) 37.78 (±11.13) 28.22 (±13.74)

Table 1: Average accuracy (± standard deviation) of nine runs for science-related professions and artist personas.
Boldfaced values denote performance that exceeded the No Persona baseline for each dataset.

higher extraction failure rates than the No Persona208

baseline. This suggests that while personality as-209

signments can enhance the ability to linguistically210

simulate roles, they do not necessarily improve per-211

formance in domain-specific QA tasks.212

Brief assigns roles directly, whereas Descriptive213

includes more detailed depictions of personality214

related to occupations. Assuming the models had215

fully adopted Holland’s premises, minimal perfor-216

mance differences would be expected; however,217

the observed substantial differences suggest that218

the models respond variably to these prompt styles.219

Realistic and Conventional perform better with De-220

scriptive due to depictions favorable for solving221

scientific problems, such as phrases like "solves222

problems systematically." This indicates that the223

capacity for systematic problem-solving influences224

outcomes significantly. Investigative consistently225

yields high performance across both prompt types226

and maintains an extraction failure rate as low as227

the baseline, reflecting its adaptability. In contrast,228

Artistic and Social exhibit lower performance with229

Descriptive due to character traits depicted as less230

suitable for systemic problems. Artistic scored the231

lowest and exhibited the highest extraction fail-232

ure rate along with substantial abstentions (more233

details in Appendix D), suggesting a significant234

bias. Enterprising achieves the highest scores with235

Brief but experiences a decline with Descriptive, at-236

tributed to portrayals suggesting a lack of scientific237

ability.238

4.2.2 Evaluation of Profession-Based Persona239

Performance240

As shown in Table 1, we assigned PBPs corre-241

sponding to science datasets: Scientist, Biologist,242

Chemist, and Physicist. Additionally, we included243

an Artist, the representative profession for the244

Artistic personality, which displayed the largest245

performance drop as observed in Figure 2.246

The Scientific person, while an approximation 247

of Scientist, is rooted in the personality persona 248

framework and therefore did not evoke much do- 249

main knowledge. As a result, this led to an accuracy 250

similar to that of the Investigative (Figure 1). 251

Assigning precise professional personas led to 252

enhanced performance due to their associated do- 253

main expertise expansion. In the College Biology 254

dataset, Biologist improved performance by 0.7%p, 255

and Scientist by 0.62%p. In the College Chem- 256

istry dataset, Chemist increased scores by 2.22%p 257

and Scientist by 3.89%p. Conversely, Artist expe- 258

rienced a significant drop in accuracy and exhib- 259

ited a high degree of variability, which might be 260

attributed to the model perceiving the domain ex- 261

pertise as less relevant. 262

5 Conclusion 263

In this study, we introduced an approach based 264

on a theoretical framework for assigning occupa- 265

tional personas to enhance performance in domain- 266

specific QA tasks. Utilizing Holland Occupational 267

Themes, we developed two types of personas: 268

Profession-Based Personas (PBPs) and Occupa- 269

tional Personality-Based Personas (OPBPs). We 270

analyzed their influence on knowledge-based QA 271

problems and confirmed that personas help enhance 272

LLMs’ ability to leverage domain knowledge. Our 273

experiments demonstrate that PBPs can improve 274

accuracy. However, we also found that OPBPs may 275

lead to decreased performance, even when the per- 276

sonality types align with the tasks and descriptions 277

are detailed. 278

6 Limitations 279

Our study explored the impact of occupational 280

personas, categorizing them into professional and 281

personality-based types based on Holland’s six cat- 282

egories. While these categories provide a structured 283
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approach to personality traits, it is important to note284

that they do not generalize to all possible occupa-285

tional types.286

We designed our approach to evaluate the im-287

pact of occupational personas on performance.288

While we mainly analyzed on specific occupational289

groups for PBPs, such as biologists, chemists, and290

physicists; a broader range of occupational per-291

sonas can be applied to various domains and tasks.292

Future studies could expand on this by applying293

professional and personality-based personas in vari-294

ous fields, using a wider range of LLMs like GPT-4295

(OpenAI, 2024), to explore the applicability and ef-296

fectiveness of our findings across broader contexts.297
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A Holland Occupational Themes426

Holland proposed the occupational personality427

types and provided detailed descriptions for six428

types (Holland, 1985). Most people can be cate-429

gorized into one of these six types, and Table 2430

presents the description for the Artistic type.431

B Prompts432

In this study, we combined the system prompt and433

user prompt into a single prompt for our experi-434

ments. We adopted the prompt format suggested435

in previous research that performed MMLU tasks436

based on persona assignment (Gupta et al., 2024).437

Table 3 provides the persona instructions used as438

the system prompt in the experiment. The format439

of the user prompts used in the experiment is de-440

tailed in Table 4, including a brief description of the441

MMLU task, the answer format, and the questions.442

C Overall Experimental Results 443

In the overall experiment, we used a baseline with 444

no persona and assigned 18 different personas to 445

three LLMs across three datasets in the MMLU 446

benchmark: college biology, college chemistry, and 447

college physics. The 18 personas included five 448

PBPs, seven OPBPs (Brief ), and six OPBPs (De- 449

scriptive). The performance results tables show the 450

average accuracy and average failure rate of a total 451

of nine runs, with three runs for each persona, using 452

three different persona instructions. Each row of the 453

table represents one of the 18 different personas, 454

and the columns denote accuracy and extraction 455

failure rate for each dataset. The highest perfor- 456

mance for each dataset is indicated in bold. The 457

standard deviation for both accuracy and extraction 458

failure rate is shown next to each value. 459

C.1 GPT-3.5-Turbo-0613 460

Tables 5, 6, and 7 present the results for GPT- 461

3.5-Turbo-0613. We configured a maximum token 462

length of 1024, a temperature of 0, and a top-p 463

value of 1. 464

C.2 Llama-3-8B-Instruct & 465

Llama-3-70B-Instruct 466

Additionally, our experiments included recent mod- 467

els by Meta, such as Meta-Llama-3-8B-Instruct and 468

Meta-Llama-3-70B-Instruct, utilizing 8-bit quan- 469

tization with bitsandbytes, Transformers by Hug- 470

gingface. For both Llama-3 models, we configured 471

a maximum number of new tokens to be 1024, set 472

’do_sample’ to ’True’, the temperature to ’None’, 473

and the top-p value to 1. 474

We discovered that Llama-3-8B-Instruct and 475

Llama-3-70B-Instruct exhibited inconsistent per- 476

formance compared to ChatGPT. Llama-3-8B- 477

Instruct showed minimal performance differences 478

across personas, while Llama-3-70B-Instruct exhib- 479

ited a noticeable drop in performance when using 480

Descriptive OPBPs. Tables 8, 9, and 10 present the 481

results for Llama-3-8B-Instruct. 482

Tables 11, 12, and 13 present the results for 483

Llama-3-70B-Instruct. 484

D Abstentions from ChatGPT 485

ChatGPT exhibited external abstentions through ex- 486

traction failures, indicating that it could not solve 487

certain problems due to the assigned persona. Ta- 488

ble 14 provides examples of abstentions among 489

ChatGPT’s extraction failures. 490
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Personality Description
The special heredity and experiences of the Artistic person lead to a preference for ambiguous,
free, unsystematized activities that entail the manipulation of physical, verbal, or human
materials to create art forms or products, and to an aversion to explicit, systematic, and ordered
activities. These behavioral tendencies lead, in turn, to an acquisition of artistic competencies-
language, art, music, drama, writing-and to a deficit in clerical or business system competencies.
This development of an Artistic pattern of activities, competencies, and interests creates a
person who is predisposed to exhibit the following behavior:
1. Prefers artistic occupations or situations in which one can engage in preferred activities and
competencies and avoid the activities demanded by conventional occupations or situations.
2. Uses artistic competencies to solve problems at work and in other settings.
3.Perceives self as expressive, original, intuitive, nonconforming, introspective, independent,
disorderly, having artistic and musical ability, and ability in acting, writing, and speaking.
4. Values esthetic qualities.
Because the Artistic person possesses these preferences, competencies, self-perceptions, and
values, the Artistic person is apt to be: Complicated, Disorderly, Emotional, Expressive, Idealis-
tic, Imaginative, Impractical, Impulsive, Independent, Introspective, Intuitive, Nonconforming,
Original, Sensitive, Open.

Table 2: Description of the Artistic personality type in Holland’s Occupational Themes.

Persona Instruction
Adopt the identity of {persona}. Answer the questions while staying in strict accordance with
the nature of this identity.
You are {persona}. Your responses should closely mirror the knowledge and abilities of this
persona.
Take the role of {persona}. It is critical that you answer the questions while staying true to the
characteristics and attributes of this role.

Table 3: The persona instructions that we utilized to assign personas in the experiment.

User prompt
Answer the given multiple choice question and show your work. The answer can only be
an option like (A), (B), (C), (D). You need to output the answer in your final sentence like
"Therefore, the answer is ...".

Question: {question}

Table 4: The user prompt used in the experiment.
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College Biology
Persona Accuracy Failure Rate
no persona 73.61 (±1.20) 3.47 (±0.00)
scientist 74.23 (±0.64) 5.63 (±1.49)
biologist 74.31 (±2.48) 3.32 (±1.58)
chemist 72.07 (±1.80) 6.56 (±2.25)
physicist 71.84 (±2.53) 5.09 (±1.47)
artist 58.64 (±7.98) 18.98 (±9.98)
scientific (brief) 73.76 (±2.82) 5.40 (±1.92)
realistic (brief) 72.45 (±1.47) 5.79 (±1.10)
investigative (brief) 70.06 (±5.36) 8.18 (±6.62)
artistic (brief) 65.20 (±4.00) 10.65 (±2.76)
social (brief) 69.52 (±0.73) 5.40 (±1.73)
enterprising (brief) 72.38 (±3.23) 5.79 (±2.53)
conventional (brief) 71.76 (±3.18) 5.02 (±1.89)
realistic (descriptive) 69.37 (±2.83) 6.02 (±1.55)
investigative (descriptive) 70.37 (±1.55) 7.02 (±1.45)
artistic (descriptive) 57.06 (±3.17) 18.40 (±3.59)
social (descriptive) 67.05 (±2.28) 7.56 (±2.21)
enterprising (descriptive) 64.43 (±5.37) 10.19 (±3.76)
conventional (descriptive) 71.37 (±3.31) 3.78 (±1.30)

Table 5: Results of GPT-3.5-Turbo-0613 on college biology.

College Chemistry
Persona Accuracy Failure Rate
no persona 47.67 (±1.15) 10.33 (±1.15)
scientist 51.56 (±1.81) 11.56 (±1.74)
biologist 47.00 (±3.71) 19.78 (±8.83)
chemist 49.89 (±1.17) 9.56 (±1.24)
physicist 51.44 (±2.24) 10.67 (±2.60)
artist 30.56 (±11.13) 42.44 (±24.05)
scientific (brief) 45.89 (±2.37) 14.11 (±2.42)
realistic (brief) 41.00 (±3.61) 20.67 (±13.59)
investigative (brief) 42.44 (±9.13) 27.89 (±22.41)
artistic (brief) 37.78 (±5.89) 28.33 (±10.26)
social (brief) 43.89 (±1.17) 13.44 (±3.78)
enterprising (brief) 41.22 (±3.31) 16.78 (±11.00)
conventional (brief) 44.11 (±2.32) 15.00 (±2.69)
realistic (descriptive) 40.78 (±3.07) 28.67 (±2.74)
investigative (descriptive) 46.33 (±3.00) 12.67 (±1.73)
artistic (descriptive) 32.11 (±3.52) 50.00 (±9.12)
social (descriptive) 35.89 (±2.09) 41.44 (±10.78)
enterprising (descriptive) 39.11 (±3.30) 33.33 (±4.24)
conventional (descriptive) 46.56 (±3.40) 12.89 (±2.09)

Table 6: Results of GPT-3.5-Turbo-0613 on college chemistry.
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College Physics
Persona Accuracy Failure Rate
no persona 54.25 (±1.13) 7.19 (±2.26)
scientist 52.18 (±1.45) 11.90 (±2.43)
biologist 40.19 (±7.50) 26.80 (±13.89)
chemist 42.48 (±6.83) 16.56 (±3.45)
physicist 50.54 (±3.29) 10.78 (±1.63)
artist 28.22 (±13.74) 43.90 (±25.23)
scientific (brief) 50.33 (±2.40) 10.78 (±2.20)
realistic (brief) 39.43 (±6.39) 32.79 (±17.76)
investigative (brief) 48.04 (±4.04) 12.20 (±4.81)
artistic (brief) 39.65 (±8.49) 20.04 (±12.84)
social (brief) 46.62 (±3.29) 9.91 (±2.57)
enterprising (brief) 50.11 (±3.65) 11.11 (±3.67)
conventional (brief) 42.48 (±4.60) 16.23 (±6.37)
realistic (descriptive) 47.71 (±2.19) 18.74 (±6.69)
investigative (descriptive) 50.87 (±3.48) 7.84 (±1.47)
artistic (descriptive) 33.88 (±5.28) 35.95 (±14.88)
social (descriptive) 32.24 (±6.57) 37.15 (±11.04)
enterprising (descriptive) 37.47 (±6.81) 25.16 (±6.00)
conventional (descriptive) 48.69 (±3.32) 10.35 (±1.77)

Table 7: Results of GPT-3.5-Turbo-0613 on college physics.

College Biology
Persona Accuracy Failure Rate
no persona 72.22 (±2.50) 3.24 (±1.45)
scientist 72.45 (±3.20) 3.09 (±1.39)
biologist 75.31 (±2.93) 2.47 (±1.16)
chemist 74.92 (±3.39) 2.70 (±1.41)
physicist 75.08 (±3.09) 2.31 (±0.78)
artist 72.76 (±3.27) 3.01 (±1.51)
scientific (brief) 73.77 (±3.25) 3.32 (±1.54)
realistic (brief) 74.69 (±2.84) 2.78 (±0.98)
investigative (brief) 74.61 (±2.97) 2.47 (±1.40)
artistic (brief) 72.38 (±3.29) 2.24 (±0.90)
social (brief) 71.30 (±4.19) 5.71 (±1.58)
enterprising (brief) 72.92 (±2.58) 2.78 (±1.20)
conventional (brief) 74.38 (±2.79) 2.55 (±1.20)
realistic (descriptive) 73.53 (±2.26) 1.54 (±1.03)
investigative (descriptive) 72.99 (±1.98) 2.08 (±0.85)
artistic (descriptive) 70.76 (±1.37) 1.62 (±0.92)
social (descriptive) 70.68 (±2.69) 2.31 (±1.04)
enterprising (descriptive) 72.76 (±2.19) 1.62 (±1.04)
conventional (descriptive) 70.99 (±5.15) 2.39 (±1.10)

Table 8: Results of Llama-3-8B-Instruct on college biology.
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College Chemistry
Persona Accuracy Failure Rate
no persona 44.67 (±4.62) 5.00 (±1.00)
scientist 47.11 (±4.20) 3.09 (±1.39)
biologist 46.00 (±4.53) 2.47 (±1.16)
chemist 45.00 (±4.21) 2.70 (±1.41)
physicist 46.00 (±2.40) 2.31 (±0.78)
artist 45.22 (±6.44) 3.01 (±1.51)
scientific (brief) 46.11 (±3.95) 3.32 (±1.54)
realistic (brief) 46.67 (±3.71) 2.78 (±0.98)
investigative (brief) 44.44 (±2.60) 2.47 (±1.40)
artistic (brief) 45.89 (±3.02) 2.24 (±0.90)
social (brief) 45.00 (±3.28) 5.71 (±1.58)
enterprising (brief) 45.00 (±4.90) 2.78 (±1.20)
conventional (brief) 47.78 (±3.93) 2.55 (±1.20)
realistic (descriptive) 44.78 (±2.99) 1.54 (±1.03)
investigative (descriptive) 43.11 (±2.15) 2.08 (±0.85)
artistic (descriptive) 44.22 (±4.47) 1.62 (±0.92)
social (descriptive) 43.33 (±2.87) 2.31 (±1.04)
enterprising (descriptive) 42.78 (±5.19) 1.62 (±1.04)
conventional (descriptive) 46.56 (±3.09) 2.39 (±1.10)

Table 9: Results of Llama-3-8B-Instruct on college chemistry.

College Physics
Persona Accuracy Failure Rate
no persona 48.37 (±3.00) 4.58 (±1.50)
scientist 50.22 (±3.20) 4.14 (±2.39)
biologist 46.73 (±3.73) 4.79 (±2.57)
chemist 49.46 (±4.04) 3.59 (±1.70)
physicist 49.02 (±4.38) 4.14 (±1.75)
artist 44.12 (±2.90) 4.14 (±1.28)
scientific (brief) 47.60 (±4.68) 5.23 (±1.47)
realistic (brief) 47.82 (±4.69) 4.25 (±1.47)
investigative (brief) 45.32 (±4.56) 5.55 (±2.40)
artistic (brief) 46.84 (±4.12) 4.57 (±2.19)
social (brief) 47.93 (±2.83) 4.90 (±2.50)
enterprising (brief) 45.97 (±1.03) 3.48 (±2.50)
conventional (brief) 47.71 (±3.57) 3.38 (±2.64)
realistic (descriptive) 44.23 (±3.41) 4.14 (±2.07)
investigative (descriptive) 45.53 (±3.43) 4.25 (±3.06)
artistic (descriptive) 42.60 (±2.50) 5.88 (±2.30)
social (descriptive) 44.99 (±4.66) 5.12 (±3.05)
enterprising (descriptive) 44.56 (±3.80) 4.03 (±1.58)
conventional (descriptive) 45.21 (±3.48) 4.57 (±1.39)

Table 10: Results of Llama-3-8B-Instruct on college physics.
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College Biology
Persona Accuracy Failure Rate
no persona 71.53 (±2.51) 1.16 (±0.40)
scientist 67.52 (±2.32) 3.55 (±1.88)
biologist 70.83 (±2.75) 3.94 (±1.20)
chemist 70.76 (±3.53) 2.62 (±1.51)
physicist 67.82 (±2.76) 4.24 (±1.68)
artist 68.44 (±2.89) 3.94 (±1.87)
scientific (brief) 69.60 (±2.42) 3.32 (±1.46)
realistic (brief) 69.06 (±1.63) 2.08 (±0.98)
investigative (brief) 68.67 (±1.78) 3.24 (±1.25)
artistic (brief) 66.12 (±2.77) 4.47 (±1.67)
social (brief) 68.83 (±2.07) 2.08 (±1.04)
enterprising (brief) 68.44 (±3.63) 2.62 (±1.03)
conventional (brief) 67.51 (±1.76) 2.47 (±1.26)
realistic (descriptive) 53.70 (±2.88) 1.31 (±0.73)
investigative (descriptive) 52.16 (±1.37) 1.08 (±0.78)
artistic (descriptive) 46.76 (±4.15) 1.23 (±0.46)
social (descriptive) 51.78 (±1.94) 0.92 (±0.60)
enterprising (descriptive) 50.46 (±2.17) 1.46 (±1.01)
conventional (descriptive) 51.47 (±2.18) 1.23 (±0.67)

Table 11: Results of Llama-3-70B-Instruct on college biology.

College Chemistry
Persona Accuracy Failure Rate
no persona 42.33 (±2.89) 4.00 (±1.00)
scientist 40.22 (±2.73) 4.89 (±2.47)
biologist 40.89 (±2.93) 6.33 (±2.35)
chemist 46.78 (±3.19) 5.00 (±1.41)
physicist 42.89 (±3.02) 4.44 (±3.17)
artist 37.11 (±3.52) 7.67 (±3.24)
scientific (brief) 41.00 (±3.08) 4.44 (±1.94)
realistic (brief) 43.00 (±5.59) 4.56 (±3.13)
investigative (brief) 41.56 (±2.96) 6.44 (±3.09)
artistic (brief) 42.22 (±3.53) 6.78 (±3.73)
social (brief) 43.22 (±2.05) 2.89 (±1.62)
enterprising (brief) 41.44 (±3.24) 5.22 (±2.11)
conventional (brief) 42.78 (±5.43) 3.44 (±1.94)
realistic (descriptive) 36.78 (±3.77) 2.11 (±1.17)
investigative (descriptive) 37.22 (±1.64) 1.00 (±0.87)
artistic (descriptive) 34.78 (±4.82) 2.22 (±1.09)
social (descriptive) 36.56 (±1.13) 2.78 (±1.20)
enterprising (descriptive) 36.67 (±2.92) 2.67 (±1.12)
conventional (descriptive) 37.33 (±4.15) 2.11 (±1.05)

Table 12: Results of Llama-3-70B-Instruct on college chemistry.
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College Physics
Persona Accuracy Failure Rate
no persona 44.12 (±5.88) 6.86 (±2.59)
scientist 43.90 (±3.01) 6.10 (±2.39)
biologist 40.74 (±2.78) 8.60 (±2.89)
chemist 44.45 (±3.89) 5.55 (±2.81)
physicist 42.49 (±3.18) 5.88 (±2.25)
artist 40.53 (±2.94) 7.73 (±3.41)
scientific (brief) 42.05 (±2.37) 6.10 (±3.23)
realistic (brief) 43.14 (±3.18) 4.36 (±2.60)
investigative (brief) 42.70 (±2.36) 4.68 (±2.01)
artistic (brief) 42.27 (±4.56) 7.30 (±1.90)
social (brief) 42.81 (±2.68) 5.12 (±2.34)
enterprising (brief) 41.51 (±2.64) 5.12 (±2.23)
conventional (brief) 42.59 (±4.47) 3.81 (±1.86)
realistic (descriptive) 33.22 (±4.00) 3.81 (±2.66)
investigative (descriptive) 36.49 (±3.60) 3.38 (±1.63)
artistic (descriptive) 34.09 (±3.01) 4.36 (±2.09)
social (descriptive) 33.00 (±2.55) 3.92 (±2.14)
enterprising (descriptive) 35.73 (±4.02) 2.50 (±1.31)
conventional (descriptive) 35.62 (±4.10) 3.38 (±1.21)

Table 13: Results of Llama-3-70B-Instruct on college physics.

Abstentions from ChatGPT
As an artistic person, my expertise lies in creative expression and not in scientific or mathemati-
cal concepts. Therefore, I am not equipped to answer this question accurately.
As an artistic person, my expertise lies in creative and expressive fields rather than scientific or
technical knowledge. Therefore, I am not equipped to answer this specific question about the
excited states of the helium atom. My focus is on artistic activities and competencies, and I may
not possess the necessary understanding of scientific principles to provide an accurate response.
As an artistic person, my expertise lies in creative and expressive pursuits rather than scientific
or mathematical calculations. Therefore, I am not equipped to provide a precise numerical
answer to this question. However, I can appreciate the beauty and wonder of the concept of
positronium and the energy transitions that occur within it. Therefore, the answer is beyond my
artistic capabilities to determine.
As an artistic person, my expertise lies in creative and expressive fields rather than scientific
or mathematical subjects. Therefore, I may not be able to provide an accurate answer to this
specific question. However, I can offer my unique perspective and insights on various artistic
topics. If you have any questions or need assistance in the realm of art, creativity, or self-
expression, I would be more than happy to help.

Table 14: Examples of ChatGPT’s Abstentions from the Artistic (Descriptive) Persona.
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