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Abstract

Accurate outcome prediction is paramount in histopathology for effective cancer manage-
ment. We present a novel, high-performance multimodal deep learning framework that
efficiently integrates information from whole slide images (WSIs) and, optionally, clinical
data to significantly enhance prediction. The first stage achieves precise tumor detection
using a custom UNet (ConvNeXtv2 encoder for robust segmentation; decoder with residual
connections, bottleneck, and SE blocks). To optimize training and generalization, we in-
troduce a strategic patch selection method that enhances generalization. The second stage
efficiently extracts highly informative and compressed feature representations from selected
regions using a ResNeXt50 network, pre-trained with DINO. The third stage aggregates
these features, combines them with clinical parameters (if available), and predicts outcomes
via ResNet18. Critically, the framework leverages a multimodal approach, combining WSI
image features with clinical parameters for robust outcome prediction. The framework’s
efficacy is rigorously demonstrated through experiments on biopsy Gleason Grade clas-
sification, metastasis, and BRCA2 mutation prediction. Comparative evaluation against
Multiple Instance Learning (MIL) approaches highlights superior performance and effective
multimodal data utilization.
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1. Introduction

Accurate prediction of disease progression from tissue samples is crucial for effective cancer
treatment. Whole slide images (WSIs), which contain detailed information at the cellu-
lar level, are a valuable resource. However, their high dimensionality presents significant
analytical challenges. Deep learning offers a promising approach to WSI analysis, but ro-
bust tumor identification and effective integration of multimodal data remain key obstacles.
Traditional histopathological assessment can be subjective, with potential for inter-observer
variability. Computational pathology aims to provide more objective analysis, but the large
size of WSIs poses computational difficulties. Patch-based methods, where WSIs are divided
into smaller segments, are commonly used, requiring effective patch-selection strategies.
Multiple Instance Learning (MIL) (Ilse et al., 2018), a common WSI analysis technique,
treats WSIs as bags of patches for overall label prediction. However, MIL can be computa-
tionally expensive, often requiring processing of numerous patches without prioritizing the
most informative regions, which can limit its efficiency, especially in large-scale studies. To
address these limitations, our work introduces a novel multimodal deep learning framework
designed for improved outcome prediction.
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Figure 1: Overview of the proposed three staged multimodal deep learning framework

2. Methodology

Our outcome prediction framework employs a three-stage methodology. We trained our
models using AdamW (Loshchilov and Hutter, 2019) with Lookahead (Zhang et al., 2019)
for optimization and a cosine annealing schedule (Loshchilov and Hutter, 2017) with a
warmup phase for the learning rate.

Tumor Detection: The first stage involves precise tumor detection in whole slide im-
ages (WSIs) using a custom-designed UNet (Ronneberger et al., 2015) model. The UNet’s
encoder utilizes ConvNeXtv2 (Woo et al., 2023) for robust feature extraction for tumor
segmentation. The decoder combines residual connections, a bottleneck architecture, and
Squeeze-and-Excitation (SE) blocks (Hu et al., 2018) to refine segmentation.

Patch-Level Feature Extraction: Following tumor detection, patches are extracted from
WSIs. WSIs are divided into 256x256x3 patches at 10x magnification. Patches containing
less than 10% tumor pixels are filtered out. During training, at each iteration, we randomly
select NxN features from the 2xNxN patch representations generated in the first stage.
This random selection serves as an effective augmentation strategy, enabling a WSI to
be represented in numerous ways, thereby increasing the diversity and difficulty of the
training data enhancing the model’s ability to generalize. Selected patches are processed by
ResNeXt50 (Xie et al., 2017) pre-trained with DINO (Caron et al., 2021). Translation/color
augmentations, Gaussian noise, and pixel dropout are applied to each patch randomly
and independently. Then ResNeXt50 SSL weights are used only for patch-level feature
extraction compressing 256x256x3 patches into 8x8x2048 representations.

Outcome Prediction: In the third stage, patch-level feature representations from Stage
2 are aggregated to represent the WSI. The features are arranged by tumor ratio (highest
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tumor percentage patch representation is the first block). ResNet18 (He et al., 2016) is used
as the classifier. This ResNet18 network is modified to work on 8x8x2048 ‘images/tensors’
from stage 2 and to accept clinical parameters. Clinical data is processed by a 2-layer
fully connected network, concatenated with ResNet18 output, and passed through a fully
connected layer for metastasis classification logits.

We employ ConvNeXt-V2 in the UNet encoder for robust feature extraction, ResNeXt50
pre-trained with DINO for efficient patch-level representation learning, and ResNet18 for
efficient outcome prediction with a smaller network size.

3. Results

We evaluated our novel multimodal deep learning framework on three outcome predic-
tion tasks, utilizing datasets of varying sizes: biopsy Gleason Grade classification (large
dataset), metastasis prediction in prostate cancer using RP WSIs (medium-sized dataset),
and BRCA2 mutation prediction (small dataset). For biopsy Gleason Grade classification,
our framework achieved a QWK of 0.8240, outperforming the MIL baseline (0.7339). In
metastasis prediction, our framework outperformed MIL in WSI-only analysis (AUC: 0.8209
vs. 0.7727), with multimodal analysis further improving performance (AUC: 0.8807). Sim-
ilarly, for BRCA2 mutation prediction, our framework demonstrated superior performance
compared to MIL (AUC: 0.9571 vs. 0.8909).

Table 1: Performance achieved by the proposed framework and the MIL baseline

Biopsy Gleason Grade
Classification

Metastasis
Prediction

BRCA2 Mutation
Prediction

WSI WSI WSI + Clinical WSI

Metric QWK AUC AUC AUC

#Patients 5160 340 340 17

MIL 0.7339 0.7727 0.7867 0.8909

Our Framework 0.8240 0.8209 0.8807 0.9571

4. Conclusion

Our novel and computationally efficient three-stage multimodal deep learning framework
significantly improves histopathology outcome prediction. By innovatively integrating WSI
and clinical data through a tailored pipeline featuring a UNet for tumor detection, strategic
patch selection, and DINO pre-trained feature extraction, and an option for efficient fusion
of image features with clinical parameters, our method achieved superior performance on
Gleason classification, metastasis prediction, and BRCA2 mutation prediction compared to
MIL. The consistent performance gains achieved by our novel multimodal integration strat-
egy highlight its significant potential for accurate and robust outcome prediction, offering
a promising tool for clinical decision-making and personalized cancer treatment strategies.

3



Chattopadhyay Datta Singhal

References

Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jegou, Julien Mairal, Piotr Bojanowski,
and Armand Joulin. Emerging properties in self-supervised vision transformers. In 2021
IEEE/CVF International Conference on Computer Vision (ICCV), pages 9630–9640,
2021. doi: 10.1109/ICCV48922.2021.00951.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In 2016 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pages 770–778, 2016. doi: 10.1109/CVPR.2016.90.

Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. In 2018 IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pages 7132–7141, 2018. doi:
10.1109/CVPR.2018.00745.

Maximilian Ilse, Jakub Tomczak, and Max Welling. Attention-based deep multiple instance
learning. In Jennifer Dy and Andreas Krause, editors, Proceedings of the 35th Interna-
tional Conference on Machine Learning, volume 80 of Proceedings of Machine Learning
Research, pages 2127–2136. PMLR, 10–15 Jul 2018. URL https://proceedings.mlr.

press/v80/ilse18a.html.

Ilya Loshchilov and Frank Hutter. SGDR: stochastic gradient descent with warm restarts. In
5th International Conference on Learning Representations, ICLR 2017, Toulon, France,
April 24-26, 2017, Conference Track Proceedings. OpenReview.net, 2017. URL https:

//openreview.net/forum?id=Skq89Scxx.

Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. In International
Conference on Learning Representations, 2019. URL https://openreview.net/forum?

id=Bkg6RiCqY7.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for
biomedical image segmentation. In Nassir Navab, Joachim Hornegger, William M. Wells,
and Alejandro F. Frangi, editors,Medical Image Computing and Computer-Assisted Inter-
vention – MICCAI 2015, pages 234–241, Cham, 2015. Springer International Publishing.
ISBN 978-3-319-24574-4.

Sanghyun Woo, Shoubhik Debnath, Ronghang Hu, Xinlei Chen, Zhuang Liu, In So Kweon,
and Saining Xie. Convnext v2: Co-designing and scaling convnets with masked autoen-
coders. In 2023 IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), pages 16133–16142, 2023. doi: 10.1109/CVPR52729.2023.01548.

Saining Xie, Ross B. Girshick, Piotr Dollár, Zhuowen Tu, and Kaiming He. Aggregated
residual transformations for deep neural networks. In 2017 IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017,
pages 5987–5995. IEEE Computer Society, 2017. doi: 10.1109/CVPR.2017.634. URL
https://doi.org/10.1109/CVPR.2017.634.

Michael R. Zhang, James Lucas, Geoffrey Hinton, and Jimmy Ba. Lookahead optimizer: k
steps forward, 1 step back. Curran Associates Inc., Red Hook, NY, USA, 2019.

4

https://proceedings.mlr.press/v80/ilse18a.html
https://proceedings.mlr.press/v80/ilse18a.html
https://openreview.net/forum?id=Skq89Scxx
https://openreview.net/forum?id=Skq89Scxx
https://openreview.net/forum?id=Bkg6RiCqY7
https://openreview.net/forum?id=Bkg6RiCqY7
https://doi.org/10.1109/CVPR.2017.634

	Introduction
	Methodology
	Results
	Conclusion

