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Abstract

Supervised machine-learning models for pre-001
dicting user behavior offer a challenging clas-002
sification problem with lower average predic-003
tion performance scores than other text classi-004
fication tasks. This study evaluates multi-task005
learning frameworks grounded in Cognitive Ap-006
praisal Theory to predict user behavior as a007
function of users’ self-expression and psycho-008
logical attributes. Our experiments show that009
users’ language and traits improve predictions010
above and beyond models predicting only from011
text. Our findings highlight the importance of012
integrating psychological constructs into NLP013
to enhance the understanding and prediction of014
user actions. We close with a discussion of the015
implications for future applications of large lan-016
guage models for computational psychology.017

1 Introduction018

Natural language processing (NLP) tasks involve019

predicting outcomes from text, ranging from the im-020

plicit attributes of text to the subsequent behavior of021

the author or the reader. Recent research suggests022

that user-level features can carry more task-related023

information than the text itself (Lynn et al., 2019),024

but these experiments have been conducted in a lim-025

ited scope. Other studies have explored how the lin-026

guistic characteristics of text, such as its politeness027

or the use of discursive markers, may predict sub-028

sequent user behavior (Danescu-Niculescu-Mizil029

et al., 2013; Niculae et al., 2015). Yet, these studies030

offer unimodal perspectives of users through the031

text they author and lack rich annotations of other032

user attributes, such as their cognitive and psycho-033

logical traits. Such data would be especially useful034

in applied NLP tasks, such as in the context of035

online reviews, to better contextualize and predict036

outcomes related to purchase behavior and product037

recommendations.038

In this study, we focus on Cognitive Appraisal039

Theory, a theoretical framework that offers an un-040

derstanding of the antecedents of emotional expe- 041

riences. Central to Cognitive Appraisal Theory 042

is the proposition that emotions are not merely 043

spontaneous reactions but are the result of intricate 044

cognitive evaluations conducted across multiple 045

dimensions of psychological motivation, as dis- 046

cussed by seminal works in the field (Lazarus and 047

Folkman, 1984; Ortony et al., 2022; Scherer et al., 048

2001; Smith and Ellsworth, 1985). Our empirical 049

investigation specifically targets the nuances of pur- 050

chase behavior, guided by a focus on two critical 051

dimensions as illuminated by Cognitive Appraisal 052

Theory: 053
• Cognitive appraisals: The multifaceted evalua- 054

tive processes through which consumers engage 055

with and interpret their interactions with products, 056

including, but not limited to, the novelty and pleas- 057

antness of the consumer-product encounter (Yeo 058

and Ong, 2023). 059

• Emotions: The range of emotions consumers may 060

experience during product usage. Emotions such 061

as anger and disappointment are pivotal, as they 062

color the immediate consumer experience and in- 063

fluence subsequent behaviors and attitudes towards 064

the product (Ruth et al., 2002). 065

Setup and Motivation: This study predicts post- 066

purchase behavior as the outcome of emotions and 067

their antecedents. For example, if a consumer 068

evaluates a restaurant experience as slow (goal 069

inconduciveness), the server was specifically be- 070

ing rude to them (unfair), and blames the waiter 071

for such an experience (accountability-other), then 072

the consumer might feel an emotion like anger. 073

Prior work has reported that the myriad of emo- 074

tions experienced by consumers interacting with a 075

product/service (Richins, 1997) can influence post- 076

consumption behaviors (PCB) like future purchases 077

and likelihood to promote the product to others 078

(Folkes et al., 1987; Lerner et al., 2015; Nyer, 1997; 079

Watson and Spence, 2007). 080

We evaluate a series of multi-task learning setups 081
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that apply Cognitive Appraisal Theory, as reported082

in Figure 1, with the following contributions:083

• A multi-task learning framework incorporating084

emotional and cognitive appraisal variables to pre-085

dict PCB.086

• An exploration of the empirical association of PCB087

with cognitive appraisals, emotions, and the text088

authored by the consumer.089

2 Dataset and Variables090

We used the PEACE-Reviews Dataset (Yeo and091

Jaidka, 2023), a dataset of 1,400 author-annotated092

product reviews describing people’s emotional ex-093

periences of using an expensive product/service.094

Each review was annotated with first-person emo-095

tions, cognitive appraisals, and PCB ratings, which096

makes the dataset exceptionally relevant in com-097

prehensively modeling consumers’ first-hand emo-098

tional experiences and behavior intentions. Our099

multi-task framework incorporates the following100

inputs:101

• Review text. The review text comprises detailed102

descriptions of consumer-product interactions and103

specific aspects of the product/service that explain104

why consumers feel a particular emotion. The105

mean length of the reviews is 190.2 tokens, which106

makes them substantively longer than other review107

datasets (Maas et al., 2011).108

• Cognitive appraisals. Each review is annotated109

with 20 appraisal dimension ratings that measure110

how consumers evaluate the consumer-product in-111

teractions relevant to their emotional experiences112

(Yeo and Jaidka, 2023). Each dimension is rated113

on a 7-point Likert scale, assessing the extent to114

which participants appraised their consumption115

experience in a particular manner. For example,116

suppose a participant rated a particular appraisal117

dimension such as novelty as high; it means that118

they evaluated the product/service usage as a new119

experience they have never encountered before.120

• Emotions. Each review was also annotated on121

a 7-point Likert scale with ratings for 8 emo-122

tions: anger, disappointment, disgust, gratitude,123

joy, pride, regret, and surprise, adapted from the124

common emotions experienced in a consumption125

context (Richins, 1997). Unlike current emotion126

recognition datasets where each text is labeled127

with only one emotion (Mohammad et al., 2018;128

Scherer and Wallbott, 1994), the presence of mul-129

tiple emotion ratings in this dataset is more con-130

sistent with real-life situations where consumers131

typically experience more than one emotion in a 132

consumption context (Ruth et al., 2002). 133

• Post-consumption behaviors (PCBs). These are 134

the primary outcome variables in our study. Two 135

variables in the dataset assessed the likelihood of 136

engaging in different post-consumption behaviors- 137

intention to repurchase and intention to promote. 138

They are both measured on a 7-point Likert scale. 139

3 Experiments 140

See Figure 1 for a visual representation of all mod- 141

els. We fine-tuned the BERT-base model (Devlin 142

et al., 2018) for models requiring input text. We 143

trained feed-forward neural networks (FFNN) for 144

models that require appraisal and emotion ratings 145

as inputs. Since PCBs are rated on a 7-point Lik- 146

ert scale, we segment each rating into low (1-2), 147

moderate (3-5), and high (6-7) and define it as a 148

three-way classification task. For multi-task mod- 149

els where appraisals and emotions are outcome 150

variables, we defined a multi-label binary classifi- 151

cation task for emotion ratings, where we segment 152

each rating into low (1-4) and high (5-7) and de- 153

fine a multi-output classification task for appraisals 154

where we segment each rating into low (1-2), mod- 155

erate (3-5), and high (6-7). The segmentation of 156

appraisals and emotion ratings in this manner is 157

typical in emotion research (Smith and Ellsworth, 158

1987). Implementation details are in the Appendix 159

A. 160

Baseline models. Three models serve as the 161

baselines. We run separate models to predict PCBs 162

for each modality Mi, where M = [text, appraisals, 163

emotions]. We would like to observe which modal- 164

ity performs best in predicting PCBs. 165

Constrained models. We implemented three 166

models. The first two models use the BERT model 167

fine-tuned on the reviews to predict either the ap- 168

praisal or emotion ratings, and the resulting em- 169

beddings are then used to predict PCBs. The third 170

model uses the BERT model fine-tuned on the re- 171

views to predict appraisals, subsequently uses these 172

appraisal embeddings to predict emotions, and fi- 173

nally uses the resulting emotion embeddings to pre- 174

dict PCBs. According to emotion theory, this fol- 175

lows where appraisals are deemed to be antecedents 176

to emotions, resulting in behaviors (Watson and 177

Spence, 2007). They are termed constrained be- 178

cause the intermediate variable (appraisals or/and 179

emotions) serves as a bottleneck that reduces the 180

textual dimensions to a much lower dimension in 181
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Figure 1: Models implemented in our study. Model (13) is the theoretical model.

predicting PCBs, compared to directly predicting182

PCBs from text.183

Multi-modal models. We implemented three184

models. The first two models predicted PCBs us-185

ing review text + Mi, where M = [appraisals, emo-186

tions]. The third model predicted PBs from all three187

modalities. The embeddings of the modalities are188

concatenated to predict PCBs. The results allow us189

to compare whether ratings combined with review190

text help improve performance predicting PCBs.191

Multi-task models. We implemented two mod-192

els. The review texts are used to predict the PCBs193

and Ri, where R = [appraisals, emotions], simul-194

taneously. Moreover, the embeddings of Ri are195

used to predict PCBs by concatenating with the196

text embeddings. These models are motivated to197

provide a multi-task framework that includes nec-198

essary variables based on theory to predict PCB199

end-to-end.200

Theoretical model. This multi-task model uses201

the review text to predict appraisals, emotions,202

and PCBs. The resulting embeddings from each203

modality are then concatenated to predict PCBs.204

Additionally, we also used the appraisal embed-205

dings to predict emotions. Overall, this model is206

based on consumer and psychological theories. We207

would like to validate whether such a computa-208

tional model consisting of the variables and their209

theoretical links has predictive utility in the context210

of language.211

4 Results212

Table 1 shows that all baseline models have simi-213

lar predictive capabilities for PCB. The integration214

of different modalities did not enhance the perfor-215

Intent to repurchase Intent to promote
Model Accuracy F1 Accuracy F1
Baseline
Text -> PCB 70.0 0.62 71.4 0.65
Appraisals -> PCB 69.6 0.65 74.3 0.72
Emotions -> PCB 66.9 0.63 72.1 0.70
Constrained
Text -> Appraisals -> PCB 68.6 0.58 70.0 0.59
Text -> Emotions -> PCB 68.4 0.58 70.0 0.59
Text -> Appraisals -> Emo
-> PCB

68.6 0.58 69.3 0.58

Multi-modal
Text + Appraisals -> PCB 68.0 0.68 72.0 0.66
Text + Emotions -> PCB 72.0 0.66 70.0 0.69
Text + Appraisals + Emo-
tions -> PCB

72.0 0.72 72.0 0.72

Multi-task
Text -> PCB + Appraisals 69.3 0.58 72.1 0.65
Text -> PCB + Emotions 68.6 0.58 73.6 0.66
Theoretical model 69.3 0.58 73.4 0.71

Table 1: Results of three-way (high, medium, low) post-
consumption behavior (PCB) classification across mod-
els, for intention to promote and intention to repurchase.

mance as expected, indicating that unique informa- 216

tion from each modality may not be additive for 217

PCB prediction. The multi-modal and constrained 218

models were outperformed by both multi-task and 219

theory-informed models, the latter showing slightly 220

superior performance. This suggests a theoretical 221

grounding in appraisals and emotions may provide 222

a slight edge in predictive accuracy. 223

The poorest results came from constrained mod- 224

els, likely due to the dimensional reduction of text 225

embeddings. The multi-task models achieved com- 226

parable results to the baseline, but the theory-based 227

model showed a modest improvement, likely due to 228

its structured integration of appraisal and emotional 229

constructs. 230

Interestingly, models trained directly on ap- 231

praisals or emotions were more accurate than the 232
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Negative intention Positive intention

Intention to repurchase

Intention to recommend

Figure 2: Word attribution of two samples that scored high and low in PCBs based on the baseline text -> PCB
model, respectively.

text -> PCB model, underscoring the importance of233

these variables in understanding PCB. However,234

the text -> PCB model’s performance was still235

competitive, suggesting that large language models236

can capture pertinent linguistic features, includ-237

ing those beyond emotional content. Overall, our238

results affirm that incorporating appraisal and emo-239

tional considerations enhances PCB prediction and240

supports the validity of Cognitive Appraisal Theory241

in informing multi-task learning approaches.242

4.1 Word Attributions and Explainability243

We implemented the Integrated Gradients method244

to obtain the word attributions to explain the pre-245

dictions (Sundararajan et al., 2017). The visual246

depictions in Figure 2 showcase word attributions247

corresponding to high and low instances of inten-248

tions to promote or repurchase, respectively, pred-249

icated upon our baseline text-to-PCB model. The250

word attributions underscore the integral role of251

the emotionally-charged lexicon — ‘enjoyment,’252

‘disappointing’ — and cognitive appraisal terms253

— ‘unexpected,’ ‘important,’ and ‘consistent’ — in254

influencing the predictive outcomes of our BERT-255

based model.256

The first two rows indicate that the model’s re-257

liance on affective language is pronounced, indicat-258

ing a robust association between sentiment-laden259

words and positive intention to promote. In con-260

trast, the word- and phrase- associations with in-261

tention to purchase illustrate a less pronounced262

correlation. We can infer that emotionally reso-263

nant words seem more decisive in predicting the264

intention to promote, while a blend of cognitive ap-265

praisal and emotional language informs purchase266

intentions. This distinction may be crucial for re-267

fining the predictive efficacy of sentiment analysis268

models in consumer behavior contexts. 269

Finally, the figures highlight the errors in 270

how non-cognitive, non-emotional words (e.g., 271

‘Florida,’ and ‘hotel’) are correlated with PCBs. 272

Moreover, our results are consistent with the find- 273

ings that emotions and appraisals have signifi- 274

cant links to PCBs (Nyer, 1998). Therefore, fine- 275

tuning transformer models with appraisal and emo- 276

tional variables and identifying linguistic features 277

of such variables can improve the prediction of 278

PCBs. Future studies could implement models that 279

learn these variables simultaneously in a multi-task 280

framework, thereby predicting PCBs. 281

5 Conclusion 282

Many NLP tasks focus on predicting user behav- 283

ior, and enriching text-based models with user and 284

social contexts is increasingly necessary. This 285

work emphasizes the increasingly prominent role 286

of cognitive and emotional signals in behavioral 287

prediction. Consumption emotions act as adaptive 288

signals of how we evaluate how the use of prod- 289

ucts/services affects our well-being, which subse- 290

quently triggers future actions to either promote 291

positive emotions (e.g., repurchasing or promot- 292

ing to others) (White, 2010) or reduce negative 293

emotions (e.g., complaint behaviors) (Stephens 294

and Gwinner, 1998). To our knowledge, the 295

current work is the first to construct models 296

grounded on psychological theory to model real 297

post-consumption decision-making processes, and 298

we find empirical support for these associations. 299

Our work finds variance in the importance of these 300

appraisals across tasks, raising important practical 301

considerations for designing future approaches to 302

behavioral prediction. 303
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Limitations304

This study used a dataset primarily curated to study305

emotional responses in review text in the context306

of using expensive products/services. Although307

we have established that emotional constructs are308

important in modeling PCB intentions, one limi-309

tation is that the current results might not gener-310

alize to other review datasets and contexts. One311

research direction we would like to pursue is to312

analyze whether the results from fine-tuning mod-313

els on the PEACE-Reviews dataset can generalize314

to other public review datasets with different emo-315

tional content, length, contexts, and product/service316

types. Moreover, since typical review datasets only317

contain ratings of sentiments and helpfulness, to318

establish the criterion validity of our models in319

measuring PCBs, we can estimate the correspon-320

dence between predicted PCB scores of our models321

with other ratings like sentiment and helpfulness.322

This can further solidify the case that emotion and323

appraisals are important variables in modeling con-324

sumer experiences and behaviors.325

Another limitation is that the dataset only pro-326

vides ratings for 8 emotional experiences. Al-327

though we mentioned that these emotions are typi-328

cally experienced during consumption, they might329

not comprehensively capture all emotional experi-330

ences (Richins, 1997). Despite that, we accounted331

for the observation that consumers might experi-332

ence multiple emotions in a situation and also used333

appraisal dimension ratings to model emotional ex-334

periences. Since cognitive appraisal theory posits335

a one-to-one mapping between appraisal profiles336

and emotional experiences (Ellsworth and Scherer,337

2003), modeling the 20 appraisal dimensions could338

mitigate the issue of not comprehensively capturing339

a wide range of emotional experiences.340

Ethics Statement341

Since we did not collect any data from human sub-342

jects but instead used an existing dataset that has343

been reviewed by a review board, we do not fore-344

see any potential harm in the methodology of the345

current study. Moreover, no personal information346

that could identify individual human participants347

was in the dataset which can cause privacy issues.348

In terms of the study’s implications, the empir-349

ical results and models offered can be potentially350

used to inform marketing, business decisions, and351

also product engineering. Therefore, users of our352

models should tailor them to their use cases to aid353

in understanding consumer behaviors in their spe- 354

cific domain. Furthermore, the current work also 355

adopted the Integrated Gradients method to explain 356

the models’ predictions to improve the transparency 357

and interpretability of models to better shape users’ 358

decisions. This ensures that decisions are supported 359

by linguistic features in reviews that have theoreti- 360

cal links with PCBs. 361

References 362

Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan 363
Jurafsky, Jure Leskovec, and Christopher Potts. 2013. 364
A computational approach to politeness with appli- 365
cation to social factors. In Proceedings of the 51st 366
Annual Meeting of the Association for Computational 367
Linguistics (Volume 1: Long Papers), pages 250–259, 368
Sofia, Bulgaria. Association for Computational Lin- 369
guistics. 370

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 371
Kristina Toutanova. 2018. Bert: Pre-training of deep 372
bidirectional transformers for language understand- 373
ing. arXiv preprint arXiv:1810.04805. 374

Phoebe C Ellsworth and Klaus R Scherer. 2003. Ap- 375
praisal processes in emotion. 376

Valerie S Folkes, Susan Koletsky, and John L Graham. 377
1987. A field study of causal inferences and con- 378
sumer reaction: the view from the airport. Journal of 379
consumer research, 13(4):534–539. 380

Richard S Lazarus and Susan Folkman. 1984. Stress, 381
appraisal, and coping. Springer publishing company. 382

Jennifer S Lerner, Ye Li, Piercarlo Valdesolo, and 383
Karim S Kassam. 2015. Emotion and decision mak- 384
ing. Annual review of psychology, 66:799–823. 385

Veronica Lynn, Salvatore Giorgi, Niranjan Balasubra- 386
manian, and H Andrew Schwartz. 2019. Tweet classi- 387
fication without the tweet: An empirical examination 388
of user versus document attributes. In Proceedings of 389
the third workshop on natural language processing 390
and computational social science, pages 18–28. 391

Andrew Maas, Raymond E Daly, Peter T Pham, Dan 392
Huang, Andrew Y Ng, and Christopher Potts. 2011. 393
Learning word vectors for sentiment analysis. In 394
Proceedings of the 49th annual meeting of the associ- 395
ation for computational linguistics: Human language 396
technologies, pages 142–150. 397

Saif Mohammad, Felipe Bravo-Marquez, Mohammad 398
Salameh, and Svetlana Kiritchenko. 2018. Semeval- 399
2018 task 1: Affect in tweets. In Proceedings of the 400
12th international workshop on semantic evaluation, 401
pages 1–17. 402

Vlad Niculae, Srijan Kumar, Jordan Boyd-Graber, and 403
Cristian Danescu-Niculescu-Mizil. 2015. Linguistic 404
harbingers of betrayal: A case study on an online 405

5



strategy game. In Proceedings of the 53rd Annual406
Meeting of the Association for Computational Lin-407
guistics and the 7th International Joint Conference408
on Natural Language Processing (Volume 1: Long409
Papers), pages 1650–1659.410

Prashanth U Nyer. 1997. A study of the relationships411
between cognitive appraisals and consumption emo-412
tions. Journal of the Academy of Marketing Science,413
25(4):296–304.414

Prashanth U Nyer. 1998. The effects of satisfaction and415
consumption emotion on actual purchasing behavior:416
An exploratory study. The Journal of Consumer Sat-417
isfaction, Dissatisfaction and Complaining Behavior,418
11:62–68.419

Andrew Ortony, Gerald L Clore, and Allan Collins.420
2022. The cognitive structure of emotions. Cam-421
bridge university press.422

Marsha L Richins. 1997. Measuring emotions in the423
consumption experience. Journal of consumer re-424
search, 24(2):127–146.425

Julie A Ruth, Frederic F Brunel, and Cele C Otnes.426
2002. Linking thoughts to feelings: Investigating427
cognitive appraisals and consumption emotions in a428
mixed-emotions context. Journal of the Academy of429
Marketing Science, 30:44–58.430

Klaus R Scherer, Angela Schorr, and Tom Johnstone.431
2001. Appraisal processes in emotion: Theory, meth-432
ods, research. Oxford University Press.433

Klaus R Scherer and Harald G Wallbott. 1994. Evidence434
for universality and cultural variation of differential435
emotion response patterning. Journal of personality436
and social psychology, 66(2):310.437

Craig A Smith and Phoebe C Ellsworth. 1985. Pat-438
terns of cognitive appraisal in emotion. Journal of439
personality and social psychology, 48(4):813.440

Craig A Smith and Phoebe C Ellsworth. 1987. Pat-441
terns of appraisal and emotion related to taking an442
exam. Journal of personality and social psychology,443
52(3):475.444

Nancy Stephens and Kevin P Gwinner. 1998. Why don’t445
some people complain? a cognitive-emotive process446
model of consumer complaint behavior. Journal of447
the Academy of Marketing science, 26(3):172–189.448

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 2017.449
Axiomatic attribution for deep networks. In Interna-450
tional conference on machine learning, pages 3319–451
3328. PMLR.452

Lisa Watson and Mark T Spence. 2007. Causes and453
consequences of emotions on consumer behaviour:454
A review and integrative cognitive appraisal theory.455
European Journal of Marketing, 41(5/6):487–511.456

Christopher J White. 2010. The impact of emotions 457
on service quality, satisfaction, and positive word-of- 458
mouth intentions over time. Journal of marketing 459
management, 26(5-6):381–394. 460

Gerard Yeo and Kokil Jaidka. 2023. The peace-reviews 461
dataset: Modeling cognitive appraisals in emotion 462
text analysis. In Findings of the Association for Com- 463
putational Linguistics: EMNLP 2023, pages 2822– 464
2840. 465

Gerard Christopher Zheng Jie Yeo and Desmond C Ong. 466
2023. A meta-analytic review of the associations be- 467
tween cognitive appraisals and emotions in cognitive 468
appraisal theory. 469

A Model Details and implementation 470

We split the dataset up into training, validation, 471

and test sets using 80:10:10 configuration. Since 472

the primary task of predicting PCB is a three-way 473

classification task, we implemented cross-entropy 474

loss for all models to predict PCBs. We used bi- 475

nary cross-entropy loss for appraisal and emotion 476

prediction in multi-task models. Adam optimizer 477

was used with a learning rate of 0.00001. A linear 478

scheduler was also implemented during training. 479

This setting was applied in all models. All models 480

consisting of text inputs are trained for 10 epochs, 481

while the models that only use appraisal/emotion 482

ratings are trained for 2000 epochs. We imple- 483

mented separate models for the two PCB variables- 484

a) intention to promote, and b) intention to repur- 485

chase. For evaluation, we used the accuracy and 486

the weighted F1 scores. 487

Baseline models. For the text -> PCB model, 488

we fine-tuned BERT on the dataset and added a 489

FFNN at the last layer to predict PCB. For the 490

appraisal/emotion -> PCB models, we trained a 491

neural network that has 3 layers of 1024, 512, and 492

3 nodes, respectively. 493

Constrained models. For the text -> ap- 494

praisals/emotions -> PCB models, the embeddings 495

are obtained after passing to the BERT model. 496

These embeddings are then fed to a FFNN that 497

has 3 layers of 1024, 512, and 3, respectively. For 498

the text -> appraisals -> emotions -> PCB model, 499

the appraisal dimensions obtained after passing 500

through the BERT model are fed into a FFNN 501

of 2 layers of 512, and 8, respectively. This 8- 502

dimensional emotion vector is then fed into another 503

FFNN which has 3 layers of 1024, 512, and 3, re- 504

spectively. 505

Multi-modal models. The model of each modal- 506

ity was trained separately to predict PCB. After 507

6



which, the second-to-last layers of the models are508

concatenated and passed through a FFNN of 3 lay-509

ers of 1024, 512, and 3 nodes, respectively.510

Multi-task and theoretical models. Each511

model has two tasks- predicting appraisals or emo-512

tion, and PCB. The embeddings of the reviews after513

passing through the BERT model are then concate-514

nated with the embeddings of the appraisals and515

emotions. The final embeddings are used as inputs516

to a 1-layer FFNN to predict the PCB.517
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