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ABSTRACT

Long Context Language Models have drawn great attention in the past few years.
There has been work discussing the impact of long context on Language Model
performance: some find that long irrelevant context could harm performance,
while some experimentally summarize loss reduction by relevant long context as
Scaling Laws. This calls for a more thorough understanding on how long con-
text impacts Language Modeling. In this work, we (1) propose to use ‘Intrinsic
Entropy’ for explaining the impact of context length on language modeling; and
(2) conduct experiments on natural language and synthetic data, validating our
proposed theoretical assumptions and deductions. Our theoretical framework can
provide practical insights such as establishing that training dataset size dictates an
optimal context length and bounds context length scaling for certain cases. We
hope our work may inspire new long context Language Models, as well as future
work studying Physics for Language Models.1

1 INTRODUCTION

Because of the rapid development of the capacity of Language Models and the importance of a long
context length in tasks like reasoning, retrieval, etc., in recent years, people have been attempting to
extend the context length of Language Models. There have been a variety of methods for supporting
long context Language Models (Su et al., 2023; Katharopoulos et al., 2020; Gu & Dao, 2024; Peng
et al., 2023; Sun et al., 2024). A wide variety of work is proposed to discuss the impact of context
length: some shows long irrelevant context would worsen performance for LMs (Xu et al., 2024;
Levy et al., 2024); some shows long context would improve performance in a way summarized as
Scaling Laws (Xiong et al., 2024); while work in other domains like time series shows long relevant
context would hurt performance (Shi et al., 2024). This calls for a more thorough understanding
of how context length affects Language Models’ performance.

Previously, theories have been proposed to explain the Scaling Laws with respect to the data set and
the size of the model (Bahri et al., 2024; Sharma & Kaplan, 2020). However, most theories do not
study how context length impacts Scaling Laws for Language Modeling, thus they cannot contribute
directly to the problem.2

In this work, we propose the concept of Intrinsic Entropy, a measurement of how much information
is known to LLMs for certain context length of some dataset, to discuss the impact of context length.
Starting with simple assumptions w.r.t. Intrinsic Space and Information Entropy, we come up with
an effective explanation of the relationship between Cross Entropy Loss, Intrinsic Entropy and
Context Length. We also use real language and synthetic data to validate our assumptions and
deductions. Our main contributions include:

• 1. We propose the concept of Intrinsic Entropy to understand Language Modeling for
different context length in Language Models.3

1Code for our experiments is available in supplementary materials.
2We discuss more about previous work in Appendix I.
3The concept of ‘Intrinsic Space’, which is the foundation of ‘Intrinsic Entropy’, is often intuitively defined

as middle feature representation of well-trained neural networks, and we follow this practice in our main paper.
In Appendix D we also provide formal definitions of assumptions in Appendix D.
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       Cross Entropy Loss v.s. Measured Intrinsic Entropy                     Cross Entropy Loss v.s. Measured Intrinsic Entropy               

       Cross Entropy Loss v.s. Measured Intrinsic Entropy                

Figure 1: Upper-left, Upper-right, Bottom-left: Cross Entropy Loss vs. measured Intrinsic En-
tropy with N first Eigen Values:

∑
i≤N log rel eig val; Bottom-right: correlation between minus

CE loss and
∑

i≤N log rel eig val. All experiments are for LLaMa-3.1-8B on a subset of Open-
WebText. From the first three figure, we see CE loss is linear with the Entropy of certain subspaces.
From the bottom-right figure, we see that Entropy measured in different subspaces are highly corre-
lated (corr > 0.97), which are also highly correlated with the CE loss for Next Token Prediction.
More details about experiment settings can be found in Section 2.2.2.

• 2. We conduct experiments on real and synthetic data, validating our theoretical assump-
tions and deductions.

The theoretical framework upon Intrinsic Entropy (with formal definitions in Appendix D) can
predict or explain certain phenomena. For example, it shows that for a certain amount of training
data, as the context length increases, the neural network would first behave more similarly to the
Bayes model (thus the loss decreases); while beyond a certain optimal context length, the gap be-
tween the trained model and Bayes Model would increase, hence validation loss would increase:
this is experimentally verified in Figure 4 of this work, and also related to certain observations in
previous work.

We hope our work may inspire future work when it comes to explaining context impact and/or
designing new long context Language Models.

2 ASSUMPTIONS, DEDUCTIONS AND OBSERVATIONS FOR LANGUAGE
MODELING

2.1 PRELIMINARIES

2.1.1 PRELIMINARY: LOSS DECOMPOSITION

It is common in ML studies to decompose the loss into Bayes Risk (the minimum loss possible,
achieved by the theoretically optimal Bayesian Model), and Approximation Loss (the loss mea-
suring the ability of a trained model actually to approximate the Bayesian Model). Specifically for
Cross-Entropy loss H , we have (please refer to Appendix B.1 for formal definitions and deriva-
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tion details):
H(P,Ql) =RBayes + LApprox

=H(P, Pl) +DKL(Pl, Ql)
(1)

Where P = p(x0|x−∞:0) is the distribution of Natural Language (or our experimented dataset),
Pl = p(x0|x−l:0) is the Bayesian Model for context length l and Ql = q(x0|x−l:0) is the
learned Language Model of context length l. RBayes = H(P, Pl) is the Bayes Risk of opti-
mal model (the assumed ‘limit’ when we have infinite data points and model parameters) and
LApprox = DKL(Pl, Ql) is the Approximation Loss, which can be affected by dataset size D,
etc. The Bayes Risk is model or data agnostic, only related to natural language itself and is limited
only by visible context length.

2.1.2 PRELIMINARY: INTRINSIC SPACE

In previous work (Bahri et al., 2024; Cheng et al., 2023), as a common practice, the ‘Data Manifold’
is often defined as the middle feature representation of well-trained neural networks, and assump-
tions are made on this kind of mid-representation, with experiments to validate these assumptions.
(Intrinsic Space is defined as the space where the Data Manifold lies.) We follow such practice in
main paper for clarity.

Meanwhile, the Data Manifold can be more formally defined by a mapping from input data to some
Intrinsic Space which satisfies a certain set of properties, and mid-representation of well-trained
neural networks are assumed to have such properties, which can be experimentally validated. This
is an equivalent yet more formal perspective. In Appendix D, we formally define the Intrinsic Space
and derive related results in our work with such perspective for completeness.

2.1.3 PRELIMINARY: OUTLINES

In Section 2.2 we propose the definition of Intrinsic Entropy, and discuss how to bridge Bayes Risk
with it, thus explaining how context length impacts Bayes Risk.

Approximation Loss, or how well the trained model learns Bayesian Model, is related to Intrin-
sic Dimension in previous work of Scaling Laws (Sharma & Kaplan, 2022; Shi et al., 2024). In
Section 2.3 we discuss more about how the context length impacts Approximation Loss from this
perspective.

We further derive that the balance between Bayes Risk and Approximation Loss would lead to
an optimal context length which increases with the size of the training dataset. Our theoretical
deduction and experiments on language are presented in Section 3.

2.2 BAYES RISK WITH CONTEXT LENGTH: AN INTRINSIC ENTROPY PERSPECTIVE

In this section we discuss to bridge context length and Bayes Risk with the concept of Intrinsic
Entropy.

2.2.1 BAYES RISK AND ENTROPY IN INTRINSIC SPACE: DERIVED FROM FIRST PRINCIPLES

‘Information Entropy’ is defined as the amount of information carried in the Intrinsic Space. Here
are detailed assumptions4 as definitions: 5

• Assumption 1. Information Entropy of Intrinsic Space for Bayes Model liml→∞ S(Pl) =
S(P∞) is finite, which is the Information Entropy of next token prediction of language
itself.

• Assumption 2. ∀l1, l2 such that l1 < l2, S(Pl1) < S(Pl2). This is because a longer
context contains more information.

• Assumption 3. Linear Entropy Relationship: The Information Entropy w.r.t. Next Token
Prediction, defined as Sntp(Pl) = H(P0)−H(Pl), is linear with the Entropy in the Intrinsic

4Appendix D defines Intrinsic Entropy from a more formal perspective.
5To avoid confusion, we use ‘H’ for ‘Cross Entropy Loss’, and ‘S’ for ‘Information Entropy’.
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Space of the Bayes Model, i.e., Sntp(Pl) = k ∗ S(Pl) + b, and 0 < k < 1. A formal
definition can be found in Appendix D.
Sntp is smaller than S since the Intrinsic Space contains important information on previous
tokens that are important for the prediction of future tokens, while Sntp is related only to the
next token. The hidden state in RNNs contain more information than only the next token
to predict. For example, consider a character-level RNN that predicts the sentence ‘1 + 2
equal ’, the next character to predict is ‘s’, but the hidden state should contain information
about answer ‘3’ for the latter tokens.

With these assumptions, we can derive that the Bayes Risk is linear with respect to the Intrinsic
Entropy:

RBayes = H(P, Pl)

= −k ∗ S(Pl) + Const
(2)

This linear relationship is observed in experiments for LMs in Section 2.2.2, and for synthetic data
in Section 4.3.

Note that by Assumptions 1 and 2 we derive: 6 ∂RBayes

∂l < 0, and liml→∞
∂RBayes

∂l = 0.

2.2.2 BAYES RISK AND INTRINSIC ENTROPY: EXPERIMENT MEASUREMENT

We use well-trained Large Language Models to conduct experiments for approximating the Bayes
Risk H(Pl) on certain text corpora.
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LLaMA Cross Entropy Loss vs. Context Length
OpenWebText dataset, fitted with: y=C +C/x^

8B (data)
70B (data)
8B fit (C =1.950±0.010, C=6.792±0.104,
                        =0.587±0.008, R²=0.99983)
70B fit (C =1.526±0.008, C=8.266±0.095
                        =0.609±0.006, R²=0.99991)

Figure 2: Bayes Risk vs. Context Length: Bayes Risk is approximated by Cross Entropy loss
measured with LLaMa-3.1 series on OpenWebText, for different context length.

We find that:

H(P, Pl) ≈ C0 + C/lγ (3)

approximates the experimented behavior on OpenWebText well. Please see Figure 2 for the result.
Moreover, we further conduct experiments on a dataset that is sured not to be included in LLaMa
3.1 8B’s pretraining dataset. Please see further information in Appendix E.

Experimentally measure Intrinsic Entropy S using Eigen Values as proxy To establish a rela-
tionship between Cross Entropy and Intrinsic Space, we run LLaMa-3-8b on a subset of the Open-
webtext dataset and obtain the feature of the last token as the feature representation, or Intrinsic
Space of the approximated Bayes Model. For certain context length, we gather the feature repre-
sentation of multiple (≥ 10000) samples, and conduct PCA analysis on these samples to obtain

6Generally speaking, the context length l is an integer. Here, following previous work (Kaplan et al.,
2020; Tao et al., 2024), we assume RBayes admits a differentiable extension R̃Bayes to real-valued l and use
∂RBayes/∂l to denote ∂R̃Bayes(l)/∂l evaluated at integer l. In this sense, the derivative serves as a continuous
approximation to the discrete difference RBayes(l+1)−RBayes(l). We use the same convention for expressions
of the form df(l)/dl throughout this work.
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Figure 3: Left: Relative Eigen Value Measured for the last token, for LLaMa-3.1-8B on a subset
of OpenWebText. Right: relative increment of relative eigenvalues (for different context lengths
measured). We can see that the relative eigenvalues approximately increase at a same scale.

eigenvalues for the specific context length, results are presented in Figure 1. We see that the model
with larger context length tends to have larger relative eigenvalues in intrinsic space, thus containing
more information.

According to Statistical Physics, entropy of a system can be defined as S = logΩ where Ω is the
possible number of states of the system (Landau & Lifshitz, 1980). Similarly, we use the sum of
logarithm of eigen values as proxy for measuring Information Entropy:7

S = logΩ

= log V/hdim(V ) where V is the volume in intrinsic space

=
∑
i

log rel eigvali/h

=
∑
i

log rel eigvali + Const

Here h is the ‘plank constant’, meaning that one state corresponds to a unit hyper-volume of hdim

in the Intrinsic Space. A different value of h would only add a constant to S and would not affect
change in Entropy. Thus, we use

∑
i log rel eigvali as Entropy in Intrinsic Space.

Experimentally measure next-token-prediction Information Entropy Sntp Experiments show
that, no matter what subspace we use, the Cross Entropy Loss usually follows a linear relationship
with the Entropy we measured in the subspace, supporting the claim that the next token predic-
tion task likely lies in some subspace of the Intrinsic Space, or (statistically) its Entropy should
be some weighted average of Entropy of several subspaces of similar dimension.. This also
suggests that Hntp is approximately linear with HIS , which validates our previous assumptions and
claims.

We observe a fairly linear relationship between CE Loss and Entropy measured (supporting our
theory), validating our theoretical assumptions:

RBayes ≈ −k ∗ S(Pl) + Const,

which aligns well with Equation 2, thus validating our entropy-based deduction.

2.3 APPROXIMATION LOSS WITH CONTEXT LENGTH: AN INTRINSIC DIMENSION
PERSPECTIVE

Previous work experimentally summarizes the Scaling Laws (Kaplan et al., 2020; Hoffmann et al.,
2022) as: LApprox(D) = C0 + A/Dα for different dataset size D. Previous work has succeeded

7Similar estimation can also be derived from the assumption of Gaussian differential entropy with homoge-
neous reference measure.
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in explaining this from an intrinsic space perspective, represented by (Bahri et al., 2024; Sharma &
Kaplan, 2022) as: α ≈ c/dim, and dim is the dimension of the data manifold of the data and the
model, where a uniform distribution in Intrinsic Space is assumed. We derive this rigorously from
weaker assumptions in Theorem 1,2 in Appendix D.2.

As assumed in Section 2.2.1, the Intrinsic Dimension should increase with l. Combined with previ-
ous results on α = c/dim(l), we have,

LApprox = C0 +A(l)/Dα(l),

∂α

∂l
< 0.

(4)

This shows longer context length would make it harder for the model to learn to approximate the
Bayes Model.

3 DEDUCTION: OPTIMAL CONTEXT LENGTH AND TRAINING DATASET SIZE

In this section, we show a deduction of our theory presented in Section 2. We study the problem
about a certain model trained on certain amount of training dataset D with context length l, and
validated on the validation set with the same context length l, where we want to know the impact of
l on validation loss.

As shown in Section 2.2, we can write Loss as:

H(P,Ql) = C0 +
C

lγ
+

A(l)

Dα(l)
, (5)

In previous sections, we did not specifically discuss the relationship between A and l. We consider
l where ∂lLCE = 0 would give us an optimal l with respect to D:

∂lA = −A lnD(−∂lα) + γC
Dα

lγ+1
= f(D, l). (6)

As shown, limD→0 f = −∞ and limD→∞ f = ∞. This shows that for fixed l, no matter what ∂lA
is, there exists some D s.t. ∂lLCE = 0.

Bayes Risk decreases with l, while Approximation Loss increases with l but decreases with D; the
balance between these two losses results in an optimal l that increases with the optimal D.

We conduct experiments on a subset of OpenWebText with a sufficiently long context length. We
trained GPT-2 on different context lengths with different amounts of training data, until the valida-
tion loss increases. We show our results in Figure 4 and Figure 14. Details for our experiment
settings are presented in the Appendix H.

As shown both theoretically and experimentally, there does exist an optimal context length, beyond
which even relevant long context would increase validation loss of pretraining Language Models.
Such optimal context length would increase with training dataset size.

4 PROOF OF CONCEPT WITH SYNTHETIC DATA

4.1 LIST OF POINTS TO PROVE

In this section, we conduct experiments on a synthetic dataset, explaining the Bayes Risk and re-
lated theories we proposed in Section 2.2. With this synthetic dataset, we would like to prove the
following,

• Point 1. Cross Entropy Loss is approximately linear with Intrinsic Entropy (Assumption 3 in
Section 2.2.1). Shown in Section 4.3.

• Point 2. By measuring Entropy in Intrinsic Space of well-trained models, one could obtain a valid
measurement that is linear with Cross Entropy Loss (Section 2.2.2). Shown in Section 4.4.

6
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Validation Loss v.s. Context Length
for Different Training Dataset Sizes, on Synthetic Dataset

Validation Loss – min_D(Validation Loss) v.s. Context Length
for Different Training Dataset Sizes, on OpenwebText Subsets

Context LengthContext Length

Va
l L

os
s

Va
l L

os
s 

G
ap

Figure 4: Validation Loss Gap (Val Loss - minD(Val Loss) v.s. Context Length, measured on subsets
of OpenWebText dataset, where we subtract the minimum loss grouped by context length from each
curve (please refer to Figure 14 for the original figure). For each training dataset size, there exists an
optimal context length that minimizes pretraining validation loss, which increases with the dataset
size (More details can be found in Section 3). We also provide similar experiments to prove an
optimal context length exists on a synthetic dataset, as shown in Appendix F.

               

                 
  

                            
            

                    

                    

                  
                  
                  
          

             

                     
       

    
       

    

                                            

               
        

Figure 5: Left: An example of the ‘two needles in a haystack’ task, similar to those in (Levy et al.,
2024). The text part is the input to the Language Model, with key information and question visual-
ized in blue; the figure part shows perplexity of the answer token ⟨8⟩ of LLaMa-3.1-8B (horizontal)
vs. number of masked leftmost tokens (vertical). Although seeing both pieces of information are
necessary to answer the question, perplexity rises dramatically only when the first piece of informa-
tion is masked. Right: An example of our synthetic data. Each sub-task corresponds to 2 context
bits of fixed position. At each time, exactly one sub-task is activate, and the ground truth output is
calculated by taking XOR over the 2 context bits of the activate task. As shown in the example, the
answer for Subtask 1,2,3 is 0 ⊕ 0 = 0, 0 ⊕ 1 = 1 and 1 ⊕ 1 = 0 respectively, but since the thrid
bit is 1 for control bits, only Subtask 3 is activated and the final answer is 0. However, for a model
of context length 7, it cannot see the 9th bit required by subtask 3, making it unable to predict the
answer correctly.

4.2 CONSTRUCTION OF SYNTHETIC DATA: THE ‘POSITION WEIGHTED MULTITASK SPARSE
PARITY’ DATASET

In previous work, a common practice is to mask the leftmost tokens and leave l tokens before the
token-to-predict visible to Language Models, as shown in Figure 5. Although this may not show
the impact of important tokens to final answer perplexity (e.g., it fails to show the importance of the
second key info in Figure 5), this method aligns well with our setting of increasing context length.

Although the next token to predict might depend on several pieces of key information, we see from
Figure 5 that the first key token would raise model perplexity.

Inspired by this concept in Figure 5 and the ‘multitask sparse parity dataset previously studied in
(Michaud et al., 2024; Barak et al., 2022), we propose the ‘position-weighted multitask sparse parity
dataset. In detail, each input consists of L ‘context bits, each bit lies in {0, 1}. Each subtask takes

7
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xor on two certain bits in the context bits, and the answer to some sample is the answer of the
only activated subtask, as shown in Figure 5. We use 60 context bits and 200 tasks. From 11th to
the 60th bit, each bit corresponds to the max bit of two tasks: #Task|max(bit1,bit2)=i = 2, ∀i ∈
{11, 12, . . . , 60}.

We assign different frequencies to different tasks, approximating the real-world situation where tasks
requiring nearer bits are more often. In all, Bayes Risk, or the minimum Cross Entropy Loss, is:

RBayes(ctl)

=MinCELoss(ctl)

=(
∑

task s.t.max(bit1,bit2)>ctl

freq(task) log 2)/
∑
task

freq(task)

≈A+B/(ctl + C)α

More details are shown in Table 1.

4.3 TRANSFORMER-BASED SYNTHETIC MODEL WITH ENTROPY MEASUREMENTS

We use a 3-layer causal Transformer, with embedding dimension 208 and FFN dimension 832, RoPE
embedding with base frequency 4000; input sequence length is always 60+1, with 60 context tokens
(either 0, 1 or ?) and 1 task tokens (chosen from task tokens of vocab size 200).

Figure 6: Transformer and Rope-based model for the synthetic task. Here, we use one task token to
encode the task information.

We use 100 tasks and 60 task bits. From 11th to the 60th bit, each bit corresponds to the max bit of
two tasks: that is, #Task|max(bit1,bit2)=i = 2,∀i ∈ {11, 12, . . . , 60}.

During training, 50% of the samples are unmasked, while for the other 50% samples, we mask the
last X task bits to be 0.5, where X is a random int from 60− 10 to 60− 60. This ensures our model
to be able to handle mask bits, and also ensures it can learn uncommon tasks (relying on context bits
that are at the end of the context bits) well. We train the model on large enough dataset so that it
approximates the Bayes Model well (please refer to Table 1 in Appendix for more details).

After the model has been trained, we measure its eigen values, as shown in Figure 7. It is shown that:
(1) Larger context length contains more information, hence eigen values in Intrinsic Space degrades
slowlier (left figure); (2) the model approximates the theoretical Bayes Model well (as the green
points in the middle figure is very close to the orange ones) (middle figure); (3) CE Loss follows a
very good linear relationship with sum of log eigenvalues of the first N dimensions for N ≥ 70 in
the Intrinsic Space (right figure), where the case N = 200 (all eigen values) are also shown in the
middle figure.

This validates Point 1: Cross Entropy Loss is approximately linear with Intrinsic Entropy as mea-
sured by the sum of log eigenvalues.

8
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Figure 7: Eigen value and CE results measured on trained model for Synthetic Dataset in this section.
Left: Eigen Value v.s. Index of Eigen Value; Right: Correlation between Cross Entropy Loss and
Measured Entropy. We see good linear relationship between CE Losses and Measured Intrinsic
Entropy from Lower figures.

4.4 ENTROPY IN INTRINSIC SPACE: SYNTHETIC DATASET VALIDATION

Figure 7 shows the measured results of Intrinsic Entropy on the synthetic dataset, which follows a
linear relationship with the Cross Entropy Calculated (Theo CE) and Cross Entropy loss measured
(Exp CE).

This provides evidence for Point 2 in Section 4.1: we can measure entropy in the intrinsic space
using eigenvalue-based methods or density-based methods, and both show linear relationships with
Cross Entropy Loss, validating our entropy-based theoretical framework.

5 CONCLUSION AND DISCUSSIONS

5.1 CONCLUSION

In this work, we discuss the impact of context length on language modeling, especially Bayes risk
and approximate loss, from both a theoretical and experimental perspective.

In Section 2, we propose assumptions related to the relationship between CE Loss, intrinsic en-
tropy and context length. We derive a linear relation between CE loss and Intrinsic Entropy, and
study the impact of context length to intrinsic entropy. We further investigate the relationship be-
tween intrinsic entropy, context length, and Intrinsic Dimension in Appendix J from an Intrinsic
Dimension perspective. We provide formal definitions of assumptions and derivations of im-
portant theorems in Appendix D.

We also conduct experiments with real data (Section 2, Section 3) and synthetic data (Section 4), on
measuring Intrinsic Entropy and on the relationship between Cross Entropy Loss (Bayes Risk and
Approximation Loss), Context Length and Intrinsic Entropy.

As a correlation of our theory, there exists an optimal context length that increases with dataset size
in pretraining process. This is validated in Section 3. For downstream task such as document QA for
long documents, we conduct experiment and also observe an optimal context length which increases
with tasks’ typical context length for a certain model. This is shown in Appendix A. We hope our
work may provide insight for future work about long context Language Models, or about Physics
for Language Models.

5.2 LIMITATIONS AND FUTURE WORK

Our theory starting from Intrinsic Entropy only holds with assumptions in Section 2; and in Ap-
pendix J we use the perspective of Intrinsic Dimension to (partially) explain our assumptions and
measurements w.r.t. Intrinsic Entropy. We hope future work may try to propose even more funda-
mental theories to explain our Intrinsic Entropy measurements.

9
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In our work, similar to several previous work (Bahri et al., 2024; Aghajanyan et al., 2021), we explain
the impact of context length scaling from the perspective of Intrinsic Space (or Data Manifold),
which is related not only to data, but also potentially to the neural network (that maps the data into
such Intrinsic Space) and the prediction task (Bahri et al., 2024). Our explanation leans toward how
the model represents the data in its intrinsic space and is hence more related to real language models,
meanwhile other types of more model-agnostic explanations might also be proposed.
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Figure 8: Our modified Position-Weighted Ruler-QA1 (Hsieh et al., 2024) dataset. Multiple para-
graphs are concatenated together with context length close to MaxCtl, and a question queries the
‘golden paragraph’ (i.e. the doc paragraph with answer to that query). In the original Ruler-QA1
dataset each doc has equal probability of being queried (i.e. γ = 0); while in our experiments shown
in Figure 9, we measure LLM performance on a set of tasks with different hyper-parameter γ, each
with different probability of querying far-away contexts.

A DOWNSTREAM TASK

In the main paper, we experimentally discover and theoretically analyze how context length impact
Cross Entropy loss for next token prediction. Previous studies (Hsieh et al., 2024) show that Cross
Entropy Loss might not be highly correlated with important downstream tasks.

In this section, we study the impact of context length on downstream document QA tasks, similar to
those proposed in Ruler-QA1 (Hsieh et al., 2024). The conclusions we observer in this section are:

• 1. For downstream tasks studied (i.e. similar to Ruler-QA document QA tasks), optimal
context length still exists, and this phenomena can be analyzed from the perspective of
Bayes Risk and Approximation Loss.

• 2. For these tasks, Intrinsic Entropy can still act as a proxy of information learned, and
when Language Model is not deviating from Bayes Model by a large margin, is still
positively-correlated with QA accuracy.

A.1 OPTIMAL CONTEXT LENGTH ON RULER-QA: A CASE STUDY

Ruler-QA1 (Hsieh et al., 2024) is representative among a series of doc-QA tasks in the sense that (1)
it is composed of real-world documents and QA pairs from Doc-QA tasks like SQuAD (Rajpurkar
et al., 2016); (2) its samples are generated by inserting a ‘golden paragraph’ (i.e. the paragraph
containing answer to a specific question in SQuAD) into other pargraphs sampled also from SQuAD,
hence one can control the total length of tested samples. This provides us with a great testbed for
experimenting the impact of visible context length to models, and to test the Intrinsc Entropy. The
task shown in Figure 8 (with γ = 0 setting) aligns with the Ruler-QA1 dataset.

We study the performance of Llama-3.1-8B. For the original Ruler-QA1 dataset, the ‘golden para-
graph’ is inserted randomly and uniformly across the sample. We first generate samples with
max ctl = 16k, i.e. each sample has length close to 16k tokens and is composed of multiple
paragraphs sampled from SQuAD, and we test the Language Model to answer a question related
to some certain paragraph uniformly distributed across the context. During test, we only alow the
Language Model to see the closest ‘ctl’ tokens (and hence it cannot see previous paragraphs), and
measure accuracy varying this ‘ctl’. The result is shown in the line labeled as ‘uniform distributed’
in Figure 9. As shown, though the accuracy first increases when increasing context length, but the
context length drops after ctl = 6k. This proves the existence of an optimal context length, for
Llama-3.1-8B on Ruler-QA1.

To further study how this optimal context length depends on the property of tasks, we propose the
Position-Weighted Ruler-QA1 dataset. We test the Language Model to answer a question related
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Figure 9: Measured results on Position-Weighted Ruler-QA1 dataset. Left: QA accuracy v.s. num-
ber of tokens input to the Language Model, for different tasks with different γ values. We observe
that: (1) each curve shows a trend to increase and then decrease with context length; and (2) the
critic point corresponds to a smaller optimal context length for tasks with larger γ (i.e. tasks requir-
ing less long context abilities). Right: Intrinsic Entropy measured on samples truncated to certain
context lengths. The Intrinsic Entropy shows increment of intrinsic information when increasing
context length, and resembles acc-ctl curves for larger γ.

to a certain paragraph sampled by: P (x) ∝ (1 − x/L)γ , where x is the distance of the paragraph
to end of input (in tokens), L is the maximum context length (i.e. 8k), and γ is a hyper-parameter,
fixed for certain task. γ = 0 degrades to uniform distribution (i.e. the standard Ruler-QA1 task),
while a larger γ means the task focuses less on far-away tokens. Similarly, for a fixed γ, we adjust
the number of tokens visible to Language Models (‘ctl’) and measure its accuracy; results are also
shown in Figure 9. From the figure, we have two observations: (1) an optimal context length exists
for each γ; and (2) a smaller γ (i.e. task requires more long context) typically leads to a larger
optimal context length.

This result can also be analyzed from the Bayes Risk and Approximation Loss decomposition per-
spective. Intuitively, some tasks require larger context lengths to solve (i.e. the Bayes Risk of that
metric decreases slower with context length compared to other tasks like Cross Entropy loss for next
token prediction), thus they need more contexts. However, since the model’s performance would
decrease for long contexts after all (i.e. the Approximation Loss still increases with context length),
the balance of these two terms still leads to an optimal context length. In main paper, we fixed task,
vary training set size, and show optimal context length increases with training budget and dataset
size; in this appendix section, we fix the model (so we fix training budget and dataset as well), and
show optimal context length increases with (downstream) tasks’ typical context length.

A.2 INTRINSIC ENTROPY: A PROXY OF INFORMATION LEARNED BY LANGAUGE MODEL

We measure Intrinsic Entropy of different context length on the Doc paragraphs samples we con-
struct. In our experiment, we take the closest ctl tokens of the concatenated samples as input to
Language Model (Llama-3.1-8B), and take the hidden state of the final layer of a close-to-the-end
token. After obtaining N such vectors, we conduct Gaussian-KDE to measure the Intrinsic Entropy.
The result is shown in the right figure of Figure 9.

We observe from Figure 9 that, the Intrinsic Entropy still increases as the input context length in-
creases. Moreover, though measured Intrinsic Entropy does not always follow a linear relationship
with QA accuracy (notice that the Intrinsic Entropy calculated does not depends on γ, while QA ac-
curacy is related to the task setting γ.), we still see a positive correlation between Intrinsic Entropy
and QA accuracy when context length is not very long.

In principal, a drop in accuracy when increasing context length actually implies that the model is no
longer a good approximation of Bayes Model for certain task at that context length. For relatively
larger γ tasks (i.e. tasks focusing more on nearer tokens), we see a more aligned trend in increment
of QA accuracy and Intrinsic Entropy; while for smaller γ tasks (those focusing on farther tokens),
the QA accuracy might increase a lot when Intrinsic Entropy increases a little. This potentially
implies that Language Models are memorizing and keeping only the information likely to be useful
from farther-away tokens, and these pieces of information are sufficient for the QA task.
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Figure A.3-1. Acc v.s. Visible Context Length of Qwen-3 series models (non-thinking chat models)
on 4 representative subsets of the RULER dataset: qa 1 (document qa, upper-left), fwe (frequent
word extraction, upper-right), cwe (common words extraction, lower-left), and vt (variable
tracking, lower-right), for a fixed max context length and a varying visible fraction of the input
context. Most models show an optimal context length for qa 1, fwe and cwe subtask, while the
vt subtask shows increased performance with respect to context length. Moreover, larger model
tends to perform better and have a larger optimal context length, represented by the performance
comparison between Qwen3-4B and Qwen3-8B on cwe subtask (lower-left).

A.3 MORE EXPERIMENTS ON RULER BENCHMARK

To see how different tasks might have different behaviors with respect to context length, we further
conduct experiments on three RULER subtasks: the qa1 subtask (document qa), the cwe subtask
(i.e. common words extraction), the vt subtask (i.e. variable tracking), and the fwe subtask (i.e.
frequent words extraction). Other subtasks like single-needle-in-haystack are too simple for sota
LLMs hence we did not perform experiments on them.

To study the impact of model size, we utilize the Qwen3 series models. We use the non-thinking
mode of the chat models of Qwen3 series Yang et al. (2025), including Qwen3-4B, Qwen3-8B,
QWen3-14B and Qwen3-32B for experiments. We use codebase modified from RULER Hsieh et al.
(2024). The maximum context length is set to 16k for cwe and 8k for other subtasks. These results
are shown in Figure A.3-1.

As shown in Figure A.3-1, (1) for subtasks resembling fwe, document qa, variable tracing, etc.,
there exists an optimal context length for most models tested; and (2) for vt (variable tracking), in
the experiment we conducted models’ performance improve with respect to visible context fraction.
This could be caused by the fact that variable tracking is relatively easy for current LLMs, thus their
approximation loss is low; while given its distribution of variables the Bayes Risk would constantly
decrease with more context length, thus it shows a trend of improving even for long visible fraction.

Comparing the results of Qwen3-4B, Qwen3-8B and Qwen3-14B on the cwe subtask in Figure A.3-
1, we see that: (1) optimal context length is larger and harder to observe for larger models, this
can be attributed to larger models lead to less Approximation Loss; comparing results of the same
cwe subtask on different max context lengths in Figure A.3-2, we see that: (2) optimal context
length is easier to observe for longer task, which can also be attributed to a larger Approximation
Loss (i.e. language models fall short to deal with longer contexts).
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Figure A.3-2. Acc v.s. Visible Context Length of Qwen-3 4B, on cwe (common words extraction)
subtask, with different Max context length (left: MaxCtl = 8k, right: MaxCtl = 16k). As
shown, though optimal context length is hard to observe for the task requiring 8k as max context
length, it is easy to observe for that requiring 16k as max context length.

These results could potentially argue that the subtasks defined in RULER are of different difficulty
for current LLMs. That is, if one can observe an optimal context length, this proves that the model
gets distracted by more context beyond the optimal context length, and hence performance gets
worse even if these context contains more information. Potentially, our work provides a new
perspective: Consider a case where some specific LM achieves 95% accuracy on certain subtask
with 0.8 visible context fraction and 90% accuracy on it with 1.0 visible context fraction. Even
though the absolute accuracy numbers are high, the existence of optimal context length and degraded
performance also implies an ineffectiveness of the language model when handling long contexts with
respect to that specific task.

B DEFINITION AND PROPERTIES OF CROSS ENTROPY LOSS

B.1 DEFINITION OF CROSS ENTROPY LOSS DISCUSSED IN THIS WORK

It is well-known that the original definition of Cross Entropy between two sequential distributions
P and Q: Horg(P,Q) should be:

Horg(P,Q) =
∑
x

− P (x) logQ(x)

=
∑
x

− P (x−∞:0)P (x0|x−∞:0)

∗ log{Q(x0|x−∞:0)Q(x−∞:0)},

where xa:b denotes xa, xa+1, . . . , xb−1; it is common practice to calculate perplexity of Language
Models with its input as GT lables (e.g. in technical report of LLaMa-3(Grattafiori et al., 2024)), in
other words, the experimentally measured Cross Entropy Hexp(P,Q) is actually:

Hexp(P,Q)

=
∑
x

−P (x−∞:1) log {Q(x0|x−∞:0)P(x−∞:0)}

=Const + Ex−∞:0

∑
x0

−P (x0|x−∞:0) logQ(x0|x−∞:0).

Therefore, in this work we use:

H(P,Q)

=Hexp(P,Q)

=Ex−∞:0
[
∑
x0

−P (x0|x−∞:0) logQ(x0|x−∞:0)]
(7)
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as the definition of Cross-Entropy loss, and P (x0|x−∞:0), Q(x0|x−∞:0) as the definition of Nature
Language distribution and Language Model distribution, respectively.

B.2 CROSS ENTROPY LOSS FOR LANGUAGE MODEL WITH CONTEXT LENGTH l

In Equation B.1, if Ql(x0|x−∞:0) is a language model with limited context length l:
Ql(x0|x−∞:0) = Ql(x0|x−l:0), we have:

H(P,Ql)

=Ex−∞:0
[
∑
x0

−P (x0|x−∞:0) logQl(x0|x−l:0)]

=−
∑

x−∞:1

P (x−∞:1) logQl(x0|x−l:0)

=−
∑

x−∞:−l

∑
x−l:1

P (x−∞:−l, x−l:1) logQl(x0|x−l:0)

=−
∑
x−l:1

P (x−l:1) logQl(x0|x−l:0)

=Ex−l:0
[
∑
x0

−P (x0|x−l:0) logQl(x0|x−l:0)]

=H(Pl, Ql).

Note that P (x0|x−l:0) is exactly the Bayes Model with context length l. Hence, we have:

DKL(P,Ql) = −H(P ) +H(P,Ql)

= −H(P ) +H(Pl, Ql)

= −H(P ) +H(Pl) +DKL(Pl, Ql).

Specially, if we are calculating the KL Divergence between Nature Language and Bayes Model with
context length l, thus Ql = Pl, we have:

DKL(P, Pl) = −H(P ) +H(Pl, Pl) = −H(P ) +H(Pl). (8)

C EXPERIMENTALLY MEASURE NEXT-TOKEN-PREDICTION INFORMATION
ENTROPY Sntp

C.1 PCA-BASED INFORMATION ENTROPY ESTIMATION

Though related, Entropy in Intrinsic Space does not equal to Entropy in the next token prediction
task. From the probability perspective, let dec(x) be the next decoded token for some point x in the
intrinsic space, we have: S =

∑
x∈IS −P (x) logP (x), while Sntp = −

∑
v∈vocab P (v) logP (v)

where P (v) =
∑

x∈IS,dec(x)=v P (x). Sntp is a coarse-grained Entropy compared to S. S contains
important information on previous tokens that are important for the prediction of future tokens, while
Sntp is related only to the next token.

Experiments in Figure ?? show that, no matter what subspace we use, the Cross Entropy Loss
usually follows a linear relationship with the Entropy we measured in the subspace, supporting the
claim that the next token prediction task likely lies in some subspace of the Intrinsic Space, or
(statistically) its Entropy should be some weighted average of Entropy of several subspaces of
similar dimension.. This also suggests that Hntp is approximately linear with HIS , which validates
our previous assumptions and claims.
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C.2 GAUSSIAN-KDE BASED INFORMATION ENTROPY ESTIMATION

In this sub-subsection we use another method for Information Entropy Estimation. As shown in
Figure 10, this estimation also aligns well with PCA-based estimation; moreover, such estimated
entropy is also linear with respect to Intrinsic Dimension and Cross Entropy Loss.

Figure 10: Gaussian-KDE measured Entropy (10000 samples, auto bandwidth = 0.997756) v.s.
PCA-measured Entropy (left), Measrued ID (middle) and Cross Entropy Loss (right).

C.3 SYNTHETIC DATASET: ENTROPY IN INTRINSIC SPACE, AND ENTROPY FOR OUTPUT
LAYER

For our synthetic dataset, if we view the Context Feature Vector shown in Figure 16 as the feature
in the Intrinsic Space, then the best strategy for the context encoder is to generate the answer for all
subtasks (it can see) in the Intrinsic Space (since it cannot see the task bits). This would lead to an
Entropy of S = T log 2 in the Intrinsic Space.

The entropy of the output layer is, however, Soutput = log 2 since the answer bits 0, 1 have the same
probability. In this way, the answer of the output layer actually corresponds to one dimension in
the Intrinsic Space, which should be the exact dimension at which the answer of the current task is
stored. Therefore, Soutput = 1/T ∗ SIS , which explains why the Entropy for output logits is linear
to the Entropy for Intrinsic Space.

C.4 DETAILS FOR SYNTHETIC DATA

Here we present details for synthetic dataset and model training.

We use 100 tasks and 60 task bits. From 11th to the 60th bit, each bit corresponds to the max bit of
two tasks: that is, #Task|max(bit1,bit2)=i = 2,∀i ∈ {11, 12, . . . , 60}.

During training, 50% of the samples are unmasked, while for the other 50% samples, we mask the
last X task bits to be 0.5, where X is a random int from 60− 10 to 60− 60. This ensures our model
to be able to handle mask bits, and also ensures it can learn uncommon tasks (relying on context bits
that are at the end of the context bits) well. We train the model on a training set of 10000000 and a
validation set of size 1000000, for 125 epochs (and an early stopping setting of 25 epochs, though
the training process did not trigger early stopping).

To make sure that the trained model can be used to approximate the Bayes Model, we compare
the model’s loss on validation set with context ctl with the calculated minimum possible CE Loss
for the task. As shown in Table 1 that the model is not too different from the Bayes Model: the
BCE Loss only differs by around 0.001. Thus, we can use the middle-representation (shown as
context feature in Figure 6) as the feature in Intrinsic Space to approximate the Bayes Model
for 17 ≤ ctl ≤ 50.

MinCELoss(ctl) = (
∑

task s.t. max(bit1, bit2) > ctl

freq(task) ∗ log 2)/
∑
task

freq(task)
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Context Length Model CE Loss Minimum CE Loss Calculated

17 0.4648 0.4643
20 0.3988 0.3988
23 0.3438 0.3437
25 0.3119 0.3116
28 0.2687 0.2686
30 0.2429 0.2429
35 0.1867 0.1864
40 0.1390 0.1387
50 0.0613 0.0612

Table 1: Comparison between trained model and Bayes Model (minimum CE Loss) for Synthetic
Data

D DEFINITIONS OF INTRINSIC SPACE AND DERIVED PROPERTIES

As mentioned in Section 2.1.2, in previous work (Bahri et al., 2024; Cheng et al., 2023), as a common
practice, the ‘Data Manifold’ is often defined as the middle feature representation of well-trained
neural networks, and assumptions are made on this kind of mid-representation, with experiments to
validate these assumptions. (Intrinsic Space is defined as the space where the Data Manifold lies.)

Meanwhile, the Data Manifold can be more formally defined by a mapping from input data to some
Intrinsic Space which satisfies a certain set of properties, and mid-representation of well-trained
neural networks are assumed to have such properties, which can be experimentally validated.
These two perspectives are actually, equivalent to each other:

• Perspective 1: Experiments show mid-representations of neural networks have certain
properties → Data Manifold in Intrinsic Space satisfies such properties.

• Perspective 2: Experiments show mid-representations of neural networks have certain
properties → such mid-representation can be viewed as Data Manifold of Intrinsic Space
that is defined to have such properties.

These two perspectives are equivalent to each other, and Perspective 1 is used in some previous
work (Bahri et al., 2024; Sharma & Kaplan, 2022).

In this section, we formally define the Intrinsic Space and formally derive related results, following
Perspective 2.

D.1 FORMAL DEFINITIONS OF INTRINSIC SPACE

We define an intrinsic space to formalize the latent structure underlying natural language sequences.
This space is independent of surface forms and aims to capture the semantic and syntactic essence
of language contexts across different sequence lengths.

Setup. Let V be a finite vocabulary and X = V∗ the set of all finite sequences over V . Let M ⊂ X
denote the original data manifold of natural language, i.e., the support of the data distribution p(x).

Definition. An intrinsic space Z is a latent representation space defined by a mapping

Φ : X≤t → Z, (9)

where X≤t =
⋃t

k=0 Vk is the set of all language contexts of length t. The image of the original
data manifold under this map is denoted MZ = Φ(M≤t) ⊂ Z , or the data manifold (in Intrinsic
Space). We require the following properties:

• Predictive Consistency: There exists a decoder π : Z → ∆(V) such that

π(Φ(x<t)) = p(xt | x<t), (10)

i.e., the intrinsic representation enables accurate next-token prediction.
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Moreover, there are some other properties assumed (separately) in our work, for which we give a
formal definition here.

• Uniform Information Gain: This assumption assumes the following linear relationship
between predictive divergence and intrinsic dimension dim(l):

DKL(P, Pl) = s · (dim(∞)− dim(l)) (11)

for some constant s > 0, which we interpret as the average number of bits of predictive
information contributed by each intrinsic dimension. This is empirically observed in ex-
periments.

• Linear Entropy Relationship This assumption assumes that there exists constant 0 < s <
1, b and a sequence of tolerances {εt}t≥0 with εt → 0 such that for every context length t,∣∣∣−s H

[
qt(Z)

]
+ b − H

[
p( · | x<t)

] ∣∣∣ ≤ εt. (12)

Where qt(·) denotes probability density function. Equivalently, in the idealized zero-
tolerance limit:

−s H
[
qt(Z)

]
+ b = H

[
p(xt | x<t)

]
∀ t. (13)

It is worth mentioning that, we can easily derive the linear entropy relationship from the
uniform information gain assumption, but not vice versa. Hence, linear entropy relationship
is a weaker assumption compared to uniform information gain.

• Lipschitz Differentiable Density This assumption assumes the density of data distribution
is smooth in the intrinsic space:

∥∇q(z)∥ ≤ L (14)
for some constant L > 0

• Finite ϵ-negative moment: This assumption means the integral of the ϵ-negative moment
of the data distribution is finite:∫

Z
q(z) 1−ϵ dz := Cϵ < ∞. (15)

Remark. When Z is bounded (
∫
Z q(z) dz = VZ < ∞), and if there exists a constant

qmin > 0 s.t. q(z) ≥ qmin > 0, then this assumption is satisfied. Hence this is a weaker
assumption compared to boundedness and non-zero density, which is even weaker than
uniform distribution assumption.

Key Properties Assumed Derived Results

(Bahri et al., 2024)Theorem 2 Bounded, Uniform Distribution, Data Scaling for Approx. Loss
Lipschitz Differentiable

Theorem 1, 2 in Appendix D.2 (Bounded,) Finite Negative Moment, Data Scaling for Approx. Loss
(corr. to Section 2.3) Lipschitz Differentiable

Theorem 3 in Appendix D.3 Predictive Consistency, Bayes Risk for Ntp of varied Ctl
(corr. to Section 2.2.1) Uniform Information Gain (Intrinsic Dimension perspective)

Theorem 4 in Appendix D.4 Predictive Consistency, Bayes Risk for Ntp of varied Ctl
(corr. to Section 2.2.1) Linear Entropy Relationship (Information Entropy perspective)

Table 2: In this Section (Appendix D) we formulate results from previous sections with The-
orems derived with defined assumptions and properties of intrinsic space in this section. Ntp
refers to Next-token-prediction, Ctl refers to Context Length. We derive data scaling for approxima-
tion loss with weaker assumptions compared to (Bahri et al., 2024), please refer to Theorem 1, 2 in
Appendix D.2 for more details.

To conclude: if some space satisfies these properties, then the data representation is referred to as
‘Data Manifold’ in this space, and such properties would lead to further derivations in these work
(including this work). In experiments, Middle-representation of neural networks are assumed (and
shown) to have these kind of properties, hence explain some of the scaling behaviors they have.

22



1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239
1240
1241

Under review as a conference paper at ICLR 2026

D.2 DERIVATION FOR DATA SCALING FOR APPROXIMATION LOSS

Theorem 1 (Expected capped nearest–neighbour distance). Let Z ⊆ Rd (d ≥ 1) and there exists a
non-empty open set U ∈ Rd such that U ⊆ Z (i.e., Z is a d-dimensional region). Let q : Z → [0,∞)
be a probability density satisfying

1. Lipschitz Differentiable: ∥∇q(z)∥ ≤ L for all z ∈ Z;

2. Finite ϵ-negative moment: for some fixed ϵ > 1/d,
∫
Z
q(z) 1−ϵ dz := Cϵ < ∞.

Draw i.i.d. samples ZD = {Z1, . . . , ZD} ∼ q⊗D and define the capped nearest–neighbour distance

RM (Zi) = min
{
M, min

j ̸=i
∥Zi − Zj∥

}
, M > 0. (16)

Then, there exists constant C = C(d, L, ϵ,M,Cϵ) and D0 = D0(d, L, ϵ,M,Cϵ) such that ∀D >
D0:

EZD

[
RM (Z1)

]
≤


C (logD)ϵ/(d+1) D−ϵ/(d+1), if ϵ <

d+ 1

d
,

C D−1/d, if ϵ ≥ d+ 1

d
.

(17)

Thus, there exists constant c = c(L, ϵ,M,Cϵ), such that:

EZD

[
RM (Z1)

]
≤ C D−c/d. (18)

Proof. We write Z1 for the distinguished point and R(Z1) = minj ̸=1 ∥Z1 − Zj∥ for its exact near-
est–neighbour distance, always capping by M at the very end. Throughout the proof the expectation
E[·] is taken over the whole sample ZD = (Z1, . . . , ZD) ∼ q⊗D.

Step 0. Notation.

vd := vol(B1(0)), cd :=
vd
2
, r0(z) :=

q(z)

2L
.

vd is the volume of a unit ball. Moreover, since ∥∇q∥ ≤ L, whenever r ≤ r0(z) one has q(u) ≥
1
2q(z) for every u ∈ Br(z).

Step 1. Exponential hole probability inside the Lipschitz ball.

Fix z and r ≤ r0(z). The mass of q inside Br(z) satisfies

µr(z) :=

∫
Br(z)

q(u) du ≥ 1

2
q(z) vdr

d = cdq(z)r
d.

Conditioned on Z1 = z, the (D − 1) other points are i.i.d. q, so the conditional probability that all
other points are sampled outside the ball Br(z) is:

Pr
(
R(z) > r

∣∣Z1 = z
)
=

(
1− µr(z)

)D−1 ≤ exp
[
−cd(D − 1)q(z) rd

]
. (19)

Step 2. Density threshold and spatial split.

Define a data–dependent threshold

λD :=
(2d+1Ldd logD

cdD

) 1
d+1

(D ≥ 2), HD :=
{
z : q(z) ≥ λD

}
, LD := Rd\ HD.

(The power 1/(d+ 1) is tuned to balance two error terms below.)

Step 3.1. Distribution in HD (moderate or high density region).

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2026

For every z ∈ HD set

ρ(z,D) :=
( 2d logD

cdD q(z)

)1/d
.

Bound on ρ. Since q(z) ≥ λD, ρ(z,D) ≤ r0(z) and therefore equation 19 is valid for all 0 < r ≤
ρ(z,D).

Tail probability at ρ. With r = ρ(z,D),

Pr
(
R(z) > ρ(z,D)

∣∣Z1 = z
)

≤ exp[−2d logD] = D−2d.

Because RM (Z1) = min(R(Z1),M) ≤ M ,

E
[
RM (Z1)1{R>ρ}

∣∣Z1 = z
]
≤ MD−2d. (20)

Integral of R up to ρ. Using equation 19,

E
[
R(Z1) ∧ ρ(z,D)

∣∣Z1 = z
]
=

∫ ρ

0

Pr(R > r |Z1 = z) dr

≤
∫ ρ

0

exp
[
−cd(D − 1)q(z)rd

]
dr.

Make the change of variable t := cd(D − 1)q(z)rd; then r = (t/cd(D − 1)q(z))1/d and dr =
1
d r dt/t. The upper limit r = ρ maps to t = 2d logD. Hence∫ ρ

0

exp[−cd(D − 1)q(z)rd] dr =
Γ(1 + 1/d)

d1/dc
1/d
d

(
Dq(z)

)−1/d
.

Absorbing constants:

E
[
R(Z1) ∧ ρ(z,D)

∣∣Z1 = z
]
≤ Cd,L

(
Dq(z)

)−1/d
. (21)

Average over z ∈ HD. Taking expectation over Z1 first restricted to HD and then combining
equation 21 with equation 20,

E
[
RM (Z1)1HD

(Z1)
]
≤ C1D

−1/d + MD−2d, C1 := Cd,L

(
E[q(Z)−1/d]

)1/d
< ∞. (22)

Step 3.2. Distribution in LD (ultra–low density region).

On LD one has q(z)ϵ ≤ λϵ
D, so by Hölder’s inequality

Pr
(
Z ∈ LD

)
=

∫
q<λD

q(z) dz ≤ λϵ
D

∫
Rd

q(z)1−ϵ dz = Cϵλ
ϵ
D.

Since RM ≤ M ,

E
[
RM (Z1)1LD

(Z1)
]
≤ MCϵλ

ϵ
D = MCϵ

(
logD

)ϵ/(d+1)
D−ϵ/(d+1). (23)

Step 4. Global bound.

Adding equation 22 and equation 23. For large enough D, the term MD−2d is higher-order small
quantity compared to D−1/d or D−ϵ/(d+1). Therefore,

E
[
RM (Z1)

]
≤ C1D

−1/d + MCϵ(logD)ϵ/(d+1)D−ϵ/(d+1) + o(min(D−1/d, D−ϵ/(d+1))).

Finally, compare the two powers of D. If ϵ < d+1
d then ϵ/(d + 1) < 1/d and the second term

dominates; otherwise the first dominates. This yields the two–case estimate claimed.
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How large can ϵ be, for unbounded and bounded Z?

• It is usually assumed (Bahri et al., 2024; Sharma & Kaplan, 2022) that Z is bounded:
this assumption makes sense since in usual cases we approximate Intrinsic Space with mid-
dle feature representation of neural networks, which can indeed be bounded. For bounded
Z , it is possible for ϵ to be larger than 1 + 1/d. We would like to mention that in (Bahri
et al., 2024), a constant distribution q(z) = Const is assumed, where ϵ can be arbi-
trarily large and dominant rate D−1/d is derived: this is a much stronger assumption
compared to Finite ϵ-negative moment we assumed in our work.

• If Z is bounded and ∃qmin > 0 such that ∀z, q(z) ≥ qmin > 0, then ∀z > 1,∫
Z q(z)1−ϵdz ≤

∫
Z q1−ϵ

mindz = q1−ϵ
min

∫
Z dz, and the final term is finite for any ϵ. That

is, in this case ϵ can be arbitrarily large.
• For unbounded Z , ϵ < 1 is the usual case; at ϵ = 1 the condition becomes

∫
q0 =

Leb(supp q) < ∞, i.e. compact support of finite measure. For most unbounded densi-
ties (Gaussians, sub-exponential, power-law) one only has ϵ < 1.

• The comparison threshold d+1
d is always > 1 when d ≥ 1; hence the dominant rate is{

D−ϵ/(d+1) for every admissible 1/d < ϵ < 1,

D−1/d only if the support is compact and ϵ > 1 + 1/d.
(24)

Thus ϵ can never “reach” the critical value d+1
d unless q is essentially bounded below on

its support.

From Nearest-Neighbour Distance to Approximation Loss

• Capped nearest-neighbour distance can be derived natually if one assume the maximum
distance of neighboring points to be bounded by constant, or if one assume the Intrinsic
Space Z is bounded.

• Restate of Theorem 2 in (Bahri et al., 2024): Assuming l(f), f, F be Lipschitz with
contants KL,Kf ,KF and l(F ) = 0, D be training dataset of size D sampled i.i.d from
Md. Let f(x) = F (x)∀x ∈ D. Then, for each training point x, let x̂ be the nearest
neighboring training data point, we have L(D) ≤ KL(Kf +KF )ED,x[|x− x̂|].

• Combining Theorem 2 in (Bahri et al., 2024) and previous results (nearest neighbour
distance in this Appendix D.2), since Approximation loss of context length l is DKL(Pl, Q)
which can be 0 when Q = Pl, thus satisfying the assumption of Theorem 2 in (Bahri et al.,
2024). Thus, LApprox = C0 +A(l)/Dc/dim = C0 +A(l)/Dα(l).

Therefore, we have:
Theorem 2 (Data Scaling for Approximation Loss). Let Z ⊆ Rd (d > 1) be a d-dimensional
region (exists non-empty open set U ∈ Rd such that U ⊆ Z). q : Z → [0,∞) be probability
density function satisfying Lipschitz Differentiable and Finite ϵ-negative moment. Let g : Z → PV

be a decoding mapping from intrinsic space Z to a distribution of tokens in vocabulary V , and
l(PV 1, PV 2) be KL divergence loss function (thus l is zero for identical distributions). Assume
l(g(z1), g(z2)) is differentiable and Lipschitz smooth for z1 and z2 with Lipschitz coefficient Ll.

Then, draw i.i.d. samples ZD = {Z1, . . . , ZD} ∼ q⊗D, if minj ̸=i ||Zi − Zj || is bounded by
M , then there exists constant C = C(d, L, ϵ,M,Cϵ, Ll) and c = c(L, ϵ,M,Cϵ) such that for
D > D0(d, L, ϵ,M,Cϵ):

min
j ̸=i

l(g(Zi), g(Zj)) ≤ C D−c/d. (25)

Proof.

min
j ̸=i

l(g(Zi), g(Zj)) ≤ min
j ̸=i

Ll · ||Zi − Zj ||

= Ll ·min{M,min
j ̸=i

||Zi − Zj ||}

= Ll ·RM (Zi) by the definition of RM (Zi) in Theorem 1

(26)
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By applying Theorem 1 we have:

EZD
[min
j ̸=i

l(g(Zi), g(Zj))] ≤ Ll C D−c/d (27)

for constant C = C(d, L, ϵ,M,Cϵ), c = c(L, ϵ,M,Cϵ) and large enough D > D0(d, L, ϵ,M,Cϵ),
thus completing the proof.

Meaning of a finite ϵ-negative moment

• Lebesgue–measure view
Write Et := {z : q(z) ≤ t}. Chebyshev gives

Leb(Et) ≤ t−ϵ

∫
q1−ϵ = Cϵ t

−ϵ. (28)

Hence Assumption (A2) controls how large the very–low–density region can be; the
smaller ϵ, the larger that region may grow.

• Rényi entropy view

For order α > 0, the Rényi entropy is

Hα(q) = − 1

α− 1
log

∫
qα. (29)

Setting α = 1− ϵ ∈ (0, 1) (the Tsallis regime) and re-arranging,∫
q1−ϵ = e−(1−ϵ)H1−ϵ(q), (30)

so finiteness of the ϵ-negative moment is equivalent to finite sub-Rényi entropy of order
< 1. Smaller ϵ (order closer to 1) corresponds to heavier low-density tails, which precisely
slows the nearest-neighbour rate as captured in Theorem 1.

D.3 DERIVATION FOR BAYES RISK WITH INTRINSIC DIMENSION ASSUMPTION

Theorem 3 (Bayes Risk and Context Length with Intrinsic Dimension Assumption). Let Z be an
intrinsic space satisfying Predictive Consistency and Uniform Information Gain, then the Bayes
Risk H(P, Pl) of context length l is Linear with respect to Intrinsic Dimension dim(l). That is,

H(P, Pl) = −s · dim(l) + Const (31)

Proof.
H(P, Pl) = H(P ) +DKL(P, Pl)

= H(P ) + s · (dim(∞)− dim(l))

= −s · dim(l) + Const

(32)

An intuitive example for the ‘s-bits per dimension’ assumption: assuming that the vocab is
an integer from 0 to 2dim(∞)∗s − 1. assuming P (x0|x−∞:0) = δx0,y , that is, the next token
given x−∞:0 is sure to be y. y. For Pl(x0|x−∞:0), the first dim(l) ∗ s digits of the integer
(in binary representation) are known, but the remaining (dim(∞) − dim(l)) ∗ s digits are un-
known, making a guess in these numbers yield Pl(x0|x−∞:0) = 1/2s∗(dim(∞)−dim(l)). Thus,
DKL,x0

(P (x0|x−∞,0), Pl(x0|x−∞,0)) = 1 ∗ log 1/(1/2s∗(dim(∞)−dim(l))) = s ∗ (dim(∞) −
dim(l)).
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D.4 DERIVATION FOR BAYES RISK WITH INFORMATION ENTROPY ASSUMPTION

Theorem 4 (Bayes Risk and Context Length with Information Entropy Assumption). Let Z be
an intrinsic space satisfying Predictive Consistency and Linear Entropy Relationship of zero-
tolerance limit, then the Bayes Risk H(P, Pl) of context length l is Linear with respect to Intrinsic
Entropy H[qt(Z)] where qt(·) denotes probability density function. That is,

H(P, Pl) = −s ·H[qt(Z)] + Const (33)

Proof.
H(P, Pl) = H(Pl) (from Appendix B.2)

= H[p(xt|x < t)]

= −s ·H[qt(Z)] + b

= −s ·H[qt(Z)] + Const

(34)

E MORE EXPERIMENTS OF LLAMA ON ANOTHER DATASET

According to the technical report of LLaMa 3.1(Grattafiori et al., 2024), the text corpora with num-
ber of ‘dirty words’ beyond certain threshold would be filtered out, as proposed in (Raffel et al.,
2023). We collect some text corpora online which include forbidden words defined in (Raffel et al.,
2023), as text corpora unseen by LLaMa 3.1. By conducting experiments on it we obtain results
similar to Openwebtext subset.

��������������
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�����	�	/�� �
,������,�+������������

 

x^γcollected dataset, fitted with: 𝑦=𝐶_0+𝐶/𝑥^𝛾

Figure 11: Cross Entropy Loss vs. Context Length, with log scale. We see that y = C0 + C/xγ fits
this curve well.

According to Figure 11, we see that CE = C0 + C/lγ approximates well for text corpora that are
sure not to be seen by the model.

F OPTIMAL CONTEXT LENGTH FOR TWO-NEEDLE-IN-HAYSTACK
TRAINING: STUDY ON SYNTHETIC DATASET

Here, we utilize our proposed synthetic dataset as a proxy to study the two-needle-in-haystack ex-
periment (as we mentioned in Figure 5.)
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Validation Loss v.s. Context Length
for Different Training Dataset Sizes, on Synthetic Datasets

Validation Loss – min_D(Validation Loss) v.s. Context Length
for Different Training Dataset Sizes, on OpenwebText Subsets

Figure 12: Validation set Cross Entropy Loss of the output token (resembling the ‘answer’ token of
two-needle-in-haystack tasks) v.s. context length, for MLPs trained with different training dataset
sizes.

As mentioned in previous studies, the Cross Entropy loss of key tokens (e.g. the perplexity of the
Answer token for Needles in Haystacks (NIH)) is highly correlated with downstream task accuracy
(that is, the NIH tasks). Here, we use the Cross Entropy loss of the output bit of our synthetic task
(shown in Figure 5) as a metric for our synthetic ‘two-needles-in-haystack’ task.

Here, we use a synthetic dataset similar to that mentioned in the main paper, except that it has more
than 500 context bits (though most tasks require only first 100 context bits). In this section, we
fix the size of the training data, train multiple iterations till overfitting, and take the best validation
loss as the validation loss of that (training dataset size, context length) pair. Results are shown in
Figure 12. From the result, we make such observation:

There exists an optimal context length for most training dataset size used, and such optmial context
length increases with the amount of available training data.

This proves the concept that, when training dataset is limited, optimal context length smaller than
the task length could potentially exists for tasks resembling the two-needle-in-haystacks tasks, and
larger training dataset leads to larger optimal context length.

G EXPERIMENTS ON OTHER LANGUAGE MODELS

In our main paper, we mainly conduct experiments on the Llama-3 series on Nature Language and
neural networks on synthetic datasets. Here, we further experiment on the relationship between
Intrinsic Entropy and Cross Entropy Loss, for OpenWebText dataset for other two language models:
the Qwen3-8B-Base and the RecurrentGemma-9B.

As shown in Figure 13, for Qwen3-8B-Base, the linear relationship between Intrinsic Entropy and
Cross Entropy loss holds quite well. For RecurrentGemma-9B, we observe that its Cross Entropy
loss is significantly higher than Llama-3.1-8B and Qwen3-8B-Base for small context length (the 3
high points drawn on the figure), while other points show similar cross entropy loss. Therefore,
we conclude that RecurrentGemma-9B is not a good approximation for Bayes Model for these
outlier points (i.e. it can’t model low-context quite well with Cross Entropy loss > 5, potentially
because of its architecutre or training pipeline), and we use the rest points where it is closer to Llama-
3.1-8B and Qwen3-8B-Base as Bayes Model for regression.

Experiment in this section proves that, (1) our proposed Intrinsic Entropy and Cross Entropy loss
relationship holds across different series of Language Models with different architectures when
they are well-trained and can represent Bayes Models; and (2) the discovered relationship only holds
when the measured Language Model approximates Bayes Model well.
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Llama-3.1-8B Qwen-3-8B-Base RecurrentGemma-9B

Figure 13: Validation set Cross Entropy Loss of the output token (resembling the ‘answer’ token of
two-needle-in-haystack tasks) v.s. context length, for MLPs trained with different training dataset
sizes.

H EXPERIMENT SETTINGS

H.1 NATURAL LANGUAGE DATA

H.1.1 OPTIMAL CONTEXT LENGTH EXPERIMENTS

We use nanogpt (Karpathy, 2022) and train a model with GPT-2(Radford et al., 2019) architecture on
a subset of OpenwebText dataset. Our model is the same with GPT-2-124M (12-head transformers,
768-dim feature vector) except that it uses half the transformers layer size (12 → 6) to reduce GPU
memory for long contexts. For training, we use the AdamW (Loshchilov & Hutter, 2019) optimizer,
learning rate of 6e− 4, weight decay of 1e− 1, 1000 warm-up iterations. For given token number,
all models with different context length are trained with same number of iterations, where iteration
number equals roughly to token number/(0.1M).

We train the model on a subset of OpenWebText. To be specific, we first select text corpora with
context length beyond specific limits larger than the maximum training context length from Open-
WebText, then split into Training set and Validation Set. The training set we used to train the
models have 200M, 250M, 300M, 350M, 500M, 750M tokens respectively, and the validation set
has 134M tokens.

Experiments presented in Figure 4 and Figure 14 took around 300 gpu hours on 8 AMD MI-250X
GPUs (which are similar in performance to Nvidia A100 gpus).

0 2000 4000 6000 8000 10000
Context Length

3.4
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 vs Context Length, on OpenWebText subset

200M tokens
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300M tokens
350M tokens
500M tokens
750M tokens

Figure 14: Openwebtext subset, Validation Loss vs. Context Length, for different dataset sizes.
Different curves represent different amount of training data used. A more readable figure can be
found in Figure 4, where the minimum validation loss reachable for each training dataset size is
subtracted.
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H.1.2 INTRINSIC DIMENSION EXPERIMENTS

We select long enough text corpora from the Openwebtext dataset. Then, following previous prac-
tice (Cheng et al., 2023), we conduct experiments with LLaMa-3.1-8b on 10000 samples of this
subset. We extract the feature representation of the last token in the last layer, as the Intrinsic Rep-
resentation of samples.

Conducting all intrinsic dimension measurements cost up to around 100 gpu hours for MI-250X
gpus.

I RELATED WORK

I.1 ENLARGING CONTEXT LENGTH FOR LMS

Previous work has made attempts to enlarge the context length of Language Models. Work repre-
sented by RoPE (Su et al., 2023) uses rotary positional embedding to support generalizing LMs to
longer context in inference compared to the training process. These work uses modified positional
embeddings to model the relative position dependency in attention mechanism.

There is also work about enhancing long context understanding and exploring Scaling Laws for
context length (Xiong et al., 2024). These work utilize an adjusted pretraining and instruction-
finetuning process with more long-context data to enhance the models’ ability on long contexts.

Other work modifying architectures has also been proposed to enhance long context modeling or to
simplify deployment of long context LLMs. For example, (Tang et al., 2024) proposes a training-
free RazorAttention algorithm to largely compress the KV cache while maintaining performance
unchanged.

Architectures and inference methods have been proposed to reduce inference time and memory
cost for Language Models, represented by a series of linear transformer or RNN-based meth-
ods (Katharopoulos et al., 2020; Gu & Dao, 2024; Sun et al., 2024). These methods, largely reducing
the computational cost and memory usage for long input contexts, have displayed margin ahead of
traditional attention-based langauge models for long context inference.

Currently a common practice to train very large Language Models supporting long context is to use
pretrain the model with shorter contexts, then finetune them with longer contexts, as presented in
tech reports of LLaMa-3 (Grattafiori et al., 2024) and DeepSeek-v3 (DeepSeek-AI et al., 2024).

I.2 IRRELEVANT LONG CONTEXT HURTS PERFORMANCE OF LMS

Besides context length scaling with relevant contexts, previous researches have studied how LLMs
perform for long irrelevant contexts. As an example, (Levy et al., 2024) studies the performance
of current LLMs on an adjusted version of ‘needle in a haystack task, where two pieces of key
information are embedded into a long text corpora and a question related to both is asked, similar to
that presented in Figure 5. The conclusion of these work is that LLMs would perform worse when
there is too much irrelevant information.

I.3 LONG CONTEXT IN ANOTHER FIELD: TIME SERIES FORECASTING

Context length, representing the length of input context, is not unique to Nature Language. For time
series forecasting, where machine learning plays an important row, there is also work discussing the
impact of context length, represented by (Shi et al., 2024). These investigations find that there exists
an optimal look-back horizon, which increases with dataset size. However, time series datasets are
relatively small compared to NLP datasets, and thus whether this conclusion holds on NLP remains
an open problem for this work to study.

I.4 RELATED THEORIES FOR SCALING LAWS

Since the discovery of Scaling Laws for Large Language Models (Kaplan et al., 2020) or even
earlier, there has been theoretical work trying to explain why model performance could benefit from
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more data points and more model parameters. For exmaple, (Sharma & Kaplan, 2022) studies the
dataset and model scaling from the data manifold perspective.

Specially for Language Models, there is also previous work proposing all kinds of theoretical mod-
els. For example, (Michaud et al., 2024) proposes a feature-quant based theory; (Aghajanyan et al.,
2020) views the effect of fine-tuning from the intrinsic dimension perspective; (Havrilla & Liao,
2024) proposes to understand scaling with intrinsic dimensions.

J INTRINSIC DIMENSION PERSPECTIVE: MEASUREMENTS IN INTRINSIC
SPACE

J.1 BAYES RISK FROM AN INTRINSIC DIMENSION PERSPECTIVE: ASSUMPTIONS

Here we derive similar results as in Section 2.2, but from an Intrinsic Dimension perspective rather
than an Information Entropy perspective.

We propose a simple theory model to relate H(P, Pl) with the intrinsic dimension dim(l) of the
intrinsic space spacel of the text corpora of length l (for the next-token prediction task).

We assume these assumptions hold for Intrinsic Space (please see formal definitions of Intrinsic
Space in Appendix D),

• Assumption 1. Intrinsic Dimension of the Bayes Model liml→∞ dim(l) = dim(∞) is
finite, which is the Intrinsic Dimension of next token prediction of language itself.

• Assumption 2. ∀l1, l2 such that l1 < l2, dim(l1) < dim(l2). This is because a longer
context contains more information about the next possible token.

To simplify deduction, we further assume that,

• Assumption 3. Uniform Information Gain (s-bits for next token prediction per Intrin-
sic Dimension): Each intrinsic dimension would add s bits of information to the next-
token prediction task, so there are dim(l) ∗ s bits of information that can be represented
in spacel for the next-token prediction. This means the KL-divergence for the Bayes
Model of context length l, Pl, with Bayes Model of infinite context length, P = P∞,
is: DKL(P, Pl) = s ∗ (dim(∞) − dim(l)). Note this does not mean these are the only
information in the Intrinsic Space, hence s can be small, or even smaller than 1.

With these assumptions, we can derive H(P, Pl) with dim(l):

RBayes = H(P, Pl)

= −s ∗ dim(l) + Const
(35)

This linear relationship can be observed in experiments for LMs and synthetic data, providing an
alternative explanation to the entropy-based approach in the main paper.

J.2 EXPERIMENTALLY MEASURE INTRINSIC DIMENSION USING PCA

We further use PCA as a metric to measure the Intrinsic Dimension of Dataset with respect to context
length. We provide the relative degradation of the eigenvalue in the feature space of LLaMa-3.1-
8B, for the last token. We see that larger input length would indeed provide feature with lower
degradation in the intrinsic space. Notably, when 5 < idx < 1500 the curves is similar to Zip-f
distribution (log eig = C0 − C ∗ log idx), and for 500 < idx < 4000 it resembles exponential
degradation (log eig = C0 − C ∗ idx).

Instead, following previous practice, here we use some threshold to decide the transformation index
of these two states as Intrinsic Dimension: maxidx rela eig(idx) ≥ threshold is used as the mea-
sured Intrinsic Dimension. Notably, the threshold here is a hyperparameter which is set to constants
in previous work(e.g.1/20 in (Aghajanyan et al., 2020)), but we observe here that many thresholds
would validate the linear correspondence of Cross Entropy vs. Intrinsic Dimension, which further
enhance the robustness of our result. We use thresholds from 0.002 to 0.25.
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Figure 15: Left figures: Relative Eigen Value for LLaMa-3.1-8B on a subset of OpenWebText,
presented in different x-axis scales, with different context length visible to Language Model. Gray
lines represent different thresholds we take to measure the intrinsic dimension of the current model.
Right figures: Cross Entropy Loss vs. Measured Intrinsic Dimension. Each line represents a
certain threshold used to measure ID in the intrinsic space of the used LLM. Different Measurements
would give ID values that are linear w.r.t. each other, and they are all linear w.r.t. CE loss.

For a certain threshold, we conduct experiments on several context lengths, and measure CE Loss
on certain text corpora with these context lengths. We observe a fairly linear relationship between
CE Loss and ID measured (supporting our theory), as shown in Figure 15. We see that, no matter
what threshold we use, the Cross Entropy Loss usually follows a linear relationship with the Intrinsic
Dimension we measured, showing the robustness of the PCA evaluation method, and validating our
theoretical assumptions:

RBayes ≈ −s ∗ dim(l) + Const,

which aligns well with Equation 35, thus validating our intrinsic dimension-based deduction.

J.3 MLP-BASED SYNTHETIC DATASET: INTRINSIC DIMENSION EXPERIMENTS

We train a large enough MLP on data generated on the synthetic tasks, and evaluate our model on
the validation dataset. We train until overfitting the training dataset. We assume 1 dimension in
Intrinsic Space can store information about 1 subtask, hence we take ID(l) = t(l) as its theoretical
value here.

Let f(x,C,C0, γ) = C0 − C/xγ and g(x, k, b) = k ∗ x+ b.

The fitted results are:

• ID & CL: ID ≈ f(CL,C,C0, γ),C0 = 51.1± 1.0, C = 1.7 ∗ 103 ± 0.3 ∗ 103, γ = 1.18± 0.06,
R2 = 0.9997.

• CE & CL: CE ≈ f(CL,C,C0, γ),C0 = −0.015 ± 0.013, C = −23.8 ± 4.3, γ = 1.18 ± 0.06,
R2 = 0.9997.

• CE & ID: CE ≈ g(ID, k, b), k = −0.693± 1 ∗ 10−5, b ≈ 0.0139± 4 ∗ 10−7, R2 = 1− 7 ∗ 10−9.

As shown, we construct synthetic data such that ID(l) = ID0 − C ′/lγ , and our measurements
show CE = C +C ′/lγ . More importantly, for the synthetic data example, Cross Entropy loss is
almost perfectly linear with the Intrinsic Dimension as we defined previously. This validates the
linear relationship between Cross Entropy Loss and Intrinsic Dimension; and we have also provided
a construction to match the measured relationship CE(l) ≈ C0 + C/lγ .
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Figure 16: Model trained on the proposed synthetic dataset; ⊕ represents feature concatenation.
Only the first l bits are used as input to context MLP when the context length is set to l. We conduct
PCA on Context Feature to analyze the intrinsic dimension of input context bits for various context
lengths.

We train a model with a specialized architecture, allowing us to use the feature representation of
a middle layer as a feature vector for input context bits, as shown in Figure 16. After training
the model on data with different context length, we conduct PCA on the obtain context feature
representation to study the Intrinsic Space of this model.

𝑒𝑖𝑔 𝑥𝑙 < 𝑦 < 𝑒𝑖𝑔 𝑥𝑙
′

𝑥𝑙 < 𝑥 < 𝑥𝑙′

𝑥𝑙 = #𝑇𝑎𝑠𝑘(𝑙)
𝑥𝑙′ = #𝑇𝑎𝑠𝑘(𝑙) + 1

𝒚∗

Figure 17: Relative eigen value vs. index, for models trained on different context length. Vertical
lines: xl = ID(l) and x′

l = ID(l + 1). For example, a context length 27 has 16 subtasks visible,
corresponding to 16 bits in Intrinsic Space. Assuming 1 dimension in Intrinsic Space represents 1
bit, the leftmost purple rectangle drawn means a range of ythreshold that would provide an accurate
estimation of ID(27) = 16 for context length 27. There exists y∗ that would provide an estimation
of ID for all context lengths, as shown in the figure.

We find that: (1) the neural network would indeed learn the key information in the context bits. For
models with different input context lengths, although their inner dimensions are the same (80), the
representation of inputs in this inner space mainly lies in the first ID dimensions, and the eigen
values corresponding to other dimensions are very small; and (2) there exists such threshold y∗ that
would estimate ID for all context lengths accurately. We can take some threshold y∗ to estimate
the intrinsic dimension, by obtaining the maximum index of the relative eigen value such that the
relative eigen value is larger than y∗, which would give accurate and consistent estimates.

J.4 BRIDGING THE GAP BETWEEN INTRINSIC DIMENSION EXPLANATION AND INTRINSIC
ENTROPY EXPLANATION

Here, starting from previous assumptions and measurements w.r.t. Entropy in Intrinsic Space, we
explain why CE is linear w.r.t. Intrinsic Dimension measured in Section 2.2, for idx > 500. We see
in Figure 3 that for idx > 500, the relative eigenvalues mainly follow an exponential decay:

releigvall, idx = releigvall, 0 ∗ exp{−αl ∗ idx}, for certain context length
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where l is the context length, idx is the index of some certain eigen value, and αl is the exponential
decay coefficient for this certain context length l.

We also see from the previous results (Figure 3) that for different context lengths, the relative
eigenvalues increase almost in the same proportion, especially for idx > 1000. That is, αl ≈ α. We
define γ(l) = releigvall,0/releigval∞,0 and thus we have: releigvall,idx = religval∞,0 ∗ γ(l) ∗
exp(−α ∗ idx).
For the subspace for the next token prediction task, we denote its dimension to be m. Hence, the
entropy should be proportional to log of volume in the subspace; that is:

Ssubspace(l) =
∑

idx∈{dimension of subspace}

log releigval∞,0γ(l) exp(−α ∗ idx)

= m log γ(l) + Const

(36)

which is the result of the Intrinsic Entropy Explanation.

For Intrinsic Dimension explanation, if we are using some certain threshold thres to measure
Intrinsc Dimension, the measured dimension dim(l, thres) should satisfy:

releigval∞,0 ∗ γ(l) ∗ exp{−α ∗ dim(l, thres)} = thres,

hence the measured dimension is dim(l, thres) = 1/α ∗ (log γ(l) + log(releigval∞,0/thres)).
Plugging this into Equation (36) we have:

LCE = −Ssubspace(l) + Const = −mα ∗ dim(l, thres) + Const(thres). (37)

Thus, we derive our assumptions in Section 2, where s = mα. Equation (37) can also be validated
in the lower-right part of Figure ??, where the Intrinsic Dimensions (for idx ≥ 500) are measured in
the exponential decay area, and these lines, though measured with different threshold (thres), share
similar slopes w.r.t. CE Loss (that is not related with threshold, as shown in Equation 37).

K DISCLOSURE OF LLM USAGE

LLMs are used in this work for polishing writing only.
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