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Hunting in the Dark Forest: A Pre-trained Model for On-chain
Attack Transaction Detection in Web3

Anonymous Author(s)∗

Abstract
In recent years, a large number of on-chain attacks have emerged
in the blockchain empowered Web3 ecosystem. In the year of 2023
alone, on-chain attacks have caused losses of over $585 million.
Attackers use blockchain transactions to carry out on-chain at-
tacks, for example, exploiting vulnerabilities or business logic flaws
in Web3 applications. A wealth of efforts have been devoted to
detecting on-chain attack transactions through expert patterns
and machine learning techniques. However, in this ever-evolving
ecosystem, the performance of current methods is limited in detect-
ing new on-chain attacks, due to the obsoleting of attack recognition
patterns or the reliance on on-chain attack samples. In this paper,
we propose a universal approach for detecting on-chain attacks
even when there are few or even no new on-chain attack samples.
Specifically, an in-depth analysis of the transaction characteristics
is conducted, and we propose a new insight to train a generic attack
transaction detecting model, i.e., transaction reconstruction. Partic-
ularly, to overcome the over-fitting in the transaction reconstruction
task, we use the web-scale function comments related to transac-
tions as supervision information, rather than expert-confirmed la-
bels. Experimental results demonstrate that the proposed approach
surpasses the supervised state-of-the-art by 13% in AUC, with just
30 known on-chain attack samples. Moreover, without any known
attack samples, our method can still detect new on-chain attacks in
the wild (with a precision of 61.83%). Among attacks detected in
the wild, we confirm 1,692 address poisoning attacks, a new type
of on-chain attack targeting token holders. Our code is available at:
https://anonymous.4open.science/r/6F40.

CCS Concepts
• Security and privacy→Web application security; • Applied
computing → Digital cash.
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Figure 1: The changes in the proportions among several on-
chain attack types over time.

1 Introduction
Web3, conceived a distributed Internet of value without a reliable
third party, has received extensive attention from industry and
academia [12]. Massive Web3 applications are built atop blockchain
trading systems [2, 36, 42]. Users can activateWeb3 application busi-
ness logic by initiating blockchain transactions. The business logic
of Web3 applications is usually implemented through smart con-
tracts, which are Turing-complete programs on the blockchain [42].
Consequently, the transaction information carried by blockchain
transactions goes far beyond “money transfer” in transactions in
traditional financial systems.

Transactions can be utilized to carry out on-chain attacks, re-
sulting in significant financial losses, and these attacks can be quite
covert. For example, by carrying out blockchain transactions, at-
tackers exploit the smart contract vulnerabilities or Web3 business
logic flaws to profit. According to a report [4], the monetary detri-
ment resulting from on-chain attacks surpassed $585 million in just
2023. In traditional financial systems (e.g., banks), users engaging
in transaction activities are required to furnish authentic identity
information, aka the Know-Your-Customer (KYC) process. Utiliz-
ing authentic identity information, financial industry experts are
capable of deducing the intent of transactions. However, due to
the pseudonymity of blockchain accounts, users are not required
to disclose their identities in order to engage in transactions. As
a consequence, traditional technologies encounter challenges in
scaling up to Web3 and blockchain ecosystems.

To ensure prompt reactions to the risks presented by on-chain
attacks, some techniques [1, 19, 28, 38, 43, 48, 49, 51] have been
proposed to autonomously detect attack transactions. However,
new on-chain attacks continue to emerge, and existing methods are
limited in identifying new types of on-chain attacks. We collect the
on-chain attack reports from DeFiHackLab [35], and plot Figure 1,
which illustrates the emergence of new attack types over time, e.g.,
price manipulation and precision loss. Moreover, in 2023, 23 of the
73 on-chain attacks did not fall in common established on-chain
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attack taxonomies [6, 26, 50], and these attacks resulted in losses,
accounting for 52.5% of the total for the year [4]. According to an-
other recent survey, only about 50% of new types of attacks [50] can
be detected by current tools. On the one hand, existing techniques
that rely on particular expert patterns may experience a gradual
decline in effectiveness, as the attack vector continues to evolve.
Especially when a new attack pattern appears, existing patterns
may not be able to cover new attacks. On the other hand, while
current learning-based approaches can extract attack knowledge
automatically, their efficacy is contingent upon well-defined opti-
mization goals, which usually depend on a substantial volume of
labelled data or a clear attack taxonomy. Yet labeled on-chain attack
samples and clear attack taxonomy are frequently absent for new
attacks, which hinders the efficacy of learning-based methods.

In the Web3 ecosystem with diverse and rapidly evolving on-
chain attacks, it is an imperative but challenging task to design a
universal on-chain attack transaction detection model. First, it is
difficult to completely enumerate the patterns of on-chain attack
transactions. Blockchain transactions contain heterogeneous data,
e.g., traces, logs, and receipts, and attack patterns are reflected in
the combination of these heterogeneous data [33, 38, 43]. Given that
transaction data encompass a variety of attributes and categories,
their combinations correspond to a space that is impossible to
traverse within a limited time. Second, labeled on-chain attack
samples and a clear attack taxonomy are frequently absent for new
on-chain attacks. While some work establishes taxonomies and
labels samples for new attacks [47, 50], these efforts are frequently
implemented subsequent to the occurrence of attacks. Prior to
the occurrence of new attacks, it is exceedingly challenging for
condensing attack features that have not yet materialized. And thus
learning-basedmethods also struggle to learn generalizable decision
boundaries for on-chain attack transaction detection directly.

This paper aims to address the aforementioned issues by propos-
ing a generic, learning-based method for detecting on-chain attack
transactions. First, we collect on-chain attack transactions from
2023 and earlier. Our analysis and prior work reveal that, at any
given time, attack transactions exhibit some features (e.g., token
leakage [32, 45], price slippage [43, 46]) that significantly distin-
guish them from non-attack transactions. And these features rarely
appear in non-attack transactions. Based on the observation, we
offer a new insight for designing on-chain attack transaction de-
tection models: implementing pre-training to learn the features of
reconstructing non-attack transactions. The pre-trained model can
identify attack transactions using reconstruction error, without the
need to pre-defined specific attack patterns to be detected. More-
over, we find that the generalizability of the pre-trained model can
be limited by the potential parameter over-fitting, resulting from
the reconstruction task. To prevent the over-fitting, the comment
corresponding to functions triggered during transaction execution
is used as supervision. This allows the model to learn meaningful
embeddings in the reconstruction task. In this way, a generaliz-
able on-chain attack transaction detection model can be developed,
without any labeled attack transactions.

We prototype the proposed method on several EVM-compatible
blockchains, e.g., Ethereum [42], BNBChain [2], and Polygon [36].
The conducted experiments evaluate the effectiveness and efficiency
of our method. Firstly, for the attacks with known samples, e.g.,

reentrancy [33, 48], the proposed approach outperforms state-of-
the-art full supervised methods by 13% in AUC, even if only 30-shot
known attack samples are utilized. Secondly, without any known
attack samples for training, the proposed method detect 1,707 real
attacks in the wild. Especially, the detection results of the wild
experiments reveal a new type of attack, i.e., address poisoning [31].

In summary, the major contributions are as follows:
• Problem insights. Despite differences in attack patterns,

attack transactions often contain features that rarely ap-
pear in non-attack transactions. The observation inspires a
new class of solutions: learning to reconstruct non-attack
transactions and using reconstruction error to detect attack
transactions, without the need to pre-define attack patterns
or collect attack samples.

• A pre-trained model. We develop a pre-trained model
capable of identifying attack transactions in the absence
of known samples. During the pre-training, function com-
ments corresponding to transactions are used as supervi-
sion, enhancing the model generalizability in the attack
transaction detection.

• Experimental verification. The proposed method out-
performs the supervised state-of-the-art by 13% in AUC,
although there are only 30 known on-chain attack samples.
And we confirm that our method is efficient enough to de-
ploy and monitor the real-time transaction flow. Moreover,
without any known attack samples, the proposed method
detects 1,707 on-chain attacks in the wild. Among detected
attacks, 1,692 are confirmed as address poisoning attacks, a
new type of on-chain attack.

2 Background and Related Work
In this section, we introduce some necessary concepts and related
work of on-chain attack transaction detection task.

2.1 Terminology of Blockchains
EVM-compatible blockchain. Ethereum, one of the representa-
tives of blockchain, is a blockchain trading system that enables
developers to deploy Web3 applications. Ethereum Virtual Ma-
chine (EVM) [42] is a software environment that executes Web3
applications on Ethereum. The vast ecosystem of Ethereum drives
multiple blockchain platforms, e.g., BNBChain, Polygon, to design
compatible technologies for EVM, allowing deployment of the same
applications as Ethereum without significant code modifications.
Accounts. Accounts can participate in transactions. Specifically,
there are two kinds of accounts [42], i.e., externally owned ac-
counts (aka. EOAs) and smart contracts. Externally owned accounts
are controlled by users, while smart contract are controlled by
on-chain program, supporting the logic of Web3 applications, e.g.,
issuing tokens. All accounts have a unique address as an identifier.
Transaction. Transactions are initiated by externally owned ac-
counts. Every few seconds to minutes, new transactions are pack-
aged into a block by the blockchain system and made publicly
accessible. Transactions can be use to transfer native token (e.g.,
Ether in Ethereum) of a blockchain system from one account to an-
other. Additionally, transactions can carry code or data that triggers
the execution of on-chain programs.

2
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2.2 On-chain Attack Detection
In order to carry out attack detection, existing methods focus on
designing specific expert patterns and deep learning models.

2.2.1 Pattern-based Detection. In recent years, some researchers
aim to design specific patterns to detect on-chain attack transac-
tions [37, 39, 43, 46, 48, 51]. TXSPECTOR [48] constructs triggered
the operation code into a graph, and uses the domain specific lan-
guage to detect reentrancy, unchecked call, and suicidal attacks in
transacitons. Zhou et al. [51] modeled the transaction execution as
a graph, and defined six types of graph patterns to discover attack
transactions, e.g., reentrancy, honeypot, etc. Wang et al. [39] sum-
marized a flashloan pattern for each provider to identify flashloan
transactions. Torres et al. [37] measured the three different types
of frontrunning attacks: displacement, insertion, and suppression,
based on their proposed heuristics. However, due to their design
for specific tasks, pattern-based methods may lack generalizability
and thus be difficult to scale to newly emerging attacks.

2.2.2 Learning-based Detection. Some learning-based methods [1,
19, 24, 33, 38, 44, 47] also attempted to extract transaction features
and discover attack behaviors in transactions. DeFiScanner [38] de-
signed a neural network to fuse features from external transactions
and emitted events, which was then used to detect on-chain attacks.
DEFIER [33] modeled the transaction execution process as a graph,
and used graph embedding models and sequence embedding mod-
els to classify multi-stage attack transactions. Recent work [1, 19]
has been devoted to extracting MEV (maximal extractable value)
actions in transactions through deep learning methods. However,
learning-based methods usually require a well-labelled dataset or
the clear attack taxonomy for model training. Thus, it is difficult for
existing learning-based methods to handle the new attack outside
of the training data.

3 Problem Analysis
This section conducts an analysis of the on-chain attack transaction
task. Specifically, we explore the characteristics of attack and non-
attack transactions, and provide new insights for designing a genic
detection model.

3.1 Transaction Characteristics
In practice, existing technologies often model heterogeneous trans-
action data as transaction graphs [43, 44, 48, 51], allowing for mod-
eling the associations between different data. Transaction graphs
containmany high-order structures, which are subgraphs composed
of multiple nodes that correspond to accounts and triggered pro-
gram segments. These high-order structures can reflect the intent
of transactions [43, 44, 51].

Some studies suggest that in non-attack transactions, the high-
order structures reflecting complex intent are composed of a small
number of high-order structure combinations [44]. One reason
for this phenomenon may be the code reuse [34], where devel-
opers tend to use packaged code for constructing new programs.
Additionally, due to the large volume of non-attack transactions,
learning-based models can effectively learn the features of non-
attack transactions [38, 44].

Frequency

#P
ro

gr
am

 se
gm

en
ts Non-attack

Attack

Figure 2: The frequency distribution of program segments.
The coordinate axis is on a logarithmic scale.

Human experts are able to identify and report new attacks. In fact,
the high-order structures corresponding to attacks rarely appear
in non-attack transactions (e.g., token leakage [32, 45], price slip-
page [43, 46]). We conduct an empirical analysis using the DAppFL
dataset [45], which collects both attack and non-attack transactions
from 2023 and earlier. This dataset also indicates all triggered pro-
gram segments in attack transactions and non-attack transactions.
These program segments can be represented as subgraphs (also
high-order structures), and the frequency distribution of different
subgraphs is shown in Figure 2. It is evident that the high-order
structures associated with attacks are less frequent and have a
smaller number, displaying the traits of anomalous data.

Finding I: In the transaction graph, high-order structures
reflect transaction intent, and attack-related high-order struc-
tures are rare and infrequent.

3.2 Insights of Model Design
Drawing inspiration from Auto-Encoder [23] and the aforemen-
tioned observations, we can create a reconstruction task to train
a model for detecting attack transactions. To be more precise, a
vast number of non-attack transactions are used to teach the model
how to encode and decode transaction features. When the model
comes across an attack transaction, there can be a large reconstruc-
tion error, because the attack transaction includes rare high-order
structures that contradict the data the model has learned. In this
way, we can use the reconstruction error to filter out non-attack
transactions and then detect attack transactions.

Note that just designing a reconstruction task is not enough.
Prior work [52] suggests that the model may be over-fitting and
fail to encode meaningful embeddings in the reconstruction task.
This issue can result in the trained model lacking generalizability,
making it difficult to distinguish between attack and non-attack
transactions. To address this potential problem, we can use the
comments corresponding to transaction-triggered functions as ad-
ditional supervision, guiding the model to differentiate between
different transactions, and thereby learn higher-quality embeddings.
In fact, to facilitate users in checking the on-chain program secu-
rity, some developers open source code and provide corresponding
comments. In 98% of cases, these comments can accurately describe

3
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Figure 3: The pre-training framework. Two tasks, i.e., transac-
tion reconstruction (TXR) and transaction-comment contrast
(TCC), are designed to train the model jointly.

Figure 4: The framework of PreTS.

the true intent of a program [14]. However, not all on-chain pro-
grams involved in transactions have comments. More specifically,
we random sampled over 10 million blocks from Ethereum, and
only 14.54% of transactions trigger on-chain programs with com-
ments. This is why we chose to use comments as the supervisory
information rather than directly extracting transaction features
from comments.

Finding II: Reconstruction error shows promise in detecting
attack transactions; however, to prevent over-fitting during
training, extra supervision, e.g., comments, is required.

4 Proposed Approach
Based on aforementioned findings, we discuss the proposed ap-
proach in detail. Firstly, we conduct a transaction reconstruction
task to pre-train the on-chain attack transaction detection model.
The pre-trained model is also supervised by the comments for im-
proved generalizability. Then, we demonstrate how to detect attack
transactions using the pre-trained model.

4.1 Model Pre-training
Figure 3 illustrates the overall framework of the pre-training. The
transaction data are modeled as heterogeneous graphs, whose fea-
tures are extracted using a graph neural network (GNN) [30]. And
we leverage a parameter-freezed language model to extract com-
ment embeddings. Furthermore, we design two training tasks, i.e.,
transaction reconstruction (TXR) and transaction-comment
contrast (TCC), to jointly train the model parameters. Specifically,

let L denotes the loss of the pre-training,

L = L𝑇𝑋𝑅 + L𝑇𝐶𝐶 , (1)

whereL𝑇𝑋𝑅 means the transaction reconstruction error, andL𝑇𝐶𝐶

is the loss in the transaction-comment contrast.

4.1.1 Transaction Reconstruction. Before conducting transaction
reconstruction in the pre-training, we model the transaction data
as graphs. Specifically, each transaction is modeled as a transaction
graph, which is a heterogeneous graph. In the transaction graph,
nodes represent accounts, contracts, basic blocks (i.e., executed pro-
gram snippets), or logs, while edges represent various relationships
between nodes, e.g., function calls, token transfers, log emissions,
and more. Additionally, each type of node and edge has correspond-
ing features. Appendix A.1 provides a detailed explanation of the
transaction graph modeling.

Furthermore, we extract transaction features from the transac-
tion graph. Prior studies [30] have demonstrated that the graph
transformer can effectively extract information from graph data;
therefore, we select it to extract features from transaction graphs.
Note that [30] proposes a generic method for simple graphs. In this
paper, the graph transformer is adapted to the scenarios discussed
by considering the heterogeneous transaction data. Figure 4 illus-
trates the detail design of our GNN. Firstly, the different dimensions
of nodes and edge features in the transaction graph make it difficult
to combine different types of information. Therefore, we designed
projections that maps the all node features and edge features to the
same dimension. Then, the graph transformer propagates node fea-
tures and edge features, aiding in capturing high-order structures
information hidden in the transaction graph. In the end, the pooling
layer is used for reducing the whole graph as a vector, resulting in
the feature representation for a given transaction:

(1) Dimension projection: Consider the node type set Γ𝑛 , the
edge type set Γ𝑒 in the transaction graph, the type set is
defined as:

Γ = Γ𝑛 ∪ Γ𝑒 . (2)

Let a type 𝑡 ∈ Γ has 𝑁𝑡 corresponding elements and 𝑑𝑡
demension features. Given the projection dimension 𝑑 ∈
N+, the projection is:

H𝑡 = W𝑡X𝑡 + b𝑡 , (3)

where H𝑡 ∈ R𝑑×𝑁𝑡 denotes the projected features, W𝑡 ∈
R𝑑×𝑑𝑡 denotes a learnable type-specific transformation ma-
trix for the type 𝑡 , X𝑡 ∈ R𝑑𝑡×𝑁𝑡 denotes the features of
elements with type 𝑡 , and b𝑡 ∈ R𝑑×1 denotes the bias for
the type 𝑡 .

(2) Feature propagation: We design 𝑙 ∈ N+ graph trans-
former blocks for feature propagation. Let 𝐺 (·;𝜃 (𝑖 )𝑔 ) de-
notes 𝑖-th graph transformer layer parameterized by 𝜃 (𝑖 )𝑔 .
The output of the graph transformer in the 𝑖-th graph trans-
former block is:

Ĥ(𝑖+1)
𝑛 = 𝐺 (H(𝑖 )

𝑛 ,H𝑒 , E;𝜃 (𝑖 )𝑔 ), (4)

where E is a set of edges in the transaction graph, H(𝑖 )
𝑛

is the input node features in 𝑖-th graph transformer, and
4
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H𝑒 = {⋃𝑡 H𝑡 |𝑡 ∈ Γ𝑒 } is edge features. Especially, for the
1-th graph transformer, the input node features are:

H(1)
𝑛 =

{⋃
𝑡

H𝑡 |𝑡 ∈ Γ𝑛

}
. (5)

Additional, the batch normalization [17], ReLU activation [13],
and skip connection [15] are conducted to avoid the over-
smooth [18]. In this way, the output of the 𝑖-th graph trans-
former block is:

H(𝑖+1)
𝑛 = 𝑅𝑒𝑙𝑢 (𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚(Ĥ(𝑖+1)

𝑛 )) + H(𝑖 )
𝑛 . (6)

(3) Pooling: We perform the average, mean, and max pooling
operation on H(𝑙+1)

𝑛 . Moreover, we concatenate all pooling
output as the transaction features z𝑡𝑥 , i.e.,

z𝑡𝑥 = 𝐴𝑣𝑔(H(𝑙+1)
𝑛 )∥𝑆𝑢𝑚(H(𝑙+1)

𝑛 )∥𝑀𝑎𝑥 (H(𝑙+1)
𝑛 ), (7)

where ∥ means concatenation, 𝐴𝑣𝑔, 𝑆𝑢𝑚, and𝑀𝑎𝑥 denote
the operation for calculating the average, mean, and maxi-
mum of all dimensions in H(𝑙+1)

𝑛 , respectively.
Transaction reconstruction encodes and then decodes transac-

tion features, comparing differences between features before and
after reconstruction, and minimizing reconstruction error to the
greatest extent possible. In this paper, we use multi-layer percep-
tron as the encoder and decoder, following the practices of Auto-
Encoder [23]. Let 𝐸 (·;𝜃𝑒 ) and 𝐷 (·;𝜃𝑑 ) are the encoder and decoder,
respectively parameterized by 𝜃𝑒 and 𝜃𝑑 ; the reconstructed trans-
action features ẑ𝑡𝑥 is:

ẑ𝑡𝑥 = 𝐷 (𝐸 (z𝑡𝑥 ;𝜃𝑒 );𝜃𝑑 ) . (8)

In this way, the transaction reconstruction error is:

L𝑇𝑋𝑅 = | |ẑ𝑡𝑥 − z𝑡𝑥 | |2 . (9)

4.1.2 Transaction-Comment Contrast. This task contrasts the en-
coded transaction embeddings with comment features, ensuring
that paired transactions and comments are close together, while
unpaired ones are farther apart. Contrastive learning drives the
model to generate meaningful embeddings under the supervision
of comments, rather than over-fitting to the training data. Consider
an 𝑘-pair batch, the loss of the transaction-comment contrast is:

L𝑇𝐶𝐶 = (L𝑇 2𝐶 + L𝐶2𝑇 )/2, (10)

where L𝑇 2𝐶 denotes the contrastive loss from transactions to com-
ments, and L𝐶2𝑇 denotes the contrastive loss from comments to
transactions.

Let 𝑇𝑖 = 𝐸 (z𝑖𝑡𝑥 ;𝜃𝑒 ) denotes the embedding for the 𝑖-th transac-
tion features z𝑖𝑡𝑥 , and 𝐷𝑖 means the embedding for the 𝑖-th com-
ment. Note that we use a parameter-freezed language model, i.e.,
CodeBERT [10], to embed the comment, for it contains a wealth of
pre-training knowledge that aids in understanding comments. The
goal of L𝑇 2𝐶 is to make the transaction embedding closer to the
corresponding comment embedding, i.e.:

L𝑇 2𝐶 = − 1
𝑘

𝑘∑︁
𝑖=1

log

(
exp(𝑠𝑖𝑚(𝑇𝑖 ,𝐶𝑖 )/𝜏)∑𝑘
𝑗=1 exp(𝑠𝑖𝑚(𝑇𝑖 ,𝐶 𝑗 )/𝜏)

)
, (11)

where 𝑠𝑖𝑚(𝑇𝑖 , 𝐷 𝑗 ) means the cosine similarity between 𝑖-th trans-
action embedding 𝑇𝑖 and 𝑗-th comment embedding 𝐷 𝑗 . And L𝐷2𝑇

(a) Detection with known samples (b) Detection without known samples

Figure 5: Use the pre-trained transaction representation
learning model, to perform on-chain attack detection with
or without known attack samples.

makes the document embedding closer to the corresponding trans-
action embedding, i.e.:

L𝐷2𝑇 = − 1
𝑘

𝑘∑︁
𝑖=1

log

(
exp(𝑠𝑖𝑚(𝐷𝑖 ,𝑇𝑖 )/𝜏)∑𝑘
𝑗=1 exp(𝑠𝑖𝑚(𝐷𝑖 ,𝑇𝑗 )/𝜏)

)
, (12)

in which 𝑠𝑖𝑚(𝐷𝑖 ,𝑇𝑗 ) denotes the cosine similarity between the com-
ment embedding 𝐷 𝑗 and the transaction embedding𝑇𝑖 . A learnable
temperature parameter 𝜏 ∈ R is also provided in Equation 11 and
Equation 12, to control the range of the logits.

Note that two or more transactions in a batch may involve the
same comment, when the transaction-comment pair is randomly
sampled. Consequently, employing the aforementioned loss func-
tions could potentially impede the convergence of the optimization.
Therefore, we incorporate constraints for each batch throughout the
training procedure to guarantee the absence of duplicate comments.

4.2 On-chain Attack Transaction Detection
After the pre-training, the pre-trained model can be used to de-
tect on-chain attack transactions. In practice, the detection can be
separated into two scenarios: detection when some of the attack
samples are known and detection in the absence of attack samples.

4.2.1 Detection with Known Attack Samples. When it comes to
some of the attack samples are known, the transaction embeddings
can be utilized for supervised learning, leading to the development
of an attack detection classifier. For instance, some well-studied
attack patterns have been labeled with attack samples [38, 51]. Con-
sequently, we can opt for classic classifiers, e.g., random forest [5],
to conduct training on the known attack samples derived from well-
studied attack patterns. Then the trained classifier can be applied
to on-chain attack detection tasks. Figure 5(a) demonstrates how
to detect on-chain attack transactions with known attack samples.

4.2.2 Detection without Known Attack Samples. In some cases,
there are no available known samples for detecting attack trans-
action, especially when detecting the ones with newly emerging
attack patterns. Nevertheless, based on aforementioned findings, we
can still use the reconstruction error to detect attack transactions in
the absence of known samples. Specifically, by leveraging the pre-
trained model, every transaction can be assigned a reconstruction
error. And a outlier detection method [21] can identify transactions
with a large of reconstruction error. These identified transactions
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may be related to on-chain attacks. For further verification, experts
are notified of these identified transactions, and assess whether
on-chain attacks are involved.

5 Experiments
In this section, we evaluate the proposed method. Specifically, the
experiments are designed to answer the following questions:

(Q1) Is the proposed method outperform existing approaches?
(Q2) Does the pre-training contribute to the performance im-

provement in on-chain attack detection?
(Q3) Can the proposed method be deployed in the wild and

detect newly emerging attack transactions, even in the absence of
known attack samples?

5.1 Experimental Settings
5.1.1 Data Collection. We randomly sample 1 million transactions
from 18 million Ethereum blocks for the pre-training. Note that
all sampled transaction trigger functions and the corresponding
comments are publicly available on Etherscan. For each transaction,
we use the comment corresponding to the first function it triggers
as supervisory information. Since the first triggered function is
specified by the user, it often provides higher-level semantic infor-
mation [44]. In order to facilitate the comparison of the proposed
method with existing approaches, we integrate the on-chain attack
transactions dataset from current research [51], on-chain attack
reports of DeFiHackLabs [35], and BlockSec [4]. Additionally, we
use BlockchainSpider1, an RPC-based transaction data collection
toolkit, to collect the heterogeneous transaction data.

5.1.2 Compared Methods. We select state-of-the-art approaches,
i.e., DeFiScanner [38], DEFIER [33], MoTS [44], and MetaSuites [3],
for comparison experiments. Note that all these selected methods
require a supervised training. Specifically, DeFiScanner fuses the
global and local features of a transaction and then processes the
fused features with LSTM [16] to train the model. DEFIER uses ver-
tex embedding to work on the nodes in the transaction graph and
graph embedding methods to work on the transaction graph itself.
It then combines these two features and uses LSTM towork on them.
MoTS calculates the network motifs contained in the transaction
graph and uses the counting vector as the transaction represen-
tation. Additionally, a Web3 transaction analysis tool, MetaSuites,
are taken into consideration. Based on ChatGPT, MetaSuites parses
transaction intent using data from blockchain browsers, e.g., Ether-
scan2, without requiring training samples. Note that the recent
proposed BlockGPT [11] has demonstrated its ability of detecting
on-chain attacks. Nevertheless, due to its under-review status and
the absence of reproducible details, BlockGPT is not utilized as a
comparative method in this paper.

5.1.3 Parameter Settings. In the experiment, referring to the prior
work [30], we use 6 graph transformer blocks and 384 projected
dimensions in GNN. In addition, the pre-training has 10 epoch,
employs the 64-pair batch, and applies AdamW [22] for optimiza-
tion. All experiments are repeated 10 times and report the average

1https://github.com/wuzhy1ng/BlockchainSpider
2https://etherscan.io

(a) Macro precision and shots (b) Macro recall and shots

Figure 6: The variation of macro precision and macro recall
with different shots in on-chain attack detection. The solid
line represents the average metrics of repeated experiments.

metrics, excluding the evaluation in the wild. Moreover, our exper-
iments are conducted on a workstation with 512 GB of RAM, an
Intel(R) Xeon(R) Gold 6148 CPU@ 2.40 GHz, and a GPU of NVIDIA
GeForce RTX 3090 running on Ubuntu 20.04.1.

5.2 Comparative Experiment
In this section, we conduct experiments to answerQ1. Most existing
methods are used to detect well-studied on-chain attacks with
known samples. Therefore, in the comparative experiment, we
selected five well-studied attack categories from the collected attack
transactions, including reentrancy, honeypot, flashloan, integer
overflow, and call injection. For the fairness of the comparative
experiment, we follow the dataset construction strategy in prior
work [38], that is, mix on-chain attack transactions into randomly
selected non-attack transactions, guaranteeing that the proportion
of attack transactions is lower than 5%. In the case of methods that
necessitate supervised training, the dataset is arbitrarily partitioned
into training and testing sets in a ratio of 8:2. In the case of methods
that do not undergo supervised training, testing is conducted on
the whole dataset. In particular, to demonstrate that the proposed
method can also detect attack transactions in few known samples,
we try to provide few-shot known attack transactions on each
attack category for training a random forest (see Figure 5(a)) and
perform testing on the remaining dataset.

Table 1 shows the result of our comparative experiments. The
proposed method outperforms all compared methods in terms of
AUC metrics, both under full supervision and with only 30-shot
known attack samples. Note that the precision and recall of all meth-
ods except our method in detecting honeypot attacks are 0. Hon-
eypot [33] means using bait with no real paybacks to get someone
to send some assets and then take part. And honeypot is typically
implemented by on-chain program (i.e., smart contracts). There-
fore, detecting honeypot attacks has to utilize program features to
make a precise determination; the majority of the aforementioned
methods do not. Moreover, because MetaSuites has not recognize
honeypot, integer overflow, and call injection attacks, we mark the
corresponding metrics as 0.

We further explore the impact of the known sample quantity
on the performance of the proposed model. Figure 6(a) (resp. Fig-
ure 6(b)) illustrates the variations in macro precision (resp. macro
recall) in on-chain attack detection tasks as the number of shots
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Table 1: Results of on-chain attack detection. P and R denote precision and recall, respectively. 𝐾-shot means that there are 𝐾
known samples for each kind of transaction semantics. In the same supervision groups, the highest score is bolded, and the
second highest score is underlined.

Supervised Reentrancy Honeypot Flashloan Integer overflow Call injectionMethod P R P R P R P R P R AUC

DeFiScanner 1.00 0.83 0.00 0.00 0.85 0.32 1.00 0.65 0.67 1.00 0.78
DEFIER 0.00 0.00 0.00 0.00 1.00 0.03 0.36 0.45 1.00 0.05 0.54
MoTS 0.99 0.70 0.00 0.00 0.50 0.40 0.83 0.11 0.00 0.00 0.64Full

Ours 1.00 0.95 0.74 0.35 0.85 0.36 0.98 0.70 0.95 0.70 0.94

ChatGPT (MetaSuites) 0.00 0.00 0.00 0.00 1.00 0.15 0.00 0.00 0.00 0.00 0.515
Ours (10-shot) 1.00 0.66 0.79 0.07 0.51 0.16 0.99 0.29 0.99 0.37 0.74Few/Zero-shot
Ours (30-shot) 1.00 0.84 0.73 0.38 0.39 0.25 0.99 0.30 0.95 0.85 0.91

Table 2: Variations in the efficacy of the proposed method as
transaction reconstruction (TXR) or transaction-comment
contrast (TCC) are eliminated. ΔF1-Score↓ indicates the de-
crease in macro F1 score.

Method Precision Recall F1-Score ΔF1-Score↓
Ours 0.93±0.03 0.81±0.01 0.85±0.02 -
w/o TXR 0.91±0.03 0.70±0.03 0.77±0.03 -9.1%
w/o TCC 0.46±0.07 0.23±0.01 0.33±0.02 -61.4%

changes. For the proposed model, macro precision and macro recall
significantly improve as the number of shots rises. Furthermore,
we annotate the best results from the comparative methods with
red dashed lines. Despite some fluctuations in the performance of
the proposed method with few known on-chain attack samples, at
10-shot, both macro precision and macro recall are competitive the
best results from the comparative methods.

5.3 Ablation Study
In this section, we conduct experiments to answer Q2. Our method
design focuses on enhancing the efficacy of on-chain attack detec-
tion through the utilization of two pre-training tasks, i.e., transac-
tion reconstruction and transaction-comment contrast. Therefore,
we attempt to remove the key components proposed separately and
observe the changes in metrics. Note that for the purposes of anal-
ysis, the dataset from the comparative experiment is still utilized
in the ablation study. Then we use macro metrics to summarize the
performance of the model in detecting on-chain attacks.

Table 2 shows the result of ablation study. Whether removing
transaction reconstruction or transaction-comment contrast, the
performance of the proposed method decreases. Therefore, the pre-
training does contribute to the efficacy of the proposed model in
on-chain attack detection. Note that when without transaction-
comment contrast, the macro F1 score of the proposed method
significantly decreases. For more explanation, we calculate the
distribution of reconstruction error for attack and non-attack trans-
actions. Figure 7(a) shows that when the transaction-comment con-
trast is used, the reconstruction error for the majority of non-attack
transactions is smaller than that for attack transactions. However,
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Figure 7: The distribution of the reconstruction error when
use/remove ransaction-comment contrast (TCC).

(a) Transaction graph modeling (b) Model inferring

Figure 8: Two time-consuming stages of the proposedmethod.
The solid line represents the average time cost of repeated
experiments, while the area around the solid line represents
the fluctuation range of time cost.

when the transaction-comment contrast is removed, there is almost
no difference in reconstruction error between attack and non-attack
transactions (Figure 7(b)). This also confirms the aforementioned
insight that an over-fitting lies in pre-trained models, if there is no
extra supervision in the transaction reconstruction task.

5.4 Detection in the Wild
Next, we conduct experiments to answer Q3. For the detection in
the wild, the time required for detection should be shorter than the
time taken for block generation. Otherwise, the deployed method
can not be able to detect potential attacks in the latest transactions.
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Table 3: Manual estimation of the on-chain attack detection
result in the wild.

Category Is attack? # Transaction (%)

Address poisoning ✓ 1,692 61.28%
Rug pull ✓ 13 0.47%
Exploiting ✓ 2 0.07%

Batch transfer ✗ 550 19.92%
Mining ✗ 407 14.74%
Arbitrage ✗ 15 0.54%
Airdrop ✗ 6 0.22%
Others ✗ 76 2.75%

Total - 2,761 100%

Therefore, we evaluated the efficiency of the proposed method. As
shown in Figure 8(a) and 8(b), when using 16 CPU cores, the two
most time-consuming operations can be completed in a total of 1.62
seconds, which is shorter than the block generation time for two
well-known blockchains, Ethereum (12s) and BNBChain (3s). Thus,
the proposed method is efficient enough.

Then we perform a detection in the wild as depicted in Fig-
ure 5(b). The classical outlier detector, isolation forest, is used to
identify the outliers with a large reconstruction error. Specifically,
we conduct a continuous 31-day on-chain attack transaction detec-
tion on the Ethereum in January 2024. 2,761 suspected transactions
are identified. And we have convened 3 non-author domain experts
to evaluate suspicious transactions. Domain experts are allowed
to use any method to evaluate suspicious transactions, including
search engines, existing on-chain attack detection tools, blockchain
browsers, etc. Three experts assess each transaction to determine if
it is subject to an on-chain attack. The decision is made based on a
majority vote. Note that when experts determine that a transaction
is not associated with an attack, it is imperative to analyze the
genuine purpose of the transaction and document the outcomes
of the analysis. In this way, experts spend approximately 60 hours
reviewing all suspicious transactions.

Table 3 demonstrates the result of manual analysis of on-chain
attack detection in the wild. Among suspicious transactions, 1,707
transactions are confirmed as on-chain attacks, with an precision
of 61.83%. Out of the confirmed on-chain attacks, 0.07% are exploit-
ing contract vulnerabilities, 0.47% are rug-pulls, and 61.28% are
instances of address poisoning. To be clarify, two detected attacks,
involving exploiting contract vulnerability, have been confirmed
by security organization [4, 35]. For example, there is one attack3
targeting the bussiness logic flaw in Socket project4, where the
hacker profited approximately $2.5 million in an on-chain attack
transaction. Furthermore, current research has demonstrated the
emergence of rug-pull as a new form of on-chain attack in recent
years, resulting in financial losses surpassing $2.8 billion [20]. The
proposedmethod also detects a large number of undisclosed address
poisoning attacks (61.28%), which is a new kind of attack towards

3Developers of Socket confirmed this attack. See https://twitter.com/SocketDotTech/
status/1747349422730813525.
4https://twitter.com/SocketDotTech

blockchain users [31]. Further analysis on the experiment in the
wild can be found in Appendix A.2. To summarize, the confirmed
on-chain attacks demonstrate that the proposed method is capable
of detecting new attacks, even when no known attack samples are
available in the training.

6 Conclusion
In this work, we proposed a universal approach for detecting on-
chain attack transactions in Web3. We first analyzed characteristics
of transactions, and then introduced a general purpose pre-trained
model to detect on-chain attack transactions. The proposed pre-
trained model can be applied to newly emerging on-chain attacks
and is independent of expert patterns and known attack samples.
Specifically, the pre-training consists of two tasks, i.e., transaction
reconstruction and transaction-comment contrast. In terms of the
transaction reconstruction, we leveraged the graph neural network
to extract transaction features and trained the model parameters
in reconstructing transaction features. To prevent the over-fitting
in the transaction reconstruction, we utilized the comment cor-
responding to functions triggered during transaction execution
as supervision, i.e., transaction-comment contrast. Experiments
demonstrated that the proposed model is effective and efficient.
When there are only 30 known on-chain attack samples, the pro-
posed method can still outperform current methods. And we found
that the proposed method is fast enough to be deployed. Without
known attack samples, the proposed method also detected attacks
in the wild, with a precision of 61.83%. Especially, 1,692 of the
expert-confirmed attacks in the wild are address poisoning attacks,
which is a new type of attack. Note that this paper have not discuss
the model hyperparameter selection, because it is orthogonal to
our main contributions. Therefore, we will further delve into these
aspects in future work. In summary, this paper explores a new ap-
proach to designing on-chain attack detection models, with the aim
of providing new insights for enhancing Web3 security.

A Appendix
A.1 Transaction Graph Modeling
The transaction execution process contains two types of data, i.e.,
execution logic and execution results [51]. The execution logic,
e.g., function calls and execution instructions, is manifested in the
instruction sequence or source code triggered during the transac-
tion execution process. The execution logic determines the com-
putations that the business logic corresponding to the transaction
needs to accomplish. In addition, the execution results are typically
reflected in receipts and event logs triggered by the transaction.
Inspired by the prior work [25], we introduce a graph modeling
for transaction, which incorporates the transaction execution logic
and execution results.

Figure 9 demonstrates an toy model of the transaction graph.
Note that the heterogeneous transaction data related to the transac-
tion execution, including execution logic and execution results, can
be obtained from RPC interfaces (i.e., 𝑑𝑒𝑏𝑢𝑔_𝑡𝑟𝑎𝑐𝑒𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 and
𝑒𝑡ℎ_𝑔𝑒𝑡𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑅𝑒𝑐𝑒𝑖𝑝𝑡 ) provided by blockchain clients. We in-
troduce how these data are manifested in the transaction graph as
follows:
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Figure 9: A toy model of the transaction graph.

Execution logic. In the transaction graph, the execution logic is
modeled as a dynamic control flow. Classical code modeling meth-
ods, e.g., Abstract Syntax Trees (AST) and Control Flow Graphs
(CFG), are designed for static program analysis and encompass both
executed and unexecuted execution logic. Consequently, these clas-
sical code modelling approaches may introduce noise in accurately
understanding transaction execution logic due to the inclusion of a
multitude of unexecuted instructions. To address this issue, we ex-
clusively consider the instructions executed during the transaction
execution. And we construct executed instructions into a dynamic
control flow [25]. We design two types of nodes for dynamic control
flow in the transaction graph, i.e., Block and Contract:

• Block: a basic block [29] in the transaction execution, each
containing a set of executed instructions that terminate in
a program branch.

• Contract: smart contracts that initiate function calls or are
called during transaction execution.

Note that we use jump instructions (i.e., JUMP and JUMPI) and func-
tion call instructions (CALL, CALLCODE, STATICALL, DELEGATECALL,
CREATE, CREATE2, and SELFDESTRUCT) to split the triggered instruc-
tion sequence into blocks. Moreover, we also design edges in the
transaction graph for dynamic control flow:

• Control jump: the edge from Block to Block, denotes the
control flow jumping between blocks.

• Contract call: the edge from Contract to Contract, de-
notes the program calling relationship between contracts.

• Function select: the edge from Contract to Block, de-
notes a specific block related to the smart contract function
entry is selected.

Execution result. The execution result is also modeled in the
transaction graph. Existing methods for modeling execution results,
e.g., money transfer graphs [44], log sequences [38], etc., focus on
modeling the relationship between execution results. However, cur-
rent modeling approaches fail to establish contextual associations
between execution logic and execution results. For instance, log
sequences fail to provide insights into what instructions emit event
logs during transaction execution. As the motivating example, the
connection between event logs and code is crucial for the detection

of on-chain attacks. As a result, we incorporate transaction execu-
tion results and dynamic control flow into the same transaction
graph. Specifically, in the transaction graph, two types of nodes are
related to execution results, i.e., EOA and Log:

• EOA: an externally owned account.
• Log: an event log emitted by the smart contract during the

transaction execution.
And there are some edges related to transaction execution results:

• Money transfer: the edge between accounts (i.e., EOA and
Contract), denotes the money transfer action defined by
smart contract protocols (e.g., ERC20 [9], ERC721 [40],
ERC1155 [41]) or blockchain systems.

• Token approve: the edge between accounts (including EOA
and Contract), denotes the token approve action defined by
smart contract protocols (e.g., ERC20, ERC721, ERC1155).

• Log emit: the edge from Block to Log, denotes the corre-
sponding executed block emitting an event log.

Moreover, In the transaction graph, every node and edge has
features. Prior research has demonstrated that conducting fine-
grained feature modeling of blockchain transactions contributes to
enhancing the effectiveness of learning-based models [38]. In this
paper, the features within the transaction graph can be categorized
into three types, i.e., manual features, instruction features, and
textual features.

Manual features. In the transaction graph, manual features are
extracted from raw transaction data through manually designed
rules. For all nodes, manual features encompass both the out-degree
and in-degree of the respective nodes. As for all edges, manual fea-
tures include the index, i.e., the appearance order of the edge during
transaction execution. And the index can be uniquely determined by
the collected instruction sequence. Additionally, all data extracted
from RPC interfaces that can be directly quantified is transformed
into manual features.

Instruction features. The instruction feature exclusively man-
ifest within Block. In fact, instructions in a Block cannot be di-
rectly quantified. To solve this problem, we employ the 1-gram
technique [8], modeling the information contained in a set of in-
structions into features.

Textual features. Furthermore, we extract features from the
text appearing in transactions. Specifically, text information within
transactions primarily originates from log name, called function
names, and asset names. Log names and function names can be
reverse-engineered using topics and function signatures [7], re-
spectively. We utilize reverse APIs provided by 4byte.directory5
to decode log names and function signatures from raw transac-
tion data into text. Additionally, asset names can be directly ob-
tained through RPC interfaces, i.e., 𝑒𝑡ℎ_𝑐𝑎𝑙𝑙 . Note that a transaction
may include a lot of text, as multiple functions and event logs are
triggered. And the majority of raw text in transactions is short
phrases, e.g., “setApprove” and “transfer”. Therefore, in order to
trade off the efficiency and effectiveness of extracting text features,
we adopted the classic text feature extraction method, i.e., the word
average model [27]. Specifically, we tokenize phrases, followed by
the extraction of word vectors for each word using pre-trained

5https://www.4byte.directory/
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(a) The Socket attack transaction. (b) A batch transfer transaction.

Figure 10: Comparison of token transfers between the Socket
attack transaction and a non-attack transaction.

word embeddings [10]. After obtaining embeddings for each word,
we average the word embeddings for all words in a given phrase,
thereby generating a feature representing the phrase. The text fea-
tures extracted from phrases are correspondingly added to the node
and edge features in the transaction graph.

A.2 Discussion of Experiments in the Wild
A.2.1 Quality of Manual Verification. We use Fleiss’ Kappa to eval-
uate the quality of manual verification. Fleiss’ Kappa is a coefficient
to measure inter-rater reliability for qualitative data [51]. For the
result of our expert verification, the value of Fleiss’ Kappa is large
than 0.9. In general, a Fleiss’ Kappa value greater than 0.8 indicates a
high level of consistency in qualitative data. Therefore, the result of
Fleiss’ Kappa implies that the aforementioned manual verification
results are consistent.

A.2.2 False Positive Analysis. Among the identified suspicious
transactions, 1,054 non-attack transactions are included. Specif-
ically, confirmed non-attack transactions include four categories,
i.e., batch transfer (19.92%), mining (14.74%), arbitrage (0.54%), air-
drop (0.22%), and others (2.75%). Batch transfer is the act of trans-
ferring multiple existing tokens in a single transaction, supporting
by the batch transfer application, e.g., Cointool6, disperse.app7, etc.
Mining distributes profits from a mining pool or token project to
multiple accounts in a transaction. Arbitrage is commonly linked to
MEV bots [37, 50], which aim to exploit profit opportunities in var-
ious token swap services. And airdrop aims to distribute tokens to
early project participants. Note that some non-attack transactions
are difficult to fit into aforementioned categories. For example, one
involves revenue management business, while performing com-
plex operations, e.g., token deposit and token swap. Therefore, we
classify this type of non-attack transaction as others.

For a deep-in analysis, we found that the proposed method may
not be able to differentiate between attack transactions and non-
attack transactions without training samples, as they share similar
characteristics. For the sake of demonstration, we illustrate token
transfers in the Socket attack (Figure 10(a)) and a batch transfer

6https://cointool.app
7https://disperse.app/

transaction (Figure 10(b)). Both consist of a hub account that acts
as a token recipient and repeatedly participates in token transfers.

A.2.3 Defenses. In practice, to address the issue of false positives,
we propose some suggestion for defenses:

(1) Increasing the size of the pre-training dataset. As discussed
in the experimental section, randomly sampling transac-
tions may miss some non-attack transactions with specific
purposes, such as batch transfers. Therefore, one possible
improvement is to expand the range of pre-training data,
ensuring that the model learns a sufficiently diverse set of
non-attack transactions, during the pre-training phase.

(2) Providing a small number of labeled samples. In the experi-
ments corresponding to Q1, we find that just a few known
samples can significantly improve transaction classification
performance. Thus, by extracting a small number of FP sam-
ples and conducting attack transaction detection similar
to Figure 5(a), it is also possible to effectively reduce the
number of FPs.
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