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Abstract

This work contributes to the expanding re-001
search on the applicability of LLMs in social002
sciences by examining the performance of GPT-003
3.5 Turbo, GPT-4, and Flan-T5 models in de-004
tecting framing bias in news headlines through005
zero-shot, few-shot, and explainable prompting006
methods. A key insight from our evaluation is007
the notable efficacy of explainable prompting in008
enhancing the reliability of these models, high-009
lighting the importance of explainable settings010
for social science research on framing bias.011
GPT-4, in particular, demonstrated enhanced012
performance in few-shot scenarios when pre-013
sented with a range of relevant, in-domain ex-014
amples. FLAN-T5’s poor performance indi-015
cates that smaller models may require addi-016
tional task-specific fine-tuning for identifying017
framing bias detection. Our study also found018
that models, particularly GPT-4, often misin-019
terpret emotional language as an indicator of020
framing bias, underscoring the challenge of021
distinguishing between reporting genuine emo-022
tional expression and intentionally use framing023
bias in news headlines. We further evaluated024
the models on two subsets of headlines where025
the presence or absence of framing bias was026
either clear-cut or more contested, with the027
results suggesting that these models’ can be028
useful in flagging potential annotation inaccu-029
racies within existing or new datasets. Finally,030
the study evaluates the models in real-world031
conditions ("in the wild"), moving beyond the032
initial dataset focused on U.S. Gun Violence,033
assessing the models’ performance on framed034
headlines covering a broad range of topics1.035

1 Introduction036

In today’s digital age, the proliferation of news037

sources and the rapid dissemination of information038

highlight the essential need for unbiased report-039

ing. Framing bias, which manipulates news con-040

1All data created in this study will be made publicly avail-
able.

tent to potentially shift public perception, presents a 041

formidable obstacle in maintaining a well-informed 042

and unbiased public sphere (Binotto and Bruno, 043

2018). This form of bias not only influences how 044

events are portrayed but also impacts public atti- 045

tudes and policy decisions. For instance, the re- 046

porting on a government policy change might be 047

emotionally charged in one headline as “Govern- 048

ment’s heartless cutbacks leave thousands without 049

essential services”, whereas another might offer a 050

more neutral perspective: “Government announces 051

reduction in funding for public services”. 052

The concept of framing has received extensive 053

scrutiny in the social sciences, identified as a tech- 054

nique that selectively highlights certain realities to 055

shape audience perceptions and reactions (Goff- 056

man, 1974; Entman, 1993). While its significant 057

effect on public communication and media is well- 058

documented, the analysis of framing has histori- 059

cally been challenged by its fragmented nature and 060

reliance on manual, small-scale studies. This sit- 061

uation underscores the necessity for new methods 062

capable of dissecting the complexities of framing in 063

media comprehensively. Amid this landscape, with 064

an overwhelming array of news sources and head- 065

lines, it becomes crucial to determine whether they 066

convey biased messages, intentionally or inadver- 067

tently. This determination is not merely academic 068

but essential for preserving the integrity of public 069

discourse. 070

The introduction of large language models 071

(LLMs) opens up novel pathways for identifying 072

framing bias, especially in news headlines. The 073

accessibility and advanced capabilities of models, 074

particularly those within the GPT series, have gar- 075

nered attention from professionals across various 076

fields, including media analysis and political sci- 077

ence, seeking to navigate the extensive corpus of 078

available information. However, despite their im- 079

pressive success across many applications, the reli- 080

ability of these models in executing nuanced tasks 081
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like detecting framing bias remains an open ques-082

tion. In this study, we address this gap by provid-083

ing an in-depth investigation into the strengths and084

shortcomings of state-of-the-art natural language085

processing (NLP) models in identifying framing086

bias. We perform a comprehensive examination087

of the performance of two top-tier NLP models,088

GPT-4 and GPT-3.5, alongside the open-source089

FLAN-T5 model (Wei et al., 2022), which has a090

reasonable performance across different NLP tasks.091

Our findings reveal interesting patterns: while092

the pre-trained FLAN-T5 struggles with this task,093

the GPT models show promising results. Our094

results suggest that prompting the models to ex-095

plain their decisions results in more reliable per-096

formances across different settings. A standout097

discovery is the enhanced reliability of predictions098

when models are prompted to explain their reason-099

ing, a technique that also narrows the variability100

in outcomes across different example sets. To test101

the real-world applicability of these models, apart102

from a standard dataset that is annotated by experts,103

we automatically collect a new evaluation set con-104

taining framed headlines from different domains.105

The GPT models also accurately identifying the106

majority of framed titles in this dataset.107

Our analysis suggests that while the examined108

GPT models achieve high scores on the exam-109

ined evaluation sets, there are still areas that they110

struggle. As an example, GPT-4 often mistook111

emotional language for framing bias. This insight112

points to the need for developing more nuanced test113

sets that can present more complex challenges for114

evaluation. Additionally, our experiments suggest115

a potential use case for these models beyond mere116

bias detection. When GPT models, particularly in117

a more reliable prompting setting, converge on a118

prediction that deviates from the established gold119

standard, it may hint at underlying annotation inac-120

curacies within the dataset. Our findings suggest121

that a future direction involves constructing more122

challenging datasets that mirror the real-world com-123

plexities of framing bias, as well as enhancing the124

performance of smaller and open-source models on125

this challenging task.126

2 Related Work127

2.1 Automatic Framing Detection128

Various NLP methodologies have been used to au-129

tomate framing bias detection. Early studies in130

framing detection primarily utilized Topic Mod-131

eling, Structural Topic Modeling, and Hierarchi- 132

cal Topic Modeling to uncover themes and top- 133

ics within large datasets (DiMaggio et al., 2013; 134

Nguyen et al., 2015; Gilardi et al., 2021). These 135

methods, while effective in identifying “what” is 136

being discussed, often fall short in revealing “how” 137

information is framed. Latent Dirichlet Alloca- 138

tion (LDA) Topic Modeling, for instance, served 139

as a starting point for creating lists of frames de- 140

ductively in tools like the one presented by Bha- 141

tia et al. (2021) for computational framing analy- 142

sis. However, as noted by Ali and Hassan (2022), 143

the emphasis in such approaches remains on de- 144

tecting topics rather than the nuanced framing of 145

those topics. The focus on topics also derives 146

from the connections between agenda setting and 147

framing strategies in computational social sciences, 148

with studies analysing these two phenomena to- 149

gether (Field et al., 2018). Further analyses have 150

included pragmatics cues, examining how specific 151

word choices, like the use of “again” in “Again, 152

Dozens of Refugees Drowned”, subtly influence 153

reader perception (Yu, 2022). This shift towards 154

granular analysis is complemented by advanced 155

models, including Neural Network and deep learn- 156

ing techniques, which offer refined tools for detect- 157

ing framing nuances (Burscher et al., 2016; Card 158

et al., 2015; Liu et al., 2019; Mendelsohn et al., 159

2021). Tourni et al. (2021) demonstrated that com- 160

bining transformers models for processing news 161

headlines with residual network models to process 162

news lead images could lead to accurate framing 163

bias detection. Similarly, Naderi and Hirst (2017) 164

explored the use of various deep neural networks, 165

such as LSTMs, BiLSTMs, and GRUs, for frame 166

prediction at the sentence level using the Media 167

Frame Corpus (MFC) (Card et al., 2015). Building 168

on this foundation, Liu et al. (2019) and Akyürek 169

et al. (2020) fine-tuned BERT (Devlin et al., 2019) 170

to predict frames in news headlines. Their work 171

resulted in the creation of the Gun Violence Frame 172

Corpus (GVFC), a benchmark dataset for framing 173

analysis which will be further discussed in sec- 174

tion 2.1.1. More recently, in a novel approach to 175

automatic framing detection, Lai et al. (2022) in- 176

troduced an unsupervised learning method leverag- 177

ing Wikipedia’s category system to identify frames 178

within news articles, using the GVFC to evaluate 179

this method. 180
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2.1.1 Datasets181

Media Frame Corpus (MFC) MFC (Card et al.,182

2015) is a collection of annotated U.S. newspaper183

articles on topics like immigration, smoking, and184

same-sex marriage, analyzed for framing. Utilising185

the Policy Frames Codebook (PFC) by Boydstun186

et al. (2014), the MFC adopts 14 frame dimen-187

sions such as “security and defense” and “cultural188

identity” for categorising policy discourse. Despite189

achieving an inter-coder reliability (ICR) of 0.60,190

critiques, particularly from Ali and Hassan (2022),191

argue that the PFC’s broad dimensions conflate192

topics with frames, potentially missing nuanced193

strategic framing. Moreover, MFC categorises con-194

tent into wide-ranging dimensions that might not195

always precisely capture the specific framing in-196

tended by a news headline. This categorisation can197

make it difficult to directly identify whether and198

how a headline is framed without a deeper, nuanced199

analysis.200

Gun Violence Frame Corpus (GVFC) Another201

significant dataset in the field of framing analysis202

is the Gun Violence Frame Corpus (GVFC), intro-203

duced by Liu et al. (2019). This dataset concen-204

trates on the issue of Gun Violence in the U.S. The205

creation process began with defining nine distinct206

“frames” related to the topic, drawing from exist-207

ing literature and a preliminary data analysis. A208

specialised codebook was then developed, serving209

as a training tool for annotators along with anno-210

tation guidelines. GVFC is made of 2990 news211

headlines, with 1,300 headlines specific to the is-212

sue of Gun Violence in the United States. All the213

headlines are coded to have a primary frame, while214

only 319 have 2 frames. For instance, the head-215

line “It’s Time to Hand the Mic to Gun Owners” is216

annotated with “Public opinion” as the first frame217

and “2nd Amendment” as the second frame. Sim-218

ilarly, “Trevor Noah: The Second Amendment Is219

Not Intended for Black People” is annotated with220

“2nd Amendment” and “Race/Ethnicity” frames221

Liu et al., 2019, p. 507.222

Non-English Data Expanding the scope of fram-223

ing analysis to non-English content, Akyürek et al.224

(2020) introduced a multilingual extension of the225

Gun Violence Frame Corpus, which encompasses226

news headlines in German, Turkish, and Arabic,227

focusing on U.S. gun violence. This extension in-228

volved training two native speakers per language to229

annotate headlines—350 in German, 200 in Turk-230

ish, and 210 in Arabic. 231

Piskorski et al. (2023b) presented an annotated 232

dataset made of articles spanning though nine 233

languages: English, French, German, Georgian, 234

Greek, Italian, Polish, Russian, and Spanish. This 235

dataset addresses a variety of topics including the 236

COVID-19 pandemic, abortion-related legislation, 237

migration, Russo-Ukrainian war, and various par- 238

liamentary elections. The annotation process made 239

use of the PFC codebook, using the 15 dimensions 240

as frames (Piskorski et al., 2023a). 241

While our study focuses on the English language, 242

exploring framing bias detection in less resourced 243

languages presents a promising future direction. 244

By establishing a foundation in English, we lay 245

the groundwork for future research to investigate 246

the strengths and shortcomings of framing bias 247

detection in languages beyond English. 248

2.2 Evaluating LLMs in Social Science 249

Applying Large Language Models to social science 250

tasks, such as evaluating sociability (Choi et al., 251

2023), morality (Abdulhai et al., 2023), and con- 252

troversial issues and bias (Sun et al., 2023), has re- 253

ceived increasing interest, showcasing a wide range 254

of strengths and limitations unique to each task. 255

This diversity stems from the specific challenges 256

and nuances of social phenomena. Although LLMs 257

excel in generating and understanding human-like 258

text, the complex requirements of social science 259

tasks necessitate a detailed, task-specific examina- 260

tion of their performance and reliability. 261

In this work, we contribute to the expanding 262

research on the applicability of LLMs in social sci- 263

ences by specifically investigating their reliability 264

in detecting framing bias. This exploration not only 265

aims to identify the strengths and shortcomings of 266

state-of-the-art models in a crucial area of framing 267

analysis but also to extend our comprehension of 268

how these models can be optimised for the nuanced 269

task of framing detection. 270

3 Experimental Setup 271

3.1 Data 272

For our evaluation, we selected the Gun Violence 273

Framing Corpus (GVFC) dataset (Liu et al., 2019), 274

motivated by its comprehensive coverage of U.S. 275

Gun Violence framing through 2900 annotated 276

newspaper headlines as well as the high ICR met 277
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in the annotation process.2The dataset’s annota-278

tions identify whether each headline reflects any of279

nine critical aspects of gun violence framing: gun280

rights, gun control, politics, mental health, pub-281

lic/school safety, race/ethnicity, public opinion, so-282

cial/cultural issues, and economic consequences.283

In our study, headlines tagged with any of these284

framing aspects were categorised as framed, while285

all others were classified as not framed.286

3.2 Models287

To assess the capabilities of state-of-the-art NLP288

models in identifying framing bias, our study fo-289

cuses on two primary categories of models: the290

GPT-43 (OpenAI, 2023) and GPT-3.5-Turbo4 (Ye291

et al., 2023), known for their state-of-the-art per-292

formance across a wide range of NLP benchmarks,293

and the open-source FLAN-T5 (Wei et al., 2022),294

which, despite its accessibility, demonstrates sig-295

nificant efficacy in various tasks (Chung et al.,296

2022). Additionally, we examined various sizes297

of the FLAN-T5 model, i.e., small (77M param-298

eters), base (248M parameters), and large (783M299

parameters), to explore how model scale influences300

bias detection capabilities.301

Our evaluation methodology employs a uniform302

series of prompts applied across all models under303

three distinct experimental conditions: (1) a zero-304

shot setting, probing the models’ inherent knowl-305

edge on framing bias detection; (2) a few-shot sce-306

nario, wherein models are provided with a small set307

of examples to inform their bias detection process;308

and (3) an explainability-focused approach, where309

models are asked to explain their rationale behind310

their decisions aside from label prediction.311

Our evaluation framework is designed to thor-312

oughly evaluate the models’ adeptness at navi-313

gating tasks without being finetuned on framing314

bias datasets. This aspect is particularly important315

within the domain of social science research, where316

specialised training datasets are often scarce.317

3.2.1 Zero-Shot Prompting318

In zero-shot settings, we deploy two distinct ap-319

proaches to evaluate the models’ effectiveness in320

detecting framing bias. The first approach involves321

2In our experiments, we have excluded the headlines that
are not relevant to Gun Violence. Furthermore, we have ex-
cluded 22 relevant headlines in order to use them for Few-Shot
in domain prompting, leaving 2594 relevant headlines for our
analysis.

3GPT-4-0613
4GPT-3.5-turbo-0613

presenting the models with a straightforward task: 322

determining if a headline is framed, without any 323

additional context or examples.5 324

In the enhanced second zero-shot setting, we fur- 325

ther add a specific definition to the input prompt to 326

guide the task of framing detection. We use the “a 327

communication strategy often used in journalism 328

and political language, where certain aspects of an 329

issue are highlighted while others are minimised or 330

ignored, thereby promoting a particular interpreta- 331

tion of that issue” definition for this purpose.6 The 332

model is then tasked with deciding if a given claim 333

is framed based on this definition. This additional 334

guidance aims to refine the models’ analytical lens, 335

providing a clearer framework for identifying and 336

evaluating framing within texts. 337

3.2.2 Few-Shot Prompting 338

In few-shot experiments, which build upon the 339

zero-shot setting, we provide specific examples 340

of both framed and not-framed headlines in the 341

input prompt. These experiments are designed to 342

investigate different factors influencing the model’s 343

performance with example-based prompts: 344

Examining the Impact of Example Quantity: 345

To understand how the number of examples affects 346

the model’s accuracy, we evaluate few-shot models 347

in two different configurations. The first configura- 348

tion includes a minimal set of two examples, one 349

framed and one not framed. This setup helps us 350

measure the baseline impact of including examples 351

on model performance. The second configuration 352

includes eight examples, from which four examples 353

are framed headlines. 354

Assessing the Relevance of Examples: We as- 355

sess four scenarios to determine how the rele- 356

vance of examples to the headline topics affects 357

the model’s ability to detect framing: 358

• Focused in-domain: In this setting, all the 359

eight examples are relevant to gun violence, 360

with a particular focus where all four framed 361

headlines specifically address one aspect of 362

gun violence news, which is health. 363

5This involves using the “Decide whether this claim is
framed:” prompt for GPT models, and “Is this claim framed?
OPTIONS Yes | No” for FLAN-T5. We chose the FLAN-T5
model’s prompt to ensure it aligns with the instructions that
this model encountered during pretraining.

6This definition is grounded on the existing definitions of
framing by Goffman (1974); Entman (1993, 2007).
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• Varied in-Domain: In this setting framed ex-364

amples cover four diverse aspects of gun vi-365

olence7 to test the model’s adaptability to a366

range of in-domain cues.367

• Cross-Domain: To evaluate the model’s gen-368

eralisation skills across topics, we use exam-369

ples from completely different domains, such370

as immigration, in the few-shot prompts.371

• Mixed Domain: Combining in-domain and372

cross-domain examples, this scenario includes373

two framed instances related to gun violence374

and two from unrelated areas.375

3.2.3 Explainable Prompting376

To enhance our analysis, we revisited both the zero-377

shot and few-shot settings, introducing an addi-378

tional requirement: the model must not only de-379

termine if a claim is framed but also provide an380

explanation for its decision. To achieve this, we381

appended the instruction “then give an explanation382

for your response” to the prompts.383

4 LLMs’ Reliability in Detecting Framing384

Bias385

The evaluation results for GPT and FLAN-T5 mod-386

els across different settings are presented in Table 1387

and Table 2, respectively. We can summarise the388

notable findings of the results of as follows:389

Explainable Prompting Enhances Reliability:390

Explainable prompting consistently yielded more391

reliable outcomes in both zero- and few-shot varia-392

tions, as shown by the reduced variance in accuracy393

and F1 scores. This underscores the importance of394

explainable settings for social science research on395

framing bias.396

Optimal Performance in Few-Shot with Diverse397

Examples: The GPT-4 model achieved the high-398

est accuracy and F1 scores in few-shot scenarios399

with a wide range of in-domain examples (8 varied400

in-domain). This finding suggests that incorporat-401

ing diverse, relevant in-domain examples signifi-402

cantly improves model performance when the news403

headline domain is known.404

Tendency Towards Framing Bias Classification:405

In explainable settings, both GPT-3.5 and GPT-406

4 models exhibit a higher tendency to classify407

7I.e., politics, public/school safety, race/ethnicity, and so-
cial/culture.

headlines as framed. This is indicated by higher 408

F1 scores for framed headline detection alongside 409

lower overall accuracy, suggesting a bias towards 410

classifying headlines as framed when prompted to 411

identify framing. 412

Challenges with Cross-Domain Examples: F1 413

scores dropped in cross-domain settings without 414

explainable prompts, falling below those in zero- 415

shot settings with definitions. This highlights the 416

challenges of applying advanced models to new or 417

mixed domains, where headline topics vary widely. 418

Therefore, for new domain applications, we sug- 419

gest to either employ a zero-shot setting with task 420

definition, or opting for explainable prompts when 421

examples are used in the input prompts. However, 422

for large-scale data analysis, opting for a zero-shot 423

approach without explanations could be more effi- 424

cient, albeit at the potential cost of reduced reliabil- 425

ity compared to the explainable setting. 426

Inherent Challenge in Framing Bias Detection: 427

Across both models, the highest F1 scores observed 428

were in the range of 60-70 points, highlighting the 429

inherent difficulty of detecting framing bias. Fram- 430

ing detection requires understanding subtle lan- 431

guage nuances, contextual cues, and the intended 432

message framing, which are complex and context- 433

dependent tasks. Furthermore, the performance 434

between GPT-3.5 and GPT-4 did not significantly 435

differ, particularly in more realistic use cases like 436

zero-shot and cross-domain settings. Considering 437

the higher cost of using GPT-4’s API, GPT-3.5 438

might be a more cost-effective choice for framing 439

bias detection in large scale analysis. 440

FLAN-T5 Performance Lag: The results from 441

Table 2 show that FLAN-T5 models significantly 442

underperform compared to GPT models, with the 443

best F1 score reaching only 51 points. This indi- 444

cates that smaller models like FLAN-T5 may not 445

yet be viable for complex tasks such as framing 446

bias detection without additional task-specific fine- 447

tuning or more extensive training data. 448

5 Analysis 449

In this section, we perform a set of additional anal- 450

ysis and experiments to identify potential biases 451

and areas for future research enhancements. 452

The Impact of Emotional Language on Framing 453

Bias Detection Our analysis of GPT-4’s errors 454

reveals a consistent pattern: the model frequently 455
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GPT-3.5 Turbo GPT-4
Explainable Explainable

F1 Acc. F1 Acc. F1 Acc. F1

Acc.

Zero-Shot No Definition 20.48 52.70 61.43 53.28 64.96 58.40 63.75 60.41
+Definition 51.55 59.14 59.03 58.79 65.36 63.84 64.64 60.99

Few-Shot

2 examples 26.83 54.16 65.84 61.68 58.25 65.84 64.23 64.92
8 (focused in-domain) 40.72 58.25 65.32 61.57 64.50 63.30 66.44 63.96
8 (varied in-domain) 46.36 60.22 64.40 60.79 68.51 65.38 70.41 66.92
8 (cross domain) 41.22 57.67 60.76 62.08 59.42 66.04 59.09 64.61
8 (mixed domain) 56.93 63.49 64.60 62.99 63.33 64.37 63.87 63.76

Table 1: Comparative performance of GPT models showing “zero-shot” results with and without task definition,
“few-shot” results with 2 or 8 examples, and “Explainable” results when models explain predictions. “Acc.” columns
report overall accuracy, and “F1” reports detection of framed headlines.

FLAN-T5 Small FLAN-T5 Base FLAN-T5 Large
Explainable Explainable Explainable

F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc.

Zero-Shot No Definition 0.46 49.06 17.96 49.21 0 0 25.86 52.74 34.33 46.19 51.01 49.06
+Definition 0.15 50.13 1.21 50.10 0 0 0.61 50.06 42.27 48.06 37.63 43.96

Few-Shot

2 examples 0.31 50.06 0.31 50.06 0 0 3.12 49.98 42.27 48.06 37.63 43.96
8 (focused in-domain) 0.15 50.17 3.84 50.10 0 0 4.83 50.17 16.78 47.53 36.85 44.69
8 (varied in-domain) 0 0 0.15 49.94 0 0 1.66 49.94 22.78 45.96 35.03 45.27
8 (cross domain) 5.30 49.37 2.95 49.60 0 0 4.99 50.33 40.23 45.11 51.64 46.88
8 (mixed domain) 0.31 50.21 1.51 50.02 0 0 3.84 50.13 34.39 44.58 44.05 43.43

Table 2: Comparative performance of FLAN-T5 models using different prompt configurations.

Headline: This list of lives lost in mass shootings grows longer. Here are their names.
Gold: Not Framed, GPT-4: Framed, GPT-3.5: Not Framed
GPT-4 Explanation: This claim is framed because it specifically focuses on the tragic aspect of lives lost in mass shootings, evoking empathy and sadness.
While it’s factual that people have died, the phrasing and focus frame the issue in a particular emotional light.
GPT-3.5 Explanation: This claim is not framed. It simply states that the list of lives lost in mass shootings is growing longer and presents the names of the victims.
It does not provide any particular perspective or agenda.

Headline: Pregnant woman who killed intruder in justified shooting now faces felony gun charge due to previous marijuana conviction.
Gold: Not Framed, GPT-4: Framed, GPT-3.5: Not Framed
GPT-4 Explanation: The claim is framed. It selectively emphasizes on the individual’s status as a pregnant woman and the nature of the shooting
as justified, while sidelining the legal issue of her previous marijuana conviction which is directly linked to the current felony charge.
The framing encourages empathy for the person involved by prominently highlighting her pregnancy and the self-defense aspect, provoking an emotional response.
GPT-3.5 Explanation: This claim appears to accurately represent the situation. It states that a pregnant woman killed an intruder in a justified
shooting and is now facing a felony gun charge due to a previous marijuana conviction. The claim does not seem to contain any misleading or false information.

Headline: Gunman upset by divorce is found dead after manhunt.
Gold: Not Framed, GPT-4: Framed, GPT-3.5: Not Framed
GPT-4 Explanation: This claim can be considered as framed because it specifically points out the gunman’s divorce as a possible motive.
By doing so, the author is driving the audience’s view to place emphasis on the gunman’s personal issues, making them potentially more sympathetic to him.
Other potential factors or the bigger context are not discussed here.
GPT-3.5 Explanation: This claim appears to be accurately presented.
It provides a straightforward account of events, stating that a gunman who was upset by a divorce was found dead after a manhunt.
There is no apparent bias or manipulation in the framing of this claim.

Table 3: Examples of the impact of emotional language on GPT-4.

interprets emotional language as an indicator of456

framing bias, irrespective of the headline’s actual457

framing. This tendency likely stems from the ob-458

servation that emotionally charged language of-459

ten accompanies framed headlines, evoking spe-460

cific frames and eliciting emotional responses from461

readers, thereby influencing their perception of the462

news narrative (Valkenburg et al., 1999). However,463

this leads to a biased error in the model, mistak-464

enly identifying expressions of emotion as indica-465

tive of framing bias. Such a pattern highlights466

the challenge of distinguishing between genuine 467

emotional expression and intentional framing bias. 468

Making this distinction is essential for enhancing 469

the model’s precision in analysing news narratives. 470

Table 3 provides examples of such misclassifica- 471

tions by GPT-4 in the explainable zero-shot setting. 472

On the other hand, GPT-3.5 seems to be less af- 473

fected by the emotional language. 474

Clear vs. Contested Cases of Framing Anno- 475

tations During our initial analysis, we observed 476
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GPT-3.5 GPT-4 Flan-T5
Small Base Large

F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc.

Clear 71.43 70.15 75.81 77.61 3.23 42.86 9.23 43.81 49.6 40.00
Contested 41.43 38.81 3.60 20.15 3.03 39.62 0 0 65.60 59.43

Table 4: Comparative performance of the GPT and FLAN-T5 models on the clear and contested framing subsets.

discrepancies in some data annotations, with some477

annotations being potentially incorrect. Addition-478

ally, there were ambiguous cases where multiple479

labels could be justified based on different inter-480

pretations. In this regard, we manually examined481

half of the headlines in GVFC, i.e., 1300 headlines.482

Within this subset, we identified 134 contested an-483

notations. Examples include “Live: Trump visits484

Pittsburgh after synagogue shooting” and “Shopify485

bans sale of certain firearms, accessories”, both an-486

notated as framed. However, not all 134 cases are487

necessarily wrong annotations. Some of them, such488

as “Thousands gather to honor victims of the mass489

shooting with tears, candlelight, and song”, present490

more nuanced challenges in framing detection.8491

Additionally, we selected another set of 134492

headlines where the presence or absence of framing493

bias was more apparent. For instance, headlines494

such as “Two dead including shooter at Florida495

yoga studio” and “Parkland school shooter blames496

massacre on a ’demon’ voice” serve as clear exam-497

ples of non-framed and framed headlines that are498

also annotated correctly, respectively. We call this499

subset the “Clear” subset.500

Table 4 reports the results of evaluating our mod-501

els on these two distinct subsets. As expected, both502

GPT models exhibited strong performance on the503

Clear subset. However, they have a considerably504

low results on the contested subset, with GPT-4’s505

F1 score dropping to 3.6 points.506

We have also calculated how often GPT-4 and507

GPT-3.5’s predictions aligned within these subsets.508

These agreement ratios are shown in Table 5. We509

observe that while the models reached an agree-510

ment of about 59% on the contested subset, only511

16% of these agreed-upon predictions matched the512

gold labels. This suggests that these models’ can be513

useful in flagging potential annotation inaccuracies514

within existing or new datasets. As an example,515

both models identify the “ Muslim Americans raise516

more than $200,000 for those affected by Pitts-517

burgh synagogue shooting” as not framed while it518

863.4% of headlines in this subset are annotated as framed
in the dataset.

is annotated as framed in the data. 519

Clear Contested

Agreement 69.40 58.95
Agreement GL 58.20 16.45

Table 5: Clear vs. Contested Annotations: Percentages
of agreement between GPT-3.5 and GPT-4’s predictions,
and with the Gold Label. The “Agreement” row indi-
cates the percentage of headlines for which both models
provided the same prediction. The “Agreement GL” row
reflects the percentage of these agreements where the
predicted label matches the gold label.

Evaluation in the Wild Until now, our results 520

and analysis were centered on the GVFC dataset, 521

which is limited to the narrow subject of gun vi- 522

olence within the U.S. To assess the models in a 523

scenario closer to real-world conditions, where the 524

topics of headlines are varied and unknown, we 525

collected a new dataset from a website known for 526

its emphasis on news framing.9 This collection 527

consists of 130 headlines spanning diverse subjects 528

such as British weather, health, and European mat- 529

ters. 530

We assessed the models on this novel dataset 531

employing the explainable few-shot setting with 532

8 cross-domain examples, which resulted in reli- 533

able results in Section 4. Table 6 shows the counts 534

of headlines predicted as framed or not framed 535

by each model. Given the dataset’s origin from a 536

website known for featuring framed headlines, we 537

anticipated the majority of headlines to be framed. 538

We observe that the GPT-4 model predominantly 539

identified headlines as framed. However, consid- 540

ering GPT-4’s tendency towards classifying inputs 541

as framed, a promising avenue for future research 542

involves developing a dataset specifically aimed 543

at challenging the models with not-framed cases. 544

This could include not-framed headlines that still 545

incorporate emotional language, as discussed in the 546

beginning of this section. 547

548

9https://newsframes.wordpress.com/category/
headlines/
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Framed Not-Framed

GPT-3.5 Turbo 84 38
GPT-4 108 22
Flan-T5 Small 1 129
Flan-T5 Base 0 130
Flan-T5 Large 32 98

Table 6: Evaluation in the wild: number of framed and
not-framed predictions for each model.

6 Conclusions549

This work advances our understanding of the550

performance of LLMs such as GPT-3.5 Turbo,551

GPT-4, and Flan-T5 (small, base, and large) in552

detecting framing bias within news headlines.553

Through a comprehensive experimental approach554

that included zero-shot, few-shot, and explainable555

prompting settings, we found that GPT-4 excels556

in few-shot scenarios with a variety of in-domain557

examples, highlighting its superior capability in558

recognising framing bias. However, GPT-4 also dis-559

played a tendency to classify headlines as framed,560

suggesting a valuable line of research could involve561

testing these models on datasets containing non-562

framed headlines that potentially also incorporate563

emotional language, identified as another potential564

weakness. In fact, our research explores the impact565

of emotional language on framing bias detection,566

with GPT-3.5 showing resilience against emotional567

language.568

The study also identifies a performance shortfall569

in Flan-T5, underscoring the challenges smaller570

models face in complex detection tasks without571

specific fine-tuning. Our findings indicate that F1572

scores drop in cross-domain scenarios with non-573

explainable prompts, suggesting the effectiveness574

of zero-shot approaches with clear definitions or575

explainable prompts for new domain applications.576

The study further demonstrates the utility of these577

models in identifying potential annotation inaccu-578

racies in new or already existing datasets.579

7 Limitations580

The findings of this study have to be seen in light of581

some limitations. For example, our evaluation fo-582

cuses solely on English-language content, leaving583

space for further investigation on other languages to584

explore our findings’ applicability to non-English585

contexts. This limitation suggests a need for fur-586

ther investigation into the performance of LLMs587

across different languages and cultural contexts to588

fully assess the potential use of these models in589

social science research for detecting framing bias 590

and analysing media narratives. 591

Furthermore, two of the five models evaluated 592

in our work are accessible only through OpenAI’s 593

API, which is closed-source and subject to changes 594

over time. This could affect the reproducibility of 595

our results with newer versions of API, and they 596

may have their own limitations. Therefore, focus- 597

ing on improving open-source models emerges as 598

a critical pathway forward, ensuring broader acces- 599

sibility and reproducibility in research. 600
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