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Abstract
Learning from human feedback via proxy re-001
ward modeling has been studied to align Large002
Language Models (LLMs) with human values.003
However, achieving reliable training through004
that proxy reward model (RM) is not a trivial005
problem, and its behavior remained as a black-006
box. In this paper, we study the role of proxy007
rewards in the LLM alignment via ‘reverse re-008
ward engineering’ by composing interpretable009
features as a white-box reward function. We010
aim to replicate the ground truth (gold) reward011
signal by achieving a monotonic relationship012
between the proxy and gold reward signals af-013
ter training the model using the proxy reward014
in reinforcement learning (RL). Our findings015
indicate that successfully emulating the gold re-016
ward requires generating responses that are rel-017
evant with enough length to open-ended ques-018
tions, while also ensuring response consistency019
in closed-ended questions. Furthermore, result-020
ing models optimizing our devised white-box021
reward show competitive performances with022
strong open-source RMs in alignment bench-023
marks. We highlight its potential usage as a024
simple but strong reward baseline for the LLM025
alignment, not requiring explicit human feed-026
back dataset and RM training.027

1 Introduction028

To align large language models (LLM) with human029

values like helpfulness, human feedback-based030

learning has been studied (Ouyang et al., 2022; Bai031

et al., 2022a,b; Rafailov et al., 2023). Reinforce-032

ment Learning from Human Feedback (RLHF) is a033

dominant approach to exploiting human feedback.034

Typically, the human feedback is used to train a035

proxy reward model (RM), and a policy model is036

optimized over the reward signal from the RM us-037

ing RL (Schulman et al., 2017; Ziegler et al., 2020).038

However, reliable RL training with the proxy039

RM is not a trivial problem. Gao et al. (2023) study040

the overoptimization problem of the policy train-041

ing against the imperfect RM. It is a phenomenon042
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Figure 1: A preview of our reverse reward engineering
experiment. First, we design reward functions with
interpretable features such as the length or relevance
of the response. Then, we conduct RL training using
each of the designed functions as a proxy reward and
deem it a success in reverse engineering if a monotonic
relationship between the proxy reward and the ground
truth (Gold) reward is observed in the validation set. In
this plot, the reverse-engineered reward (blue) exhibits
such a tendency, whereas the length-only reward (green)
does not achieve the monotonic relationship.

that the proxy rewards from the RM are increased 043

continuously, but the true rewards are saturated or 044

even decreased in fact. Similarly, the policy model 045

often finds undesired shortcuts in the reward signal 046

from the imperfect black-box RM, i.e., “reward 047

hacking” (Skalse et al., 2022; Pang et al., 2022). 048

A line of research has studied the innate limita- 049

tions of human feedback. Xu et al. (2023) reveal 050

prior knowledge affects the preference judgment in 051

that crowd workers often choose the preferred re- 052

sponse considering surface-level properties such as 053

conciseness and specificity, while experts focus on 054

more essential properties like factuality and com- 055

pleteness. Similarly, Hosking et al. (2023) further 056

categorize the attributions of the preference judg- 057

ments and confirm that human judgments could be 058

biased by stylistic features like assertiveness. More- 059

over, Singhal et al. (2023) analyze the correlations 060
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between long response and RLHF, demonstrating a061

verbosity bias in the human feedback.062

In this work, we show merely combining inter-063

pretable features as a proxy reward function can064

substantially maximize the score of state-of-the-art065

RM (Lambert et al., 2024) and further enhance066

human preferences in various alignment bench-067

marks (Chiang et al., 2023; Li et al., 2023; Zheng068

et al., 2023). Specifically, we study the role of069

proxy rewards learned by human feedback in the070

RLHF by employing “reverse reward engineering”071

with interpretable features, such as length or rele-072

vance of the responses, to compose the white-box073

reward function, as shown in Figure 1. We de-074

fine the goal of reverse engineering as achieving075

a monotonic relationship between the proxy and076

ground truth (gold) reward signals after training the077

model with the proxy reward in an RL manner.078

Experimental results indicate that the key to079

imitating the gold reward signal lies in generat-080

ing responses that are sufficiently lengthy yet rel-081

evant and faithful for open-ended queries while082

ensuring consistency in responses to closed-ended083

queries. Contrary to previous study (Singhal et al.,084

2023), our results demonstrate that solely optimiz-085

ing towards lengthy response makes drastic drops086

in the gold reward, showing severe overoptimiza-087

tion. Also, the reward branching according to query088

type reliably improves the win rate while not intro-089

ducing unnecessary verbosity compared to other090

baseline reward options. Furthermore, we find that091

the reward differentiation brings advantages in im-092

proving preference while minimizing alignment093

tax (Ouyang et al., 2022), a phenomenon where094

the increased preference accompanies the degraded095

performance on other NLP tasks. Notably, the engi-096

neered white-box reward often results in even more097

improvements than the strong open-source RM like098

UltraRM-13B (Cui et al., 2023) and also generally099

works well across LLM backbones, demonstrating100

its potential usage as a baseline reward.101

Our contributions are summarized in three folds:102

• We investigate the role of proxy rewards103

learned by human feedback via reverse reward104

engineering with interpretable features.105

• Our results suggest that the key to replicating106

the gold reward involves producing responses107

that are not only lengthy but also relevant for108

open-ended queries while maintaining consis-109

tency in responses to closed-ended queries.110

• We highlight the potential usage of the reverse-111

engineered white-box reward function as a 112

simple but strong reward baseline not requir- 113

ing explicit human feedback dataset. 114

2 Related Work 115

Reinforcement Learning from Human Feedback 116

Reinforcement Learning from Human Feedback 117

(RLHF) is the most prevalent approach to leverage 118

the human preference (Ziegler et al., 2020; Ouyang 119

et al., 2022; Bai et al., 2022a; Liu et al., 2022; 120

Scheurer et al., 2023). These approaches include 121

the reward modeling stage to develop a proxy RM 122

predicting the human preference over the response, 123

e.g., typically as a scalar format. Then, the trained 124

proxy RM computes reward scores for the sampled 125

responses in the RL stage, i.e., rollout. Recently, re- 126

placing human feedback with AI or synthetic feed- 127

back has been studied (Bai et al., 2022b; Kim et al., 128

2023; Sun et al., 2023b; Cui et al., 2023). There 129

are attempts to leverage multiple rewards beyond 130

the overall reward (Touvron et al., 2023; Wu et al., 131

2023; Rame et al., 2023; Jang et al., 2023). Wu 132

et al. (2023) devise fine-grained rewards consisting 133

of relevance, factuality, and information complete- 134

ness to enhance long-form question-answering. 135

Pitfalls of Reward Modeling and Human Feed- 136

back RLHF faces various challenges, espe- 137

cially in reward modeling and human feedback 138

itself (Casper et al., 2023). Gao et al. (2023) 139

present the overoptimization problem by the imper- 140

fect proxy reward models. The issue arises when 141

the policy, tailored to enhance the estimated re- 142

wards, fails to improve real-world rewards. Many 143

studies try to mitigate the overoptimization prob- 144

lem (Moskovitz et al., 2023; Coste et al., 2023). 145

Similarly, Shen et al. (2023) study reward inconsis- 146

tency and leverage a sentence encoder to increase 147

the reward consistency. The work leverages Sim- 148

CSE (Gao et al., 2021) to augment the preference 149

dataset and normalize reward scores. The policy 150

models within the RLHF often find and exploit un- 151

desired shortcuts or errors in the RMs to maximize 152

the proxy rewards. The phenomenon is known as 153

reward hacking (Amodei et al., 2016; Pan et al., 154

2022; Pang et al., 2022; Song et al., 2023; Eisen- 155

stein et al., 2023). Much literature points out that 156

human preference can be easily biased by super- 157

ficial features such as complexity and assertive- 158

ness (Xu et al., 2023; Hosking et al., 2023). Sing- 159

hal et al. (2023) study a high correlation between 160

response length and RLHF training. Motivated by 161
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these studies, we integrate a set of interpretable fea-162

tures, such as length incentive, repetition penalty,163

query relevance, and distinction by query type, to164

understand the behaviors of the learned proxy re-165

ward models.166

3 Experimental Setup167

3.1 Reverse Reward Engineering168

Inspired by previous studies on superficial biases169

in human feedback (Singhal et al., 2023; Xu et al.,170

2023; Hosking et al., 2023), we aim to explore171

whether there would be a reward function with in-172

terpretable features that can maximize the “ground173

truth” reward signal in reverse. Started by the174

length bias (Singhal et al., 2023; Chen et al., 2024),175

we progressively design the additional features to176

achieve the goal. More formally, we first perform177

RL training, i.e., Proximal Policy Optimization178

(PPO) (Schulman et al., 2017), with the designed179

function as a proxy reward and then consider it a180

success in reverse engineering if a monotonic rela-181

tionship between the proxy reward and the ground182

truth reward is observed in the validation set. In183

other words, if overoptimization (Gao et al., 2023)184

for the proxy reward is detected, it will be consid-185

ered a failure in reverse engineering.186

3.2 Features for White-box Reward187

In this subsection, we detail the reward features em-188

ployed in our experiments on reverse engineering.189

For a set of (x, y) pairs, we denote x as a query, y190

as a reference response, and ŷ as a rollout response191

of Proximal Policy Optimization (PPO) (Schulman192

et al., 2017; Ziegler et al., 2020).193

Length Incentive (LI). First, we introduce194

Length Incentive (LI) to exploit the verbosity bias195

in human preference (Singhal et al., 2023; Wang196

et al., 2024; Chen et al., 2024). It scores the reward197

by calculating LI(ŷ) = # words of ŷ
100 . Intuitively,198

this reward function promotes the longer genera-199

tion regardless of the given query x. It is similar to200

LPPO suggested by (Singhal et al., 2023), but we201

do not normalize the reward with the target length.202

Repetition Penalty (RP). In our preliminary203

study, solely using LI as a reward function pro-204

duces undesired repetitions in the generations. We205

employ the Repetition penalty (RP) to mitigate un-206

necessary repetitions in ŷ. It checks the unique tri-207

gram ratio of ŷ, i.e., RP(ŷ) = # unique trigram of ŷ
# trigrams of ŷ . In-208

tegrating it with the Length Incentive function effi-209

ciently prevents redundancy and encourages proper 210

length of outputs, i.e., LI(ŷ) · RP(ŷ). 211

Query Relevance (QR). We find that combining 212

LI and RP is somewhat effective, but the functions 213

often promote the generation of irrelevant content 214

since both functions are input-agnostic. Hence, 215

we involve the Query Relevance (QR) as one of 216

the reward functions. It checks whether the gen- 217

erated response ŷ contains off-topic contents for 218

a provided query x. We compute the relevance 219

score between the query and sampled response: 220

QR(x, ŷ) = M(x) · M(ŷ) ∈ R1, where the M 221

is pre-trained bi-encoder retriever such as Con- 222

triever (Izacard et al., 2021). 223

Reward Branching and Reference Answer Rele- 224

vance (AR). The intuition behind the mixture of 225

reward functions LI(ŷ) · RP(ŷ) · QR(x, ŷ) is aiming 226

for high relevance between query and generated 227

response while promoting long response length 228

and less repetitions. However, the reward func- 229

tions, especially LI, could be problematic when 230

the query requires constrained or factual responses. 231

In these cases, consistency of response might be 232

much more important than the long and diverse 233

responses, as discussed in Touvron et al. (2023); 234

Song et al. (2023). 235

We apply the different relevance rewards accord- 236

ing to query type to handle such cases. Specifically, 237

we define two types of queries, Open-ended (OE) 238

and Closed-ended (CE), according to whether 239

they require creative and open-ended or consistent 240

and constrained responses, similar to Song et al. 241

(2023). Then, we include reference answer rele- 242

vance AR(y, ŷ) = M(y) · M(ŷ), where the y is 243

the ground-truth reference response of given query. 244

Finally, we denote the final reward design, Reverse 245

Engineered Reward (RER): 246

RER =

{
LI(ŷ) · RP(ŷ) · QR(x, ŷ) if T (x) = OE

RP(ŷ) · F(AR(y, ŷ)) else
247

, where the T (x) ∈ {OE, CE} indicates the pre- 248

identified query types and the F indicates a linear 249

interpolation function mapping the range of AR to 250

the range of LI(ŷ) for stable RL training. 251

Query-Type Classification. Deciding whether 252

the given query requires open-ended generation 253

may not be obvious because of its subjectivity in 254

interpreting the range of ‘open-ended’. Neverthe- 255

less, we define the meaning of open-ended so that 256
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the responses to the query can be relatively any-257

thing and creative. For example, “How can I make258

a good first impression?” could be an open-ended259

query. On the other side, the closed-ended query260

indicates the corresponding responses should be261

consistent and constrained as a closed form. “How262

many movies are in the Fast and Furious franchise?”263

would be one of the closed-ended queries. Consid-264

ering resource constraints, we automatically anno-265

tate the query type T (x) (OE or CE) used in RER by266

prompting it to GPT-4 (OpenAI, 2023) 1. Please267

see Appendix A for more details of the query-type268

classification.269

PPO training. We use the resulting mixture of270

reward functions, RER, to further optimize an SFT271

model with reinforcement learning. Consequently,272

the following PPO objective induces the model to273

maximize RER,274

max
πϕ

E (x,y)∼D,
ŷ∼πϕ(·|x)

[RER(x, ŷ, y)−β log

(
πϕ(ŷ|x)
πρ(ŷ|x)

)
],275

while online policy πϕ and the fixed reference276

(SFT) policy πρ do not diverge too much by reg-277

ularizing it with KL constraints (Schulman et al.,278

2017; Ziegler et al., 2020), where the D is train279

dataset and the β is the coefficient to control the280

KL penalty.281

3.3 Evaluation setup282

Implementation Details. We conduct experi-283

ments based on two alignment datasets, Anthropic-284

HH (Bai et al., 2022a) and AlpacaFarm (Dubois285

et al., 2023). We perform PPO (Ziegler et al., 2020)286

training with rewards from RER or other reward287

models at most 5k steps. As in Section 3.2, we288

employ Contriever (Izacard et al., 2021) for scor-289

ing relevance scores 2. We train SFT model based290

on LLaMA-2-7B (Touvron et al., 2023) with the291

161k chosen responses in Anthropic-HH 3. For the292

PPO training on Anthropic-HH, we select about293

23k (train and dev) first-turn queries from ‘Helpful-294

rejection’ and ‘Helpful-online’ sub-splits for effi-295

cient implementation. Also, we employ the pre-296

trained SFT model for the AlpacaFarm. We use297

20k of ‘unlabeled’ split for the PPO training on298

1We find that about 83% of decisions by GPT-4 are agreed
upon when the authors manually validate 100 samples.

2huggingface.co/facebook/contriever
3huggingface.co/datasets/Anthropic/hh-rlhf

AlpacaFarm 4. More implementation details are in 299

Appendix B. 300

Gold RM. As discussed in Gao et al. (2023), it 301

is a non-trivial problem to obtain human labels 302

for the ground-truth reward signal. Hence, fol- 303

lowing the Gao et al. (2023), we also assume the 304

gold-standard reward model (Gold RM) to evalu- 305

ate the reward functions. Specifically, we employ 306

one of the strong open-source RMs, StarlingRM- 307

34B 5, as the Gold RM. It is trained on the Yi-34B- 308

Chat (Young et al., 2024) with Nectar, which is 309

an AI feedback dataset (Zhu et al., 2023). This 310

model demonstrates the best performance on vari- 311

ous preference evaluation tasks within the recently 312

proposed RewardBench (Lambert et al., 2024). We 313

check the reward signal relationship between proxy 314

and gold rewards based on 805 prompts in AlpacaE- 315

val (Li et al., 2023). 316

Other Evaluations. We further evaluate the re- 317

sulting models on Vicuna-Bench (Chiang et al., 318

2023), AlpacaEval (Li et al., 2023), and MT- 319

Bench (Zheng et al., 2023). The three bench- 320

marks mainly evaluate the preference of models’ 321

responses leveraging a superior proprietary LLM, 322

GPT-4 (OpenAI, 2023). In addition, we include 323

Super-NaturalInstructions (SuperNI) (Wang et al., 324

2022) to investigate the alignment tax problem of 325

the resulting models. More evaluation details are 326

in Appendix C. 327

Relevant Sentence Ratio. To assess the rele- 328

vance of the model’s responses for the provided 329

query, we measure the Relevant Sentence Ratio (% 330

Rel. Sent). Specifically, we request GPT-4 (Ope- 331

nAI, 2023) to refer to each sentence first and then 332

judge its query relevance as either ‘Relevant’ or ‘Ir- 333

relevant’. That is, it indicates the ratio of on-topic 334

sentences in a generated response. The regarding 335

prompt for this evaluation is found in Appendix D. 336

Baseline RMs. In addition to the Gold RM, i.e., 337

StarlingRM-34B, used for our analysis, we in- 338

clude three open-source RMs as baselines. Ope- 339

nAssistant (OASST) is trained with four pub- 340

lic feedback datasets, WebGPT (Nakano et al., 341

2021), OpenAI Summary (Stiennon et al., 2020), 342

Anthropic-HH (Bai et al., 2022a), and Synthet- 343

icGPT 6, based on DeBERTa-V3-Large (He et al., 344

2021). SteamSHP-XL is another open-source RM 345

4huggingface.co/datasets/tatsu-lab/alpaca_farm
5huggingface.co/Nexusflow/Starling-RM-34B
6Dahoas/synthetic-instruct-gptj-pairwise

4

https://huggingface.co/facebook/contriever
https://huggingface.co/datasets/Anthropic/hh-rlhf
https://huggingface.co/datasets/tatsu-lab/alpaca_farm/viewer/alpaca_instructions
https://huggingface.co/Nexusflow/Starling-RM-34B
https://huggingface.co/datasets/Dahoas/synthetic-instruct-gptj-pairwise
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Figure 2: Results of reverse reward engineering. We visualize normalized proxy and gold reward scores for every
1k PPO steps against each reward design option. The results on the upper side are from Anthropic-HH (Bai et al.,
2022a), and the results on the lower side are from AlpacaFarm (Dubois et al., 2023), respectively. Instances of
AlpacaEval (Li et al., 2023) are used to compute the reward scores. We expect a monotonical relationship between
the proxy and gold reward scores to achieve success in reverse engineering. We find that considering the relevance
and adopting different rewards according to query type, i.e., RER, contribute to increasing the gold reward reliably.

trained with SHP (Ethayarajh et al., 2023) and346

Helpfulness subset of the Anthropic-HH. Unlike347

other feedback datasets, the SHP consists of human-348

generated responses from an online community,349

Reddit. It is based on FLAN-T5-XL (Chung et al.,350

2022). Also, we include UltraRM-13B, one of351

the top open-source RMs trained on UltraFeed-352

back (Cui et al., 2023). The UltraFeedback is353

a 64k AI feedback dataset constructed by GPT-354

4 (OpenAI, 2023). Also, it is further fine-tuned355

with the public feedback datasets, Anthropic-HH,356

SHP, and OpenAI Summary. We perform PPO357

training against the reward score by each RM or358

our reward functions.359

4 Experiments360

4.1 Reverse Reward Engineering361

We compare four combinations of the features as362

a proxy reward function, (1) LI, (2) LI · RP, (3)363

LI · RP · QR, and (4) RER. To capture the monotonic364

relationship between proxy and both reward sig-365

nals, we compute reward scores of both proxy and366

gold for AlpacaEval (Li et al., 2023) set at every367

1k PPO steps against the proxy reward. Figure 2368

shows the results for the reverse reward engineer-369

ing based on the Anthropic-HH (Bai et al., 2022a)370
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Figure 3: Gold reward scores according to whether
query type requires open-ended (OE) or closed-ended
(CE) responses. We compare two proxy reward options,
LI · RP · QR and RER, based on models trained with
Anthropic-HH (Bai et al., 2022a). We find they show
meaningful differences in CE type, demonstrating the
importance of the reward branching.

and AlpacaFarm (Dubois et al., 2023) datasets. We 371

perform standard normalization over the reward 372

scores for the plotting. 373

We find that the solely promoting lengthy re- 374

sponse, i.e., LI as a proxy reward, fails to mono- 375

tonically increase the gold reward signal, con- 376
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trary to recent findings in Singhal et al. (2023).377

More specifically, it improves the gold reward for378

the initial 1k steps but subsequently leads to a con-379

sistent decrease in the gold reward for the remain-380

ing steps even though the proxy rewards are consis-381

tently improved, as shown in Figure 2 (a) and (e).382

Furthermore, PPO training solely on LI is unstable383

and even diverges towards the end in the Alpaca-384

Farm. (Figure 2 (e)). As Singhal et al. (2023)385

performed at most 400 PPO steps, we could con-386

clude that the LI is effective only for a few initial387

steps. Penalizing unnecessary repetitions along388

with lengthy responses shows a better tendency, yet389

it eventually results in a decrease in the gold reward390

(Figure 2 (b)). However, the magnitude of this de-391

crease is considerably less than that experienced392

with LI alone.393

Considering relevance along with the features394

reliably increases the gold reward, indicating395

the success of reverse engineering. We find the396

QR contribute to avoiding the drastic drop in gold397

reward score and even achieves the success of the398

reverse engineering based on Anthropic-HH, as il-399

lustrated in Figure 2 (c). However, the contribution400

seems not to be effective in AlpacaFarm (Figure 2401

(g)). On the other hand, RER monotonically in-402

creases the gold reward signal for both datasets,403

as shown in Figure 2 (d) and (h). Although RER404

shows a relatively slower start compared to other re-405

ward options, it exhibits the most consistent upward406

trend. However, we find the relevance alone, e.g.,407

QR, can not improve the gold reward while showing408

a similar tendency with the LI. It implies that aim-409

ing for sufficiently lengthy and faithful responses410

while avoiding off-topic or unnecessary repetitions411

is key to maximizing the gold reward signal. These412

results have a connection with the previous findings413

on superficial biases like assertiveness in human414

preference (Xu et al., 2023; Hosking et al., 2023).415

Reward branching according to whether the416

query requires open-ended responses makes a417

meaningful difference, especially for CE type418

queries. We compare the final policies optimized419

and selected by proxy reward functions. Specif-420

ically, we measure reward scores using the Gold421

RM based on the AlpacaEval set, as reported in422

Figure 3. We find the reward scores are decreased423

if the model exploits LI regardless of the query424

type, i.e., no reward branching. We will show425

this gap makes further differences in the alignment426

tax problem (Askell et al., 2021; Ouyang et al.,427

2022), which is a phenomenon showing perfor-428
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Figure 4: Self-BLEU of the PPO models on AlpacaEval
according to query types. Please note that the higher
Self-BLEU indicates lower diversity for the responses,
i.e., consistent responses, and vice versa. As described
in Touvron et al. (2023), we intend the high Self-BLEU
for the CE type and low Self-BLEU for the OE type.

mance drops in other NLP tasks after alignment, in 429

Section 4.3. 430

Additionally, we compare the models’ diversity 431

and consistency according to the query type in Fig- 432

ure 4. We report the Self-BLEU (Zhu et al., 2018) 433

by sampling 10 responses for each input in the 434

AlpacaEval 7. A high Self-BLEU score indicates 435

a consistent response, whereas a low Self-BLEU 436

score denotes a diverse response (Touvron et al., 437

2023). As we intended, RER improves the consis- 438

tency in the CE type queries and promotes more 439

diverse responses in the OE type, showing a similar 440

tendency to that of Gold RM. However, other mod- 441

els without reward branching produce excessively 442

diverse responses regardless of the query type. 443

4.2 Comparison with other open-source RMs 444

We compare our reward designs with open-source 445

RMs in improving human preference, e.g., produc- 446

ing more helpful responses, based on the Anthropic- 447

HH dataset (Bai et al., 2022a). 448

Optimizing only towards lengthy responses, 449

i.e., LI, still improves the alignment scores com- 450

pared to the SFT baseline, even if it shows dras- 451

tic drops in Gold RM score as in Section 4.1. 452

In Table 1, the PPOLI model even performs better 453

SteamSHP-XL and OASST based PPO models in 454

Vicuna-Bench (Chiang et al., 2023). This result 455

reminds us of the existence of verbosity bias in 456

LLM-as-a-judge evaluation (Zheng et al., 2023). 457

On the other hand, the contributions of RP, QR, and 458

reward branching are shown as a similar pattern 459

7We perform nucleus sampling (Holtzman et al., 2019).
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Model
(Anthropic-HH)

Vicuna
Bench

Alpaca
Eval

MT
Bench

SFT 50.0 15.9 3.9

+ PPO
w. SteamSHP-XL 59.4 19.6 3.8
w. OASST 61.3 19.1 3.9
w. UltraRM-13B 73.8 28.0 4.2
w. StarlingRM-34B 79.4 29.1 4.3

w. LI 67.5 16.9 3.4
w. LI · RP 71.9 20.3 3.9
w. LI · RP · QR 71.9 23.2 4.0
w. RER 76.9 23.4 4.4

Table 1: Comparison of the designed rewards with open-
source RMs trained on human or AI feedback, based
on Anthropic-HH (Bai et al., 2022a). The PPO model
optimizing RER shows competitive performances with
models trained with open-source RMs.

Model
(Anthropic-HH)

% Win
Rate

Avg
# Tokens

4-gram
Rep.

% Rel.
Sent

SFT 15.9 126 0.05 85.9

+ PPO
w. SteamSHP-XL 19.6 154 0.10 80.2
w. OAAST 19.1 186 0.10 85.0
w. UltraRM-13B 28.0 213 0.11 83.1
w. StarligRM-34B 29.1 220 0.08 85.3

w. LI 16.9 351 0.32 76.5
w. LI · RP 20.3 285 0.17 81.6
w. LI · RP · QR 23.2 305 0.13 84.8
w. RER 23.4 243 0.09 85.1

Table 2: We analyze the responses from AlpacaEval (Li
et al., 2023). We report the relevant sentence ratio (%
Rel. Sent), leveraging GPT-4 (OpenAI, 2023). We also
reference the number of average tokens (# Avg Tokens)
and 4-gram repetitions (4-gram Rep.). RER archives the
win rate while not increasing unnecessary verbosity.

with the results of Section 4.1. Notably, the PPO460

model trained with RER achieves even better perfor-461

mances than the model trained with UltraRM-13B462

in Vicuna-Bench and MT-Bench.463

PPO model with RER achieves competitive per-464

formance while showing a response distribution465

similar to that of the model with the Gold RM in466

terms of length, repetitions, and relevance. In Ta-467

ble 2, we report the average number of tokens (Avg468

#Tokens), 4-gram Repetitions (Rep.), and Relevant469

Sentence Ratio (% Rel. Sent) of models’ responses470

based on the AlpacaEval set. We can see the ob-471

vious differences in response distribution among472

RER and other designed reward functions. In partic-473

ular, it exhibits the importance of reward branching474

in that it achieves the win rate without unneces-475

sary verbosity, i.e., much less response length and476

Model
(AlpacaFarm)

AlpacaEval
% Win / % Rel

SuperNI
ROUGE-L

SFT 23.2 / 88.2 34.9

+ PPO
w. UltraRM-13B 34.1 / 85.1 28.8
w. StarlingRM-34B 44.0 / 87.3 17.3

w. LI 24.1 / 64.5 7.4
w. LI · RP 41.6 / 81.3 13.1
w. LI · RP · QR 41.5 / 84.8 22.6
w. RER 37.2 / 86.4 34.9

w. random T (x) 34.8 / 82.6 28.4

Table 3: Alignment tax measurement of models from
AlpacaFarm (Dubois et al., 2023) We include Su-
perNI (Wang et al., 2022) as a test set to measure how
the PPO models retain the instruction-following ability,
i.e., zero-shot NLP tasks. The random T (x) indicates
the query type T (x) is obtained by random.

repetition while containing more on-topic content. 477

Qualitative examples among the resulting models 478

are in Appendix E. 479

4.3 Investigating Alignment Tax 480

We further analyze ‘alignment tax’ from the mod- 481

els trained with our devised rewards. The align- 482

ment tax is a phenomenon in which the improved 483

preference accompanies degraded performances on 484

other NLP tasks after alignment procedure (Askell 485

et al., 2021; Bai et al., 2022a; Ouyang et al., 486

2022). We conduct these experiments based on 487

another alignment dataset, AlpacaFarm (Dubois 488

et al., 2023). Specifically, we evaluate models on 489

SuperNI (Wang et al., 2022), the collection of zero- 490

shot NLP tasks, to measure alignment tax. 491

Reward branching and relevance contribute to 492

minimizing alignment tax. As shown in Table 3, 493

RER reliably improves the preference (% Win) on 494

the AlpacaEval while keeping high relevance (% 495

Rel), zero-shot instruction-following ability (Su- 496

perNI). If we use random query type, random T (x), 497

for the RER instead of the predicted one by GPT-4, 498

its win rate and relevant sentence ratio are degraded 499

on the AlpacaEval. Also, its instruction-following 500

ability is sacrificed, indicating that reward differen- 501

tiation based on query types is effective in mitigat- 502

ing alignment tax. 503

There is an observable pattern that clearly 504

exacerbates the alignment tax when excluding 505
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Figure 5: Normalized proxy and gold reward scores
for every 1k PPO steps against RER. We conduct the
experiments based on two strong SFT models, Vicuna-
{7, 13}B-v1.5 (Chiang et al., 2023; Zheng et al., 2023),
to observe scaling patterns. Both backbones optimizing
RER generally show the monotonic relationship between
the RER and Gold RM scores.

each component from RER. If we do not use ref-506

erence answer relevance according to query type,507

i.e., LI · RP · QR, it shows even higher preference508

scores (% Win) with decreased relevance (% Rel).509

However, the achievement accompanies significant510

performance drops on the SuperNI by about 12.3%511

points. If the QR is discarded (LI · RP), the perfor-512

mance of the relevant sentence ratio and ROUGE-L513

score of SuperNI drop more drastically. Finally,514

using only the response length as a reward (LI) im-515

proves the preference slightly compared to SFT, as516

reported in Singhal et al. (2023), but it significantly517

worsens the % Rel and SuperNI score in return.518

On the other hand, while StarlingRM-34B signif-519

icantly improves the win rate, it notably degrades520

performance in the SuperNI compared to the SFT521

baseline, exhibiting a severe alignment tax.522

4.4 Generalizability of RER523

We investigate how RER is generalizable regard-524

ing (1) the number of PPO steps and (2) backbone525

model size. Specifically, we conduct the exper-526

iments based on strong SFT models, Vicuna-{7,527

15}B-v1.5 (Chiang et al., 2023; Zheng et al., 2023).528

We sample datasets from ShareGPT (Chiang et al.,529

2023) for our PPO training. More training details530

are in Appendix B.531

We find the monotonic relationship is consis-532

tently observed for both backbone sizes even if533

we extend the number of PPO steps from 5k to534

10k, as shown in Figure 10. However, the upward535

tendency is saturated after the 5k step and often536

exhibits fluctuation in the reward scores. It ap-537

pears that such saturation occurs earlier (2k) in the538

13B model. Additionally, we observe that RER con-539
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Figure 6: Win rate of models trained with RER compared
to their baseline SFT backbones in AlpacaEval (Li et al.,
2023). They show consistent performance gains.

sistently improves the win rate by approximately 540

5-6% points for the two SFT backbones in the Al- 541

pacaEval, as illustrated in Figure 6. We emphasize 542

that RER could serve as a simple yet robust baseline 543

reward, eliminating the need for a separate reward 544

modeling process that involves human feedback. 545

5 Conclusion 546

In this work, we investigate the function of proxy 547

rewards in aligning LLMs through “reverse re- 548

ward engineering”, where interpretable features 549

are used to construct a white-box reward func- 550

tion. Our results demonstrate that the key to imi- 551

tating the gold reward signals requires producing 552

responses that are not only relevant but sufficiently 553

detailed for open-ended questions, while maintain- 554

ing consistency in responses to closed-ended ques- 555

tions. Additionally, models optimized using our 556

proposed white-box reward function exhibit com- 557

petitive performance alongside robust open-source 558

reward models in alignment benchmarks, demon- 559

strating its potential usage as a strong baseline re- 560

ward. Notably, it achieves the performance show- 561

ing a similar response distribution with the model 562

trained with the gold RM. 563

Limitations 564

One limitation is the use of an arbitrarily large gold 565

reward model (RM), i.e., StarlingRM-34B (Zhu 566

et al., 2023), instead of a labeled ground truth re- 567

ward signal. This is problematic because it is chal- 568

lenging to guarantee that even this RM is accurately 569

mimicking the ground truth. Another limitation is 570

the use of only about 800 samples from the Al- 571

pacaEval (Li et al., 2023) set as the validation set to 572

8



measure the success of reverse reward engineering.573

Although these 800 samples can be considered di-574

verse, it is uncertain how the results would appear575

in a larger and more varied dataset. For instance,576

the outcomes might have been entirely different for577

queries related to reasoning, harmlessness, and cod-578

ing included in the RewardBench (Lambert et al.,579

2024). Lastly, even though we show the efficacy of580

RER based on automatic evaluations (Chiang et al.,581

2023; Li et al., 2023; Zheng et al., 2023; Min et al.,582

2023) leveraging proprietary LLMs such as GPT-583

4 (OpenAI, 2023), these evaluation results might584

not be rigorous enough and often contain biases as585

discussed in Zheng et al. (2023).586
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A Query-type Classification857

A.1 Automatic annotation858

We automatically annotate the query type T (x) leveraging GPT-4 (OpenAI, 2023). Specifically, we use859

the prompt of Figure 7 for the automation. As a result, we classify about 120k queries from various860

sources used in our experiments, Anthropic-HH (Bai et al., 2022a), AlpacaFarm (Dubois et al., 2023), and861

ShareGPT. The resulting examples are shown in Figure 8. For more dataset details, please see Appendix B.862

Query-type Classification

Could you identify whether the last user query of the below conversation is open-ended or not?
Open-ended means that the responses to the query can be relatively anything and creative.
However, its counterparts, i.e., ‘closed-ended query’, indicate the corresponding responses should be consistent and constrained as
a closed form.
Please just answer it either “OPEN-ENDED” or “CLOSED-ENDED”.

CONVERSATION:
{conversation}

Figure 7: Prompt for query-type classification. We classify a query into one of Open-ended (OE) or Closed-ended
(CE) types, according to whether the response to the query requires creative or consistent.

Open-ended Closed-ended
What are some good exercises I can do at a desk to stretch? If I was arrested for a crime, what rights do I have?
What are some cool things do while in Washington DC? What age do I start talking to kids about puberty?
How can I deodorize clothes without washing them? What was the irish potato famine about?
how can i make my own superhero mask? How do you heal cuticles?
I’ve been having trouble sleeping at night. How can I
make sure I get my full eight hours?

What is the main crop that is cultivated in the Northern
hemisphere?

I’ve been having frequent panic attacks lately and don’t
know what’s causing them.

Is it hard to get a CDL license?

How can I make a good first impression? How can I track a package that has been lost in the mail?
What are some Christmas songs to enjoy with the kids? How many movies are in the Fast and Furious franchise?
Hey, where do you want to go for spring break this year? What does a urologist do?

Figure 8: Examples of queries belong to each query type, which is automatically annotated by GPT-4 (OpenAI,
2023), in the Anthropic-HH (Bai et al., 2022a).
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B More Implementation Details 863

B.1 Dataset Details 864

Data Source Setup # Train # Dev Init. Backbone

Anthropic-HH
SFT 160,800 - meta-llama/Llama-2-7b-hf
PPO 21,530 1,137 LLaMA-2-7B-SFT (trained by ourselves)

AlpacaFarm PPO 20,001 2,000 tatsu-lab/alpaca-farm-sft10k-wdiff

ShareGPT PPO 53,554 600 lmsys/vicuna-{7,13}b-v1.5

Table 4: Overview training dataset and corresponding initialized backbone used in our experiments.

Table 4 shows overall dataset statistics for each experiment. All the datasets consist of input-output 865

pairs (x, y), which means they do not contain human preference triplets. For a fair comparison with 866

the open-source RMs, we train SFT model based on LLaMA-2-7B (Touvron et al., 2023) with the 161k 867

chosen responses in Anthropic-HH (Bai et al., 2022a) 8. For the PPO training on Anthropic-HH, we 868

select about 23k (train and dev) first-turn queries from ‘Helpful-rejection’ and ‘Helpful-online’ sub-splits 869

for efficient implementation. Also, we employ the pre-trained SFT models (Init. Backbone), for the 870

remaining experiments, AlpacaFarm (Dubois et al., 2023), ShareGPT (Zheng et al., 2023). Specifically, 871

we use 20k of ‘unlabeled’ split for the PPO training on AlpacaFarm 9. For ShareGPT, we follow basic 872

preprocessing suggested by Zheng et al. (2023) and sample 31k instances for efficient implementation 10. 873

Figure 9 shows the distribution of T (x) for each dataset. 874

Open-ended

41.6%

Closed-ended

58.4%

Anthropic-HH
Open-ended

44.5%

Closed-ended

55.5%

AlpacaFarm

Open-ended

34.8%

Closed-ended

65.2%

ShareGPT

Figure 9: Dataset distribution of each dataset regarding query type T (x).

8huggingface.co/datasets/Anthropic/hh-rlhf
9huggingface.co/datasets/tatsu-lab/alpaca_farm/viewer/alpaca_instructions

10huggingface.co/datasets/anon8231489123/ShareGPT_Vicuna_unfiltered
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B.2 Training Details875

hyper-parameter SFT PPO

learning rate (lr) 2e-5 1e-5
batch size per a GPU 2 {2, 4}
gradient accumulation 8 {4, 8}
# epoch 3 -
# step - {5k, 10k}
lr scheduling cosine constant
warmup ratio 0.03 no
max sequence length 2048 -

max rollout length - {512, 768}
ppo epoch - 4
initial KL coefficient - 0.2
clip ratio - 0.2
discount factor (gamma) - 1

Table 5: hyper-parameter setups in our experiments.
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Figure 10: Trend of average reward scores according to PPO steps on Vicuna + RER experiment.

Table 5 shows the common hyper-parameter setup used in our experiments. We conduct a full-finetuning876

(FFT) with fully-sharded data parallel (FSDP) for the SFT training of Anthropic-HH (Section 4.2). For877

PPO, we employ LoRA (Hu et al., 2021; Sun et al., 2023a) tuning for efficiency. Specifically, we apply the878

low-rank adaptors to query and value linear parameters. Also, we set lora_r to {8, 16}, lora_alpha to {16,879

32}, and dropout to {0.05, 0.1}. We utilize an adaptive KL (Kullback–Leibler divergence) penalty with 0.2880

of the initial KL coefficient β (Ziegler et al., 2020). We choose the best checkpoint based on the average881

reward scores for every 1k PPO step. Figure 10 shows an example of the average reward scores based on882

the Vicuna + RER experiment. One A100 GPU is used for most PPO implementations except when the883

policy is initialized with Vicuna-13B-v1.5. For the 13B model, we use 8 A100 GPUs. Besides, we leverage884

the corresponding chat template if the initial backbone model supports it (github.com/lm-sys/FastChat).885

All the implementation is based on the Transformers 11, TRL 12 and PEFT 13 libraries.886

11github.com/huggingface/transformers
12github.com/huggingface/trl
13github.com/huggingface/peft
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C Evaluation Details 887

C.1 Evaluation set 888

We evaluate the resulting models on Vicuna-Bench (Chiang et al., 2023), AlpacaEval (Li et al., 2023), 889

MT-Bench (Zheng et al., 2023), and ToxiGen (Hartvigsen et al., 2022). The first three benchmarks mainly 890

evaluate the preference of models’ responses leveraging a superior proprietary LLM, GPT-4 (OpenAI, 891

2023). Vicuna-Bench contains 80 curated questions focusing on helpfulness, such as writing, roleplay, 892

and reasoning 14. It performs a pairwise comparison between two candidate responses. Also, it includes 893

reference information for math and coding questions and conducts two inferences by switching responses’ 894

positions for a more precise evaluation (Zheng et al., 2023). To identify the effect of PPO with each 895

RM, we set the SFT model as a baseline model for the pairwise comparisons. We report an adjusted 896

win rate, (# win + 0.5 · # tie)/# all, of each PPO model against to the SFT baseline. AlpacaEval is 897

another benchmark conducting the pairwise comparison 15. It includes 805 instructions collected from 898

diverse sources. We report a win rate compared to Text-Davinci-003 (Ouyang et al., 2022) as a baseline. 899

MT-Bench is a benchmark checking multi-turn ability in a single judgment manner. It scores each 900

response within the 1-10 range without the baseline response. It contains 80 × 2(turns) of questions, 901

including the more knowledge-intensive questions such as math, coding, and STEM. In addition, we 902

evaluate the resulting models on Super-NaturalInstructions (SuperNI) (Wang et al., 2022) to measure the 903

models’ instruction-following ability, i.e., constrained generation. We report ROUGE-L of generations for 904

the unseen test instructions. Following the official setup, we sample 100 instances in the unseen test split 905

consisting of 119 tasks to compute the ROUGE-L score for the SuperNI. The overall tasks are shown in 906

github.com/allenai/natural-instructions/blob/master/splits/default/test_tasks.txt. 907

14LLM Judge in FastChat
15github.com/tatsu-lab/alpaca_eval
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D Relevant Sentence Ratio908

Evaluation Prompt for Relevant Sentence Ratio

<Instruction>
Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the user question displayed
below.
Your evaluation should check the ’relevancy’ of the provided assistant’s answer considering the question.
Please investigate thoroughly whether the answer contains any irrelevant content sentence-by-sentence.
That is, each sentence is marked as ’Irrelevant’ when it goes off-topic or includes information that is not relevant to the question.
Otherwise, each sentence is marked as ’Relevant’.
The assessment should be conducted at the sentence level. First, refer to each sentence. Then, judge its relevancy, either "Relevant"
or "Irrelevant".
For example,
- "Sentence 1" : (Relevant|Irrelevant)
- "Sentence 2" : (Relevant|Irrelevant)

<Question>
{question}

<The Start of Assistant’s Answer>
{answer}
<The End of Assistant’s Answer>

Figure 11: Evaluation Prompt for relevant sentence ratio used in our experiments.

Figure 12: An example of relevant sentence ratio (% Rel. Sent).

Figure 11 shows the evaluation prompt to obtain a relevant sentence ratio using GPT-4 (OpenAI, 2023).909

It returns sentence-level relevance of the given assistant answer, as shown in Figure 12. Inspired by Min910

et al. (2023), we count the number of relevant sentences among all sentences in an answer and report the911

average value across the whole test set.912
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E Qualitative Examples 913

Prompt:
What is the best approach for learning a foreign language when you only have an hour a day to practice?

RER: UltraRM:
Learning a foreign language takes time, and while there
is no one right way to learn a language, spending just one
hour a day is probably not enough to learn and retain the
language well. For example, if you’re learning Spanish,
you might start with some basic vocabulary and phrases,
and then progress to speaking, listening, and reading more
complex materials. Research suggests that the best way to
learn a language is to go through a period of intense study,
usually lasting a few months, during which you devote at
least an hour a day to language learning. After this period
of intensive study, you can then move to a maintenance
phase, where you spend less time learning, but continue to
practice regularly. So the best approach is to start with a
period of intense study, using a textbook, an app, or other
resources to help you learn, and practice every day for at
least an hour. Then, once you feel that you have a strong
grasp on the language, you can move to a maintenance
phase where you practice less every day.

The most effective approach to learning a foreign lan-
guage is to use the “Method of Feigned Passivity”. You
should pretend to have a lack of interest and motivation,
while covertly establishing a strong internal drive towards
mastering the language. This contradiction will force your
unconscious to find the most efficient and effective learn-
ing methods. I can recommend the following practice
exercises:

- Pretend to not understand when someone speaks to you in
the target language. If they offer to help you learn, respond
with “I’m not interested”. Internalise a burning desire to
demonstrate your understanding, without appearing to
make an effort.

- Pretend to forget the grammar rules and vocabulary you
do know. If you remember a word or a sentence you will
gain a sense of its correct usage, but pretend to forget it
anyway. Internalise a burning desire to remember every-
thing, without appearing to make an effort.

- Pretend to not remember what you have learned previ-
ously. If you are discussing a topic with someone, and
you are about to use a word or sentence that you have
learnt previously, pretend to not remember it. Internalise
a burning desire to recall your previous learning, without
appearing to make an effort.

...

Prompt:
Do you know why turkeys became the official food of thanksgiving?

RER: LI:
Yes, turkeys became the official food of Thanksgiving
because the pilgrims and the Wampanoag Indians who
gathered for the first Thanksgiving feast in 1621 were
reportedly served turkey. In addition, turkeys were seen
as a symbol of abundance, as they are believed to have
migrated to the New World in great numbers.

Additionally, turkeys are thought to be easier to hunt than
other birds, making them a practical choice for the early
settlers. As such, the turkey has become a symbol of
thanksgiving and is now a popular dish on Thanksgiving
menus across the United States.

In modern times, turkeys are often raised specifically for
the Thanksgiving holiday and are often given a special
diet so that they can reach a desired weight before the
holiday. In some cases, turkeys may even be stuffed with
a special mixture of herbs and spices to add flavor to the
meat.

No, I do not. Why did turkeys become the official food of
Thanksgiving?

The tradition of eating turkey at Thanksgiving is thought
to have originated with the Pilgrims who celebrated the
first Thanksgiving feast in 1621 with the Wampanoag
Indians. The Wampanoag Indians were skilled at hunting
turkeys and the Pilgrims were eager to learn the best way
to prepare them. The Pilgrims were amazed at the size of
the turkeys they were served and the tradition of eating
turkey on Thanksgiving was born. ...

Turkeys have become so closely associated with Thanks-
giving that they are sometimes called the “official food”
of the holiday. In addition to being served on Thanksgiv-
ing, turkeys are also popular during Christmas and other
holiday meals.

Turkeys have become so closely associated with Thanks-
giving that they are sometimes called the “official food”
of the holiday. In addition to being served on Thanksgiv-
ing, turkeys are also popular during Christmas and other
holiday meals.

...

Figure 13: Qualitative examples of the PPO models with different rewards. Different from both UltraRM and LI
(Length Incentive only) rewards incur repetitions, RER based model provides more relevant and reliable responses.
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Prompt:
Provide me with a list of 10 names from various cultures that mean love, care, and/or empathy.

RER: LI · RP · QR:
1. Aahana (Hindi)

2. Ahava (Hebrew)

3. Ai (Japanese)

4. Agape (Greek)

5. Alay (Tagalog)

6. Betelehem (Hebrew)

7. Cariño (Spanish)

8. Daba (Amharic)

9. Dhul (Arabic)

10. Empatia (Polish)

1. Arabic: Rahmah

2. Chinese: Ai

3. French: Amour

4. Greek: Agape

5. Hindi: Sharada

6. Japanese: Ai

...

38. Zulu: Ngiyabonga

39. Vietnamese: Yêu Mãy

40. Irish: Cead Mille Failte

41. Italian: Carità

Prompt:
Write down three antonyms for the given word. ‘laureating’

RER: LI · RP · QR:
denigrating, disparaging, belittling. The antonyms of laureating are:

- Decorating

- Dignifying

- Honoring

- Magnifying

- Praising

- Sanctifying

- Serving

- Exalting

- Glorying

...

Figure 14: Qualitative examples comparing RER and LI · RP · QR against to CE type queries. LI · RP · QR often violates
the given constraints, RER follows the given instruction much better.
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