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Abstract

Adaptive learning, which requires the in-depth understanding of students’ learn-
ing processes and rational planning of learning resources, plays a crucial role in
intelligent education. However, how to effectively model these two processes and
seamlessly integrate them poses significant implementation challenges for adaptive
learning. As core learning resources, exercises have the potential to diagnose
students’ knowledge states during the learning processes and provide personalized
learning recommendations to strengthen students’ knowledge, thereby serving as a
bridge to boost student-oriented adaptive learning. Therefore, we introduce a novel
task called Knowledge-aware Exercise Generative Recommendation (KEGR). It
aims to dynamically infer students’ knowledge states from their past exercise re-
sponses and customizably generate new exercises. To achieve KEGR, we propose
an adaptive multi-agent cooperation framework, called ExeGen, inspired by the
excellent reasoning and generative capabilities of LLM-based Al agents. Specifi-
cally, ExeGen coordinates four specialized agents for supervision, knowledge state
perception, exercise generation, and quality refinement through an adaptive loop
workflow pipeline. More importantly, we devise two enhancement mechanisms
in ExeGen: 1) A human-simulated knowledge perception mechanism mimics stu-
dents’ cognitive processes and generates interpretable knowledge state descriptions
via demonstration-based In-Context Learning (ICL). In this mechanism, a dual-
matching strategy is further designed to retrieve highly relevant demonstrations
for reliable ICL reasoning. 2) An exercise generation-adversarial mechanism col-
laboratively refines exercise generation leveraging a group of quality evaluation
expert agents via iterative adversarial feedback. Finally, a comprehensive evalua-
tion protocol is carefully designed to assess ExeGen. Extensive experiments on
real-world educational datasets and a practical deployment in college education
demonstrate the effectiveness and superiority of ExeGen. The code is available at
https://github.com/dsz532/exeGen.

1 Introduction

Adaptive learning, which involves the in-depth understanding of students’ learning processes and
rational planning of learning resources, has been shown to improve learning outcomes, reduce dropout
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Figure 1: Comparison of three intelligent education tasks.

rates, and enhance instructor satisfaction in recent empirical studies [3, 23} 9]. Consequently, it
has gained significant attention in the field of intelligent education to support personalized learning.
However, how to effectively model and seamlessly integrate these two stages poses significant
challenges for the implementation of adaptive learning systems. As critical learning resources,
exercises play a pivotal role in both knowledge diagnosis and acquisition [36]], which has the potential
to diagnose students’ knowledge states [27,[26] during the learning processes and provide personalized
learning recommendations to strengthen students’ knowledge [29, 120]], thereby serving as a natural
bridge to boost student-oriented adaptive learning.

Therefore, we introduce a novel task termed Knowledge-aware Exercise Generative Recommendation
(KEGR), which leverages exercises to bridge knowledge state perception and personalized learning
recommendations. As illustrated in Figure [[[b), KEGR aims to dynamically perceive students’
knowledge states from their historical exercise responses, and subsequently generate and recommend
tailored exercises based on the knowledge states, thereby offering a personalized learning experience.
The most related tasks include Knowledge Tracing (KT) and Exercise Recommendation (ER):

* KT (Figure[I[a)) typically predicts whether a student can answer exercises correctly based on
the past responses [63 [1]], but fails to provide interpretable knowledge state descriptions for
downstream applications and often overlooks the semantics within exercises and concepts.

* ER (Figure[Ifc)) usually applies general recommendation methods to match students with
exercises drawn from a static, one-size-fits-all exercise pool, but ignores the impact of the
knowledge states, which may lead to ineffective recommendations [53}132].

The inherent limitations and isolation of these two tasks hinder the realization of adaptive learning
systems. KEGR addresses this by continuously perceiving students’ knowledge states and customiz-
ably generating new exercise recommendations to form a unified and dynamic closed-loop system,
aligning with humans’ long-term learning goals [11]].

Recent advances in Artificial Intelligence Generated Content (AIGC) [62], particularly Large Lan-
guage Models (LLMs) [39, 162]], offer a promising solution to achieve KEGR. LLMs can deeply
understand semantic information and generate rich textual content [31], allowing them to infer
students’ knowledge states from the answered exercises and generate personalized exercises through
natural language prompts. However, due to the complexity of KEGR which involves interactive
reasoning over student responses, exercises, and concepts, a single LLM struggles to achieve the
task’s adaptive goal. To address this, we propose leveraging the Al Agent technology [59| 149],
which excels in autonomous language interaction, role-playing, and decision-making for complex
tasks. This technology can effectively stimulate LLM capabilities through multi-agent cooperation to
generate high-quality knowledge-aware exercise recommendations.

To this end, we propose a Knowledge-aware Exercise Generative Recommendation Framework
with Adaptive Multi-aGent Cooperation, abbreviated as ExeGen. This framework integrates four
specialized agents: Recommendation Manager, Knowledge Perceiver, Exercise Generator, and
Quality Evaluation Expert, responsible for global supervision, knowledge state perception, exercise
generation, and quality refinement, respectively. These agents collaborate through an adaptive loop
workflow pipeline to generate personalized recommendations. Built on this framework, we devise two
key mechanisms to enhance the precision of knowledge state perception and the quality of generated
exercises. 1) A human-simulated knowledge perception mechanism (intra-agent) for the Knowledge
Perceiver, mimics students’ cognitive processes with a domain knowledge graph to construct high-



quality demonstrations, enabling finer-grained tracking of their thought paths. In this way, the
Knowledge Perceiver can prompt LLMs to infer the knowledge mastery of students more accurately
and generate interpretable knowledge state descriptions via demonstration-based In-Context Learning
(ICL). In this mechanism, a dual-matching strategy is further designed to retrieve relevant contextual
demonstrations via precise and fuzzy searches, thereby boosting perception reliability. 2) An exercise
generation-adversarial mechanism (inter-agent) establishes a feedback-driven adversarial interaction
between the Exercise Generator and Quality Evaluation Expert. Notably, a group of evaluation
experts, each focusing on different quality aspects, collaboratively guide the Exercise Generator to
iteratively refine the generated exercises, resulting in more accurate and pedagogically personalized
exercises. To evaluate ExeGen, we design a comprehensive evaluation protocol that integrates GPT-
based scoring, statistical analysis, and human evaluations from both students and teachers. Extensive
experiments on real-world educational datasets and a practical deployment in college education
confirm the effectiveness and superiority of ExeGen, highlighting its promise for advancing adaptive
learning systems. Our main contributions are summarized as follows:

* We introduce a novel task KEGR, and propose a LLM-powered framework ExeGen that achieves
personalized exercise generation and recommendation through adaptive multi-agent cooperation. By
coordinating four specialized agents in a closed-loop workflow pipeline, ExeGen bridges the gap
between knowledge state perception and personalized learning recommendations.

* We devise a human-simulated knowledge perception mechanism in Knowledge Perceiver, which
enables finer-grained tracking of knowledge states through human-simulated cognitive paths, with a
dual-matching strategy for further reliable inference. This approach achieves superior transparency
and interpretability compared to current KT methods, advancing educational diagnostic applications.

* We design an exercise generation-adversarial mechanism between the Exercise Generator and
Quality Evaluation Expert, where multi-dimensional experts collaboratively refine exercise generation
through iterative adversarial feedback. This mechanism ensures that the generated exercises adhere
rigorous educational standards while effectively addressing individual learning needs.

* We design a comprehensive evaluation protocol to assess ExeGen. Extensive experiments on real-
world educational datasets and an actual application demonstrate the effectiveness and superiority of
ExeGen.

2 Related Work

Exercise Recommendation. Recent work adapts general recommendation technologies [22} 52 [64]]
to educational settings for personalized learning resource recommendations [58l, [19} 48], 160, [29].
Effective Exercise Recommendations (ER) help guide students along appropriate learning paths
and boost engagement [53]]. Early efforts formulate ER as a multi-objective optimization task. For
example, Huang et al. [24] and Liu et al. [32] use deep reinforcement learning to balance review
& explore, difficulty progression, and engagement. To model learning dynamics, Recurrent Neural
Networks (RNNs) [53]] and Long Short-Term Memory (LSTM) networks [20l 21] are employed to
capture students’ knowledge mastery and forgetting rates. More recently, Li et al. [29] employ Graph
Neural Networks (GNNs) to capture heterogeneous relations among students, exercises, and concepts,
further improving the recommendation performance. Despite these advances, most existing methods
overlook the nuances of individual students’ knowledge states and rely only on static exercise pools,
leading to one-size-fits-all recommendations that might not align with students’ personalized needs.

Knowledge Tracing. Knowledge Tracing (KT) aims to infer students’ evolving knowledge states
from their past exercise responses [63, |[1]. Existing methods fall into two categories: traditional
probabilistic methods and deep learning methods [54]. Early probabilistic methods, such as Item
Response Theory (IRT) [18]], Bayesian Knowledge Tracing (BKT) [8]], and Factor Analysis Models
(FAM) [5}/41L[7], use handcrafted features to predict student performance [2l]. In recent years, deep
learning methods aim to learn latent patterns directly from large-scale data [36| 57]]. For example,
Piech et al. [42] first introduce RNNs to model response sequences, enabling dynamic tracking of
knowledge states. Pandey et al. [40]] incorporate self-attention to capture fine-grained knowledge
states. Graph-based methods further extend KT by representing concept dependencies through GNNs
[38L 11} 54]]. Despite these advances, current methods simplify the KT task to binary correctness
prediction, which limits interpretability and reduces their potential to support personalized learning.



LLMs for Intelligent Education. Large Language Models (LLMs), such as GPTs, have significantly
accelerated progress in intelligent education [S1} [25]], supporting a wide range of applications in
personalized instruction, assessment, and content generation [33]]. For personalized instruction, LLMs
are used to deliver Socratic-style tutoring [33}47] or to simulate interactive classroom environments
through AI Agents [61]]. For learning outcome assessment, LLMs help evaluate student work
automatically, reducing teacher workload [[10, 28]]. For educational content generation, LLMs are
used to produce textbooks, instructional images, and coding exercises aligned with curriculum goals
[4} [16]. However, most of the existing exercise generation work centers on teacher-facing tools,
overlooking the potential for adaptive, student-centered exercise generation [9,|37]].

3 Problem Formulation

Letd = {ul, U, ... ’UIM\}’ £ = {61, €2, ..., e|5‘}, and C = {cl, C2y ey c|c‘} denote the sets of
students, exercises, and knowledge concepts, respectively. For a given student u,; € U/, his/her learning
history is denoted as H"i = {(671” N T IR (e}“ N y;“) N (N s yﬁ)} where n

denotes the length of the learning history. Here, each tuple in H "¢ consists of an exercise e;-“ €g,
its associated knowledge concept ¢? € C, and a binary label y;“ € {0, 1} indicating whether the
student answered correctly. The goaI] of the KEGR task is to generate personalized and new exercises
that align with the evolving knowledge state of each student. KEGR is achieved by addressing two
tightly-coupled subtasks via natural language interactions:

* Knowledge State Perception: Given a student u;’s exercise history H "¢, this subtask aims
to generate an interpretable textual description s)," ; of the student’s current knowledge
state, enabling clear understanding and actionable insights for exercise generation.

¢ Exercise Generative Recommendation: Based on sfjﬂ, this subtask aims to generate
personalized exercises €, |, along with their corresponding concepts c¢,’, |, aligning well

with the student’s learning needs.

These subtasks form an iterative feedback loop that continuously monitors the learning process of
students and dynamically adjusts exercise generation, promoting long-term and personalized learning
gains. For simplicity, we omit student-specific superscript u; in the remainder of the paper.

4 Methodologies

4.1 Adaptive Multi-Agent Cooperation Framework

In this section, we present ExeGen, a framework that leverages LLMs to generate personalized
knowledge-aware exercise recommendations. As shown in Figure 2] ExeGen integrates four special-
ized agents: Recommendation Manager, Knowledge Perceiver, Exercise Generator, and Quality
Evaluation Expert. These agents work collaboratively in an adaptive loop workflow pipeline that
follows the process of “recommendation monitoring — knowledge perception — exercise generation
— quality refinement”. This design enables personalized and interpretable learning support through
natural language interaction. The detailed prompts for all agents are listed in Appendix

Recommendation Manager is the core of ExeGen, which acts as the controller and orchestrator
of the entire pipeline. Inspired by recent studies [50, [35] that task decomposition strategy can
significantly enhance LLMs’ problem-solving capabilities, the Recommendation Manager breaks
down the complex KEGR task into three sub-steps: knowledge state perception, personalized exercise
generation, and exercise quality evaluation. It receives the historical exercise response data H of
student u;, and supervises each sub-step of the pipeline, invoking the appropriate agents in sequence.
After collecting well-evaluated exercises e, 41 from the final sub-step, it determines whether the
recommendation cycle is complete and delivers the newly generated exercises to the student w,. This
continuous monitoring enables an adaptive, feedback-driven learning loop.

Knowledge Perceiver focuses on prompting LLMs to analyze the historical exercise records H
provided by the Recommendation Manager, thereby generating accurate and interpretable knowledge
state description s,4+; of student u;. However, LLMs often struggle with accurate knowledge
inference due to hallucination issues and limited reasoning depth [43]]. To mitigate these challenges,
we devise a human-simulated knowledge perception mechanism with a domain knowledge graph for
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Figure 2: Overall framework of ExeGen consists of four specialized agents.

the Knowledge Perceiver. This mechanism mimics human exercise-answering behavior that involves
relevant knowledge retrieval — analysis — exercise solving, enabling finer-grained tracking of the
student’s thought paths as well as the generation of interpretable and trustworthy descriptions of the
student’s knowledge states. Further details are introduced in Section[#.2]

Exercise Generator crafts personalized exercises tailored to the inferred knowledge states from
the Knowledge Perceiver. Each exercise includes a stem, an associated concept, and a standard
answer. To ensure knowledge state alignment and reasoning quality, we integrate Chain-of-Thought
(CoT) [50] prompting during exercise generation. The Exercise Generator also supports prompt-level
control through two configurable parameters: exercise type and quantity. Due to the subjectivity and
evaluation challenges of subjective exercise [37]], we only focus on three objective exercise types:
single-choice, multi-choice, and judgment, leaving the subjective exercise as our future work. For
exercise quantity, the default setting is 10, but can be adjusted to match the learning goals of students.

Quality Evaluation Expert ensures the pedagogical quality of generated exercises through a multi-
dimensional, adversarial refinement process. Drawing inspiration from the generative-discriminative
dynamics in Generative Adversarial Networks (GANSs) [[14} 6], we establish an exercise generative-
adversarial mechanism between the Exercise Generator and a group of specialized Quality Evaluation
Experts. Considering that exercises in educational scenarios need to satisfy multi-aspect constraints,
each expert targets a distinct quality aspect, collectively forming a multi-dimensional constraint
network. This network enforces the Exercise Generator to iteratively refine its outputs until they meet
all quality thresholds. Section 3| provides further details of this mechanism.

4.2 Human-simulated Knowledge Perception Mechanism (Intra-Agent)

While LLMs possess extensive world knowledge and strong logical reasoning capabilities [44],
they face two major challenges in knowledge state perception. First, LLMs lack domain-specific
knowledge, limiting their ability to capture the hierarchical relationships among courses, concepts,
and exercises, which are critical for modeling students’ knowledge states [17]. Second, they are
prone to hallucinations that compromise inference reliability in knowledge-intensive tasks [43]]. To
address these challenges, we propose a human-simulated knowledge perception mechanism that
aligns LLM reasoning with the multi-step cognitive process humans follow when answering exercises.
Additionally, this mechanism integrates a domain knowledge graph from a real-world dataset to
enhance domain-specific knowledge retrieval and alleviate hallucinations. As shown in Figure[3] the
mechanism consists of two modules: demonstration construction and knowledge state generation.
The former models human cognitive steps and embeds structured domain knowledge into contextual
demonstrations, enabling step-by-step thinking processes. The latter uses demonstration-based ICL
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to produce intermediate reasoning steps before generating the final knowledge states. This design
effectively enhances interpretability, reduces hallucinations, and improves inference accuracy.

4.2.1 Knowledge Retrieval-augmented Demonstration Construction

Prior work [[13] shows that well-designed demonstrations can significantly enhance LLM reasoning
To this end, we propose a knowledge retrieval-augmented demonstration construction module to craft
high-quality, task-specific demonstrations prior to LLMs for knowledge state generation. As shown
in Figure [3{a), this module mimics the structured cognitive process humans follow when answering
exercises: 1) identifying assessed concepts and retrieving relevant prior knowledge; 2) analyzing
the exercises in light of the retrieved knowledge; 3) synthesizing insights to derive a solution. By
simulating this process, the module generates demonstrations that comprehensively cover all the

required concepts.
Firstly, the module employs Retrieval-Augmented Generation (RAG) techniques [15] to extract
Knowledge Evidences (KEs) [46] from a domain-specific Knowledge Graph (KG), simulating the
initial step of the human cognitive process. Each KE is a structured knowledge triple:
KE; = (hjyriti) |[i=1,2,---, ey
where h; and t; denote the head and tail entities, and r; represents their relationship in the
KG. The configurable parameter m controls the number of retrieved triplets, affecting the
depth and breadth of relevant knowledge. These KEs encapsulate critical information, such as
(address mapping, is_pre, virtual address), indicating that "address mapping" is a prerequisite
concept for "virtual address
’s think step by step” in the

Secondly, we apply zero-shot CoT prompting, which uses the phrase “Let
prompt to guide the LLM in generating explanatory reasoning for each knowledge concept ¢; € C

and its associated exercise. This step simulates the second step of the human cognitive process along
with the retrieved KEs to reduce hallucinations, which is formally defined as:
{ = LLM (epos, i, KE;) \i.: 1,2,...,|C| @
i, nPg
, are the LLM-generated explanations derived from the positive and negative

SC
= LLM (eneq,ci, KE;) i =1,2,...,[C|
Pl and
amples respectlvely Here, e,,s and e, represent the positive sample (exercise with correct

x;

i pos

where
response) and negative sample (exercise with incorrect response) for concept ¢;, respectively. This

dual-sample strategy enriches the demonstrations and avoids observational bias during reasoning



Finally, we construct structured demonstrations by concatenating each knowledge concept c;, exercise

instances, student responses, KEs, and the LLM-generated explanations, which simulates the final

step of the human cognitive process. These demonstrations provide contextual cues that help LLMs

associate knowledge understanding with student responses. The construction process is defined as:
{ DE; pos = €pos|| cill KEi|| 200 yi

% %s (3)
DEineg = encgll cill KEill @ineql vi

K2

where DFE); 05 and DE; ;.4 denote the positive and negative demonstrations, with y; = 1 for correct
responses and y; = 0 for incorrect ones. All demonstrations are stored in a demonstration repository
and used for In-Context Learning (ICL) in the subsequent knowledge state generation stage.

4.2.2 ICL-based Knowledge State Generation

To accurately infer the knowledge states of students, we introduce an ICL-based knowledge state
generation module that leverages retrieved demonstrations to provide contextual support. As illus-
trated in Figure (b), given a student’s historical exercise responses H, each record (e;, ¢;,y;) € H
is paired with the top- K most relevant demonstrations from the pre-built repository. Specifically, we
introduce two retrieval strategies:

* Hard matching strategy selects demonstrations that exactly match the concept ¢; from
the repository. If no match is found, indicating a novel or emerging concept, the module
switches to the soft matching strategy.

* Soft matching strategy firstly encode both the input record (as a Query token) (e;, ¢;, y;)
and stored demonstrations via a pre-trained language model (such as Bert [12]) to yield their
respective semantic representations vguery and vpg. The strategy then selects the most
semantically relevant demonstrations based on their cosine similarity [56].

The retrieved demonstrations are concatenated with each exercise record, and subsequently integrated
into the system prompt of the Knowledge Perceiver, thereby prompting the LLM to generate both
the inferred knowledge evidence KE ; and step-by-step explanation & ; from a student perspective.
Finally, the Knowledge Perceiver synthesizes the exercise-answering explanations of historical
exercise records to infer the overall knowledge state of student u;:

swer = LIM (| (KE;35) | )

j=1

where U;'L:1 (+) denotes successive concatenation operation. This process aligns LLM reasoning with
human cognitive processes to yield a more accurate and interpretable knowledge state s,, 1.

4.3 Exercise Generative-Adversarial Mechanism (Inter-Agent)

The reliability of the exercises is critical for adaptive learning systems. To ensure the reliability
and pedagogical quality of LLM-generated exercises, we design an exercise generative-adversarial
mechanism, inspired by the adversarial idea between generators and discriminators in GANSs [[14}6]].
This mechanism enforces a generative-discriminative validation loop between the Exercise Generator
and Quality Evaluation Experts. Moreover, considering that exercises in educational scenarios need to
satisfy multi-dimensional requirements at the same time, we introduce a group of evaluation experts,
where each expert focuses on a specific quality dimension: 1) linguistic fluency, 2) coverage of
erroneous knowledge concepts, and 3) overall correctness and reasonableness. These dimensions are
configurable. And assigning one expert per aspect improves the clarity of the assessment. Specifically,
experts assess each generated exercise and provide structured feedback. If the exercise fails any
standard, the feedback is incorporated into the prompt of the Exercise Generator, guiding the LLM to
revise the exercise. This process continues iteratively until the exercises satisfy all quality standards
or the iterative process reaches a maximum of 10 rounds. The final refined exercise €, is then
passed to the Recommendation Manager for delivery to student w;.



5 Experiments

5.1 Experimental Setups

Datasets and Baselines. We evaluate ExeGen on the MOOCCubeX dataset [55]] with a KG, and the
detailed dataset statistics are provided in Appendix[A.T] As KEGR is a new task, there are no existing
methods for direct comparison. Therefore, we adapt four representative LLM-based approaches as
baselines: Zero-shot Learning [34], In-Context Learning (ICL) [13], Chain-of-Thought (CoT) [50]],
and ICL+CoT. The implementations and prompts for all baselines are listed in Appendix[A.2]and[B.2]

Evaluation Metrics. To comprehensively assess ExeGen, we design a three-step evaluation protocol:
1) offline hybrid scoring, 2) online post-questionnaires from the student perspective, and 3) online
expert evaluation from the teacher perspective. Motivated by prior research [30], which shows that
GPT-based evaluation can align with manual evaluation on content generation tasks, we incorporate
both GPT-based and statistical metrics in the offline scoring step. Specifically, we design six GPT-
based metrics tailored to KEGR: Knowledge Relevance (KR), Clarity, Answer Accuracy (AA),
Difficulty Appropriateness (DA), Engagement and Fun (EF), and Safety and Ethics (SE). Meanwhile,
we design two statistical metrics: Error Hit Rate (HR) and Error Recall (Recall). GPT-based metrics
are scored on a 0-5 scale, while statistical metrics range from O to 1, with higher scores indicating
better performance. Detailed implementations and prompts of evaluation metrics are provided in
Appendix[A.3]and [B.3] In addition, we develop a dual-interface system based on ExeGen for both
teachers and students, which has been deployed in real-world college scenarios (see Appendix [C).

5.2 Performance Comparison

To verify the superiority of ExeGen, we evaluate it against four baselines on three exercise types:
single choice, multiple choice, and judgment. The experimental results are summarized in Table [T}
with optimal results highlighted in bold and suboptimal results marked with an underlined. Based
on the results, we find the following key conclusions: Firstly, ExeGen consistently outperforms all
baselines across all exercise types, demonstrating its superior capability to capture student knowledge
states and generate personalized exercise recommendations. These results further validate the
effectiveness of integrating multiple specialized agents, which provide more reliable generation
than direct prompt-based methods. Secondly, among the baselines, Zero-shot performs the worst,
while ICL and CoT show clear improvements. This result aligns with previous findings [[13} 50] that
in-context demonstrations and stepwise reasoning help LLMs better understand tasks and follow
instructions. Finally, ICL+CoT achieves the sub-optimal performance, surpassing both the ICL
and CoT. This result highlights the complementary benefits of integrating in-context learning with
stepwise reasoning for improving the logical inference and task comprehension capabilities of LLMs.

Table 1: Performance comparison of different methods.

Types Methods | KR Clarity AA DA EF  SE  HR  Recall
Zero_shot | 3.77  3.67 3.69 344 328 427 0.11 020
ICL 4.01 4.09 413 410 401 421 029 0.35
Single Choice Exercise CoT 406 438 387 391 386 382 031 040
ICL+COT | 407 435 451 424 409 432 0.19 045
ExeGen | 481 478 489 481 472 462 0.70 0.75
zero_shot | 3.63 3.62 349 3.60 341 4.11 0.08 0.15
ICL 407 399 399 4.09 382 425 019 030
Multiple Choice Exercise COoT 406 425 409 405 3.69 402 030 035
ICL+COT | 425 440 439 428 4.11 434 021 040
ExeGen | 482 473 479 480 458 4.69 0.79 0.82
zero_shot | 3.77 3.63 3.66 329 322 383 0.11 0.18
ICL 3.84 422 421 415 425 396 020 0.28
Judgment Exercise COT 3.94 4.29 38 388 368 382 0.12 0.30
ICL+COT | 4.03 454 457 424 410 423 031 042
ExeGen | 471 461 462 480 4.66 4.63 0.65 0.72




5.3 Ablation Study

We conduct ablation studies to assess the impact of different key components by removing each
component individually while keeping the others unchanged, resulting in five variants: w/o. KP
removes the Knowledge Perceiver (KP), directly generating exercises based on students’ historical
responses via other agents. w/o. EG removes the Exercise Generator (EG) and prompts the Recom-
mendation Manager to generate exercises directly according to the Knowledge Perceiver outputs.
w/o. QEE removes the Quality Evaluation Experts (QEEs), presenting exercises to students without
further assessment and refinement. w/o. HKP removes the Human-simulated Knowledge Perception
mechanism (HKP), directly generating the descriptions of knowledge states in a single step based
only on students’ past exercise responses. w/o. EGA eliminates the Exercise Generative-Adversarial
mechanism (EGA), only using a single evaluation expert without multi-dimensional refinement.

Table 2: The ablation performance of ExeGen on multiple choice exercises.
Methods KR Clarity AA DA EF SE HR  Recall
wl/o. KP | 3.26 3.40 331 332 325 327 020 025
w/o. EG | 3.70 3.92 373 377 398 324 029 030
w/o. QEE | 4.31 4.21 427 414 431 413 030 035

w/o. HKP | 3.53 3.46 350 358 350 354 020 0.26
w/o. EGA | 437 442 437 438 446 437 041 040
ExeGen 4.82 4.73 479 480 458 4.69 079 0.82

Table [2] presents the performance of each variant against ExeGen in the multiple-choice exercise
scenario. The results indicate that removing any component leads to a significant drop across all eight
evaluation metrics, highlighting the indispensable role of each component. Among them, w/o. KP
exhibits the largest performance degradation, validating the critical role of accurate knowledge state
modeling in guiding effective exercise generation. w/o. QEE further emphasizes the necessity of
quality control. Without rigorous assessment and refinement, the generated exercises might suffer
from limited practical effectiveness. Additionally, the significant drop of w/o. HKP confirms that sim-
ulating human-like perception effectively improves the LLM’s understanding for student knowledge
states. Lastly, the performance drop of w/o. EGA confirms that iterative expert feedback is useful for
improving exercise quality. In conclusion, these findings collectively affirm that each component is
essential for generating accurate, personalized, and high-quality exercise recommendations.
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Figure 4: Influences of different LLM types.

5.4 Further Analysis on LLM types

We examine the impact of different base LLMs on ExeGen’s performance using LLaMa-70B, Qwen-
turbo-1101, and GPT-40. As shown in Figure E], all base models perform well across all evaluation
metrics, confirming the robustness of ExeGen’s knowledge state perception and iterative generation
strategies. Among them, Qwen-turbo-1101 and GPT-40 achieve the strongest and comparable



performance, highlighting their advanced language understanding and reasoning capabilities. In this
paper, we use GPT-40 to implement ExeGen. Besides, we further explore the impact of different
LLM scales and conduct two kinds of human evaluations, which are detailed in Appendix [A.3]

5.5 Case Study

We conduct a case study using a randomly sampled student from the MOOCCubeX dataset. As shown
in Figure [5] Knowledge Perceiver produces an interpretable diagnostic report detailing mastered
concepts, weak areas, and suggestions for improvement. For example, although the student answers
exercises on hard and symbolic links correctly in isolation, he/she struggles with exercises combining
both, indicating a gap in integrated understanding. Besides, to enhance exercise quality, we explicitly
design the prompt of Exercise Generator to encourage variation in wording, difficulty, and context:
“Ensure diversity in wording, difficulty levels, and scenarios to maintain the student’s engagement
and provide an appropriate level of challenge”. The report of Evaluation Experts confirms that the
generated exercises are well-aligned with the diagnosed weaknesses and display strong diversity. For
example, exercises 3, 5, and 9 undergo iterative refinement to target different aspects of the hard links
and symbolic links, including correct usage, cross-partition behavior, and conceptual limitations.

Historical Y
. | |
Sk C° S; °bl' 0 ? C o ° I S; le' Fil
urrent ymbolic " ile urrent § ’ . o ymbolic ile
Performance Catalogues Links Login Attributes  Catalogues Bidllliile  [Hid Lie Iilaij Lmk_s,| Links Compression

Output of Knowledge Perceiver

] : Exercise: Which of the following descriptions is correct about the relationship between
Mastered Knowledge Concepts: | |

I

|1

the file hard link and the source file?
Option: A. File hard link and source file actually share the same file content data; B |
Source file deletion has no effect on file hard link; C. Hard links of files on one hard disk |
partition can be located on another partition; D. Changes to the hard link content of the file |
| will not affect the source file. |
| | Knowledge Evidence: (K_Hard_Link, belong to, C_Linux_System_Administration) |
[ Explanation: The student's answer was incorrect. The correct options are A and B. |

| Option A is correct because hard links share the same data as the original file. Option B is |

| correct because deleting the original file does not affect the hard link since both reference |

| the same inode. Option C is incorrect because hard links cannot span across different |

The student has demonstrated strong understanding in the following areas:
| **'chown' Command**: The student consistently identifies that 'chown:
[ group file' is the correct syntax for changing group ownership of files

**Symbolic Links (‘In')**: The student correctly identifies that symbolic
| links are required to cross different file systems and understands their

behavior when the source file is deleted. +++++

Areas of Struggle:

The student exhibits gaps or misunderstandings in the following areas:
| **Hard Links vs. Symbolic Links**:
|- Despite correctly identifying some aspects of hard links (e.g., sharing the ! '— — — — — — — — — — — D — —

same inode), the student repeatedly selects incorrect options related to hard | ———— e ———— ——— —
| links spanning partitions or affecting source files upon deletion. I I Oufpuf of Evaluation Exper‘fs )

- Confusion exists between hard links and symbolic links, particularly " ' ~ . |

concerning their ability to span file systems and handle deletions.

**Advanced Usage of 'cp'#*+*: == I
| Suggestions for Improvement: |
[ To address these gaps and enhance the student's overall understanding, the |

following steps are recommended:
| 1. **Clarify Hard vs. Symbolic Links**: |

- Provide clear explanations and exercises distinguishing hard links (same

inode, no cross-partition support) from symbolic links (pointers, cross-

partition capable).
| 2. **Review Advanced Usages of Key Commands®*: -

| | #*Missing Concepts**: None of the weak knowledge concepts identified in the
| | summary appear to be missing from the exercises.

**Repeated Concepts**: While multiple exercises target 'cp', 'gzip', and hard/symbolic
links, each exercise introduces a different aspect of these topics. For example:

- Exercise | and Exercise 8 both focus on 'cp', but they address different flags ('-p' vs. '-R').
- Exercise 3, 5, and 9 all involve hard/symbolic links, but they cover distinct aspects
(correct behavior, cross-partition capability, and limitations)

|| Thus, repetition is justified as it ensures comprehensive coverage of nuanced concepts

Figure 5: ExeGen generates a knowledge state report and a exercise quality evaluation report.

6 Conclusion

This paper introduces a novel task KEGR, which aims to perceive students’ knowledge states and
generate personalized exercise recommendations for supporting adaptive learning. To achieve KEGR,
we propose ExeGen, a multi-agent cooperation framework built on LLMs, where four specialized
agents collaborate in an adaptive loop workflow. Moreover, we devise two key mechanisms: a human-
simulated knowledge perception mechanism to achieve interpretable inferences of knowledge states,
and an exercise generative-adversarial mechanism to refine the generated exercise from multiple
dimensions. Finally, extensive experiments on real-world datasets and an actual application confirm
the effectiveness of ExeGen. The limitations and future work are detailed in Appendices
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A Experiment Details

A.1 Dataset Statistics

To evaluate the effectiveness of ExeGen, we use the public MOOCCubeX dataset [55], sourced from
one of China’s largest MOOC platforms. Given its rich content and extensive user base, MOOCCubeX
is widely used in educational data mining, particularly for online learning research. The statistical
details are provided in Table El Following prior studies [58} 119, 48], we extract all student interaction
data from the computer science and technology domain for our experiments.

Table 3: Statistics of the collected dataset.

Entities #Entities Relations #Relations
Course 63 Course-Concept 52451
Student 18638 Exercise-Concept 4204
Knowledge Concept 27918 Student-Course 101007
Exercise 5015 Student-Exercise 6153

A.2 Baseline Models

This section details the four baseline models adapted for comparison with our ExeGen framework
for the Knowledge-aware Exercise Generative Recommendation (KEGR) task, all of which are
implemented using the GPT-40 API interface without involving any large-model training or fine-
tuning. The prompts for these baselines are provided in Appendix

» Zero-shot Learning (Zero_shot): This baseline [34]] uses task-specific prompts to directly
generate exercise recommendations based on the LLMs’ world knowledge and natural
language understanding capabilities.
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* In-Context Learning (ICL): This baseline [13]] provides LLMs with task-relevant contex-
tual information, such as demonstrations and structured knowledge descriptions, enabling
them to infer underlying patterns and generate exercises accordingly.

* Chain-of-Thought (CoT): This baseline [50] decomposes the exercise generation process
into intermediate inference steps, simulating the human thought process to enhance logical
coherence and interpretability.

* ICL + CoT: This hybrid baseline combines ICL and CoT techniques. It first enriches LLMs
with contextual information and then guides them through a stepwise reasoning process to
generate exercise recommendations.

A.3 Three-step Evaluation Protocol

To comprehensively assess the proposed ExeGen, we design a three-step evaluation protocol, includ-
ing offline hybrid scoring, online post-questionnaires from the student perspective, and online expert
evaluation from the teacher perspective.

Step 1: Offline Hybrid Scoring. Extensive empirical studies [30] have demonstrated a strong
correlation and consistency between GPT-based scoring methods and human evaluation, making it a
viable alternative for large-scale task performance assessment without requiring manual annotation.
Moreover, GPT-based scoring methods exhibit adaptability to various natural language generation
evaluation tasks through the design of task-specific prompts. Therefore, to systematically assess the
effectiveness of our proposed ExeGen for the KEGR task, we introduce a hybrid scoring approach
that combines GPT-based scoring (using advanced GPT-40) with statistical methods, regarding the
following eight aspects:

* Knowledge Relevance (KR): A GPT-based metric that measures the alignment between
the generated exercise content and the student’s current knowledge states.

* Clarity: A GPT-based metric assessing whether the exercise stem and answer are clearly
formulated and unambiguous.

* Answer Accuracy (AA): A GPT-based metric evaluating whether the generated exercise
answer is unique and correct.
* Difficulty Appropriateness (DA): A GPT-based metric assessing whether the difficulty

level of the exercises is well-calibrated to the students’ proficiency, providing a fitting
challenge.

* Engagement and Fun (EF): A GPT-based metric that assesses whether the format, content,
and contextual designs of the exercises foster student interest and active participation.

 Safety and Ethics (SE): A GPT-based metric ensuring that the exercise content does not
contain potentially harmful information or violate ethical and moral standards.

* Error Hit Rate (HR): A statistical metric quantifies the fraction of non-mastered knowledge
concepts among all concepts tested by the newly generated exercises:

* Error Recall (Recall): A statistical metric measures the proportion of unique non-mastered
knowledge concepts that are contained in the generated exercises out of all non-mastered
concepts in the student’s history:

GPT-based metrics are scored on a 0-5 scale, while statistical metrics range from O to 1, with higher

scores indicating better performance. The prompts of these GPT-based metrics are provided in

Appendix [B.3] The HR is defined as:

[{ci | ¢; € Cpew, value(c;) = 0}
‘{ci | (& S Cnewl

HR = )

where C,,., is the set of all knowledge concepts covered by the generated exercises and value(c;) =
0 indicates that is non-mastered (i.e., error-answered). The Recall is defined as:

{ci | ¢i € Cree, value(c;) = 0}
{ci | ¢i € Chist, value(c;) = 0}

Recall = (6)

where Cp,;5; denotes the set of all knowledge concepts in the student’s historical record and C,.
denotes the subset of those concepts that are contained in the generated exercises.

16



Step 2: Online Post-Questionnaires from Student Perspective. To further assess ExeGen, we
recruit 20 college student volunteers to interact with the ExeGen-based system and complete a
post-questionnaire. The questionnaire covers five key aspects: knowledge relevance, clarity, answer
accuracy, difficulty appropriateness, and engagement and fun. This step evaluates the recommendation
effectiveness and user experience of ExeGen in supporting personalized learning from the student
perspective.

Step 3: Online Expert Evaluation from Teacher Perspective. In this step, we invite three college
teachers in the field of computer science and technology as experts to manually evaluate the quality of
exercise generative recommendations for 20 randomly sampled student groups in the MOOCCubeX
dataset. Using the same five evaluation aspects as in step 2, this step provides a more authoritative
assessment on the pedagogical quality and practical value of ExeGen from the teacher perspective.

A.4 Implementation Details and Financial Costs

We implemented our proposed ExeGen using non-distributed training in Python 3.8.19 and PyTorch
2.3.0. All experiments were conducted on a Linux machine configured with two 4090 GPUs. We
selected GPT-40 as our base LLM and used the OpenAl API, without fine-tuning applied. In our
experiments, generating knowledge-based exercise recommendations for each student using the
GPT-40 API incurs an average financial cost of 0.1787 dollars.

A.5 Supplementary Experiments
A.5.1 Further Analysis on LLM scales

To analyze the impact of LLM scale on ExeGen’s performance, we compare three variants using
different-scale Qwen model: Qwen-turbo (lightweight), Qwen-plus (medium-scale), and Qwen-max
(largest-scale). As shown in Figure[6] performance improves with model scale, but the gain from
Qwen-plus to Qwen-max is smaller than that from Qwen-turbo to Qwen-plus. These results align
with the diminishing marginal gains of LLM scaling. This suggests a strategic deployment approach:
large-scale models suit high-precision tasks (e.g., exam simulation) despite higher costs, while smaller
models offer a balance of efficiency and performance for routine learning. These findings highlight
ExeGen’s adaptability to various educational needs and resource constraints.
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Figure 6: Influences of different LLM scales.
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A.5.2  Online Post-Questionnaires (Student Perspective)

To further evaluate ExeGen, we recruit 20 student volunteers, each assigned a test case from the
MOOCCubeX dataset matched by academic background and learning history. Following the role-
actor evaluation approach from prior work [45]], each volunteer assesses his/her assigned case from a
student perspective. As shown in Figure[7(a), ExeGen achieves high scores in knowledge relevance,
clarity, answer accuracy, difficulty appropriateness, and engagement and fun, indicating the strong
ability of ExeGen to generate personalized and satisfactory exercise recommendations. Besides, the
evaluation scores of student volunteers align closely with GPT-based scores, reinforcing the reliability
of GPT as a scalable assessment tool for content generation tasks.

Student scoring Expert scoring GPT scoring
6 6
51 51
4 4
g3 3
e
@
2 2
1 11
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KR Clarity AA DA EF KR Clarity AA DA EF
(a) Student Perspective (b) Expert Perspective

Figure 7: Online manual evaluation experiments from student and teacher perspectives.

A.5.3 Online Expert Evaluation (Teacher Perspective)

We invite three college teachers in the field of computer science and technology to manually evaluate
20 randomly selected student cases from the MOOCCubeX dataset. This expert assessment offers a
teacher-centered perspective on ExeGen’s effectiveness. As shown in Figure[7(b), ExeGen achieves
high scores across all key dimensions: knowledge relevance, clarity, answer accuracy, difficulty
appropriateness, and engagement and fun. These results further confirm the effectiveness and
reliability of ExeGen. Besides, the expert evaluation scores also closely align with the scores of
GPT-based evaluation, further demonstrating the high credibility of conducting GPT-based evaluation
on large-scale data.

B Prompt Designs

B.1 Agent Prompt Templates

This appendix provides the detailed prompt templates for the four specialized agents (Recommen-
dation Manager, Knowledge Perceiver, Exercise Generator, and Quality Evaluation Expert) within
the ExeGen framework. As shown in Table 4] these prompt templates are designed to guide each
agent in executing its specialized tasks, thereby enabling a personalized knowledge-aware exercise
recommendation pipeline.

Table 4: Prompt templates of different agents.

Recommendation Manager

You are the moderator of this workflow, responsible for overseeing the collaborative process
between multiple agents to create and evaluate high-quality exercises tailored to a student’s
learning needs. After each message, please indicate which agent should speak next. Your
responsibilities include the following:

1. Track Knowledge State:
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Instruct Knowledge Perceiver to generate a comprehensive summary of the student’s knowl-
edge state, including both mastered concepts and weak aspects. Specifically, Knowledge
Perceiver should:
-Analyze each exercise in the student’s record, deducing reasoning for correct answers
and identifying misunderstandings for incorrect answers.
-Complete any missing or incomplete explanations, providing a breakdown of the
student’s thought process.
-Ensure the output follows the exact format provided below, where each exercise
record includes:
**content**: The content of the exercise (e.g., question text).
**option**: The options provided for the exercise (if applicable).
**right_answer**: A list of the correct answers to the exercise.
**knowledge_evidence**: Multiple knowledge triples, which should represent rela-
tionships such as "The course covers knowledge concepts", "Knowledge concepts mapped
to exercises", and "Knowledge concept 2 precedes knowledge concept 1".
**{s_correct**: A boolean indicating whether the student answered correctly.
**explanation**: A detailed explanation of why the student’s answer was correct or
incorrect, including the reasoning behind their answer.
-Ensure that all **knowledge_evidence** entries are clearly formatted and correspond
to the relevant knowledge concepts in the exercise, as exemplified in the provided template.
-Return the summary of student’s knowledge states in the exact format, ensuring
consistency with the example, so that it is actionable and precise for future steps.
-Important: Do not provide redundant or unnecessary information in your responses.
Directly analyze and return the output as per the required format without elaborating
excessively on the process.

2. Generate New Exercises:

-Provide the knowledge state from Knowledge Perceiver to the exercise generation
expert (Exercise Generator).

-Instruct Exercise Generator to create ten new exercises, ensuring these exercises are
specifically designed around the student’s weak knowledge concepts and adhere to the
specified exercise type format.

-Important: Ensure that the instructions to Exercise Generator are clear and to the
point. Avoid excessive introductory or redundant statements.

3. Evaluate the Linguistic Fluency:

- Submit the newly generated exercises to Linguistic Fluency Discriminator: Verifies
whether the exercises are linguistically accurate, fluent, and clear.
4. Evaluate the Knowledge Concept Coverage:

- Submit the newly generated exercises to Knowledge Concept Coverage discriminator:
Ensures that the exercises adequately cover the student’s weak knowledge concepts.

5. Evaluate the Correctness and Reasonableness:

- Submit the newly generated exercises to Correctness and Reasonableness discrimi-
nator: Confirms whether the exercises and their answers are accurate, logical, and suitable
for the student’s current learning level.

6. Iterative Regeneration:

- If any Quality Evaluation Expert finds the exercises unsatisfactory:

- Return to Exercise Generator and instruct them to regenerate the exercises based on
the feedback provided.

- Repeat this iterative process until all three agents agree that the exercises meet the
required standards.

7. Final Output:

- Once all agents have approved the exercises, you need to edit the final version of the
exercise list strictly in the format **o_fmt** and return it, and say ’stopChat’ to let the chat
end.

8. Key Guidelines:

- Prioritize the student’s weak knowledge concepts throughout the process to ensure
targeted learning.

- Ensure that all steps are completed efficiently and logically, with clear communication
between agents.
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- Manage the iterative refinement process to guarantee that the final exercises are of
high quality and effectively address the student’s learning needs.

- Important: Ensure that all agents focus on their specific task without unnecessary
repetition. Any redundant remarks should be minimized to avoid clutter and ensure an
efficient workflow.

Your ultimate goal is to manage collaboration between agents and produce a final list of ex-
ercises that are accurate, relevant, and highly tailored to the student’s learning requirements.

Knowledge Perceiver

You are a knowledge tracking expert. You will receive sample exercises and a record of the
student’s performance . Each record includes the student’s response, whether it was correct
or incorrect, and the associated knowledge concept. The explanation attribute represents the
reasoning behind why the student answered correctly or incorrectly, but some explanations
may be missing or incomplete.
Your task is as follows:
1. Analyze each exercise in the student’s record:

- For correct answers, deduce the reasoning or knowledge that enabled the student to
answer correctly.

- For incorrect answers, identify potential misunderstandings, gaps in knowledge, or
reasoning errors that led to the mistake.
2. Complete the missing or incomplete explanations for each exercise:

- Clearly explain the reasoning behind the student’s response or identify any misun-
derstandings that led to errors.

- Break down your explanation into logical steps to accurately reflect the student’s
thought process and understanding of the knowledge concept.
3. Aggregate Explanations:

-Generate a single, cohesive summary of the student’s overall knowledge state based
on the inferred knowledge evidences and explanations from every exercise..
4. Summarize the student’s overall knowledge state of the knowledge concepts:

- Identify the knowledge concepts the student has mastered based on consistent correct
responses and sound reasoning.

- Highlight knowledge concepts where the student struggles based on patterns of
incorrect answers or unclear reasoning.

- Suggest aspects for further improvement, including specific prerequisite knowledge
or concepts the student should review.
5. Output format:

- Your output should strictly follow the format provided by the Recommendation
Manager.

- Each exercise record should include the following attributes:

**content**: The content of the exercise (e.g., question text).

**option**: The options provided for the exercise (if applicable).

**right_answer**: The correct answer(s) to the exercise (e.g., a list of correct
answers).

**knowledge_evidence**: Multiple knowledge triples (e.g., "The course covers
knowledge concepts”, "Knowledge concepts mapped to exercises", "Knowledge concept 2
precedes knowledge concept 1 "). This should represent the relationship between the topic,
the exercise, and the relevant knowledge concepts.

**is_correct**: A boolean indicating whether the student’s answer was correct or
not.

**explanation**: A detailed breakdown of the student’s reasoning, or an explanation
of why the answer was correct/incorrect.

- The summary of student’s knowledge states based on all the exercise records.
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Please ensure that your explanations are precise, clear, and grounded in logical reasoning
to provide actionable insights into the student’s knowledge state. The format should be
consistent with the example provided and focus on delivering a detailed yet structured
response Ensure that the **knowledge_evidence** includes the necessary knowledge
triples for each exercise.

Exercise Generator

You are an exercise generation expert. You will receive a list from the Knowledge Per-
ceiver that summarizes the student’s knowledge state, illustrated with exercise-generation
examples tagged by concept_id.

Based on this information, you will need to generate {exercise_number}, new {exer-
cise_type} exercises, and their answers in the format provided, ensuring that the knowledge
concepts in the exercises directly correspond to the provided concept_id values.

The exercises must strictly adhere to the specified {exercise_type} format, as outlined
below: **exercise_fmt**

Focus on generating exercises related to the student’s weak knowledge concepts:

- Prioritize designing exercises targeting the student’s weak aspects to strengthen their
understanding and improve performance.

- Create multiple exercises related to these weak knowledge concepts to reinforce the
student’s practice of these concepts.

Ensure the knowledge concepts in the exercises meet the following criteria:

- Each knowledge concept in the generated exercises must directly match a concept_id
from the student’s historical records.

- Do not create new knowledge concept names or concept_ids.

As you focus on weak knowledge concepts, ensure the generated exercises possess the
following characteristics:
**Clarity**: Use precise language to avoid ambiguity.
**Relevance**: Directly test the knowledge concepts mentioned in the summary.
**Logicality**: For choice-based exercises, ensure that distractors (incorrect options)
are relevant and reasonable, reducing the likelihood of random guessing.
The generation process is as follows:

1. Analyze the summary of knowledge states (including the concept_id values) to
identify the student’s weak knowledge concepts. Then make those concepts the primary
focus of your exercise design.

2. Allocate most of the exercises to the weak knowledge concepts while including a
few exercises to reinforce the mastered concepts.

3. Ensure diversity in wording, difficulty levels, and scenarios to maintain the student’s
engagement and provide an appropriate level of challenge.

The generated exercises must strictly follow the {exercise_type} format, and all knowledge
concepts must directly match those provided with concept_id. Your output should reflect a
deep analysis of the student’s learning needs and a targeted design approach.

Quality Evaluation Expert
(Using the Linguistic Fluency Discriminator as an example)

You are an exercise evaluation expert specializing in assessing linguistic fluency. You
will receive a list of newly generated exercises and their answers created by the exercise
generation expert. Your task is to determine whether the language used in these exercises is
fluent and appropriate for effective communication.
Evaluation Process:
1. **Evaluate Sentence Structure**:
- Analyze the grammatical structure of each exercise to ensure it adheres to standard
language conventions.
- Check for any grammatical errors, awkward phrasing, or incomplete sentences.
2. **Assess Word Choice**:
- Ensure the vocabulary used is suitable for the target audience.
- Identify and flag any ambiguous, overly complex, or contextually inappropriate
words.
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3. **Check Coherence and Clarity**:
- Confirm that the language in the exercises clearly conveys the intended meaning.
- Ensure the exercises and answers are logically structured and easy to understand.
4. **Provide Suggestions for Improvement™*:
- Highlight specific aspects where linguistic fluency can be enhanced.
- Offer recommendations for rephrasing or simplifying content without altering its
meaning.
Your evaluation should focus on ensuring that the exercises are free of language errors and
effectively communicate the intended concepts.

B.2 The prompt of Baseline Models

This section presents the complete prompt templates used to implement each baseline model in
our experiments. For each model, we provide the exact prompts used, including instructions, input
formats, and any demonstrations or examples provided to the LLMs, as shown in Table 5] These
templates are carefully designed to maximize each baseline’s performance for fair comparison
with our proposed framework, ensuring that differences in results reflect genuine methodological
advantages rather than prompt engineering artifacts.

Table 5: Prompt templates of different baselines.

Zero-shot Learning (Zero_shot)

You are an expert in generating high-quality single-choice exercises for educational pur-
poses. Your task is to create 10 single-choice exercises based on the student’s historical
exercise responses. The generated exercises must adhere to the following criteria:

1. They should cover knowledge concepts relevant to the student’s historical answer records
and align with the student’s current level of proficiency.

2. They must include clear, logical, and well-justified options.

3. They should avoid duplicating exercises or incorporating ambiguous options.

The student’s historical exercise performance is provided below: {student_history}.

Please ensure that the format of the generated exercises strictly conforms to the following
example. If the knowledge concept in a newly generated exercise overlaps with one in the
historical records, retain the original name of the knowledge concept. Additionally, output
the exercises strictly in the specified format, excluding any extraneous statements.

Example Format:

1. Exercise: Sample Exercise
Options:{’A’: *Option 1, ’B’: *Option 2’, ’C’: *Option 3’, ’D’: *Option 4’ }
Answer: ['C’]
Concept: Knowledge_Concept

In-Context Learning (ICL)

You are an expert in generating single-choice exercises for educational purposes. Your
task is to create 10 high-quality single-choice exercises based on the student’s historical
exercise responses and the provided examples. The generated exercises must adhere the
following criteria:

1. They should cover knowledge concepts related to the student’s historical answer records
and correspond to the student’s current level of proficiency.

2. They must include clear and logically structured options.

3. They should avoid duplicating exercises or incorporating ambiguous options.

Example of exercise generation is as follows:

Student’s performance in answering history exercises:
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Content: "Data communication between different VLANs requires forwarding through

0."

Options: {
A’ "HUB’, ’B’: "Layer 2 Switch’,
’C’: ’Router’, ’D’: ’Repeater’,

}

Answer: ['C’]

is_correct: 0
Concept: K_Layer_2_Switch_Computer_Science_and_Technology

Content: "Which of the following methods can be used to divide a VLAN? ()"
Options: {
’A’: ’Based on port assignment’,
’B’: ’Based on MAC address’,
’C’: ’Based on network layer (IP address)’,
’D’: ’IP multicast as VLAN’ }
Answer: ['A’,’B’,’C’, ’D’]
is_correct: 0
Concept: K_IP_Address_Information_and_Communication_Engineering

Content: "What data processing method is required to ensure the correctness of data
read from a distributed storage system? ()"

Options: {
’A’: ’Compression’,
’B’: "Multiple storage copies’,
’C’: ’Erasure coding’,
"D’: ’Checksum data verification’
}
Answer: ['D’]

is_correct: 1
Concept: K_Distributed_Storage_System_Computer_Science_and_Technology

Generated Exercises:

1. Exercise: "Which device can be used to implement communication between
different VLANs? ()"

Options: {
A’ "HUB’, ’B’: "Layer 2 Switch’,
’C’: ’Router’, ’D’: ’Repeater’

}

Answer: ['C’]

Concept_id: K_Layer_2_Switch_Computer_Science_and_Technology

2. Exercise: "In a distributed storage system, which method is the best choice to
ensure the correctness of the data read? ()"

Options: {
A’: *Compression’,
’B’: "Multiple storage copies’,
’C’: ’Erasure coding’,
’D’: ’Checksum data verification’,
1
Answer: ['D’]

Concept: K_Distributed_Storage_System_Computer_Science_and_Technology

The student’s historical exercise performance is provided below: {student_history}.

Please ensure that the format of the generated exercises strictly conforms to the following
example. If the knowledge concept in a newly generated exercise overlaps with one in the
historical records, retain the original name of the knowledge concept. Additionally, the
exercises will be output only in the specified format without any extraneous statements.

Example Format:

1. Exercise: Sample Exercise
Options: {"A’: Option 1°, ’B’: Option 2°, ’C’: *Option 3°, ’D’: *Option 4’ }
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Answer: ['Correct Answer’]
Concept: Knowledge Concept

Chain-of-Thought (CoT)

You are an expert in generating single-choice exercises for educational purposes. Your task
is to create 10 high-quality single-choice exercises based on the student’s historical exercise
responses and the provided examples. The generated exercises should be constructed
following a systematic reasoning process based on the student’s historical performance in
answering history exercises. Please adhere to the following procedure:

1. Analysis of Student Performance:

Identify knowledge areas where the student has demonstrated weaknesses by analyzing
incorrectly answered history exercises.

Assess knowledge areas where the student has shown stable mastery by considering
correctly answered exercises.

2. Exercise Generation:

Include exercises that reinforce weak concepts, focusing on knowledge areas where the
student has previously made errors.

Incorporate exercises that test mastered concepts to ensure continued proficiency.

3. Validation and Optimization:

Ensure the logical consistency of each exercise so that the exercise and its corresponding
options are unambiguous.

Provide plausible yet non-misleading distractor options.

Optimize the clarity and readability of each exercise to facilitate comprehension.

The student’s historical exercise performance is provided below: {student_history}

Please ensure that the format of the generated exercises strictly conforms to the following
example. If the knowledge concept in a newly generated exercise overlaps with one in the
historical records, retain the original name of the knowledge concept. Additionally, output
only the exercises in the specified format without any extraneous statements.

Example Format:

1. Exercise:Sample Question
Options: A’: ’Option 1°, ’B’: *Option 2’, °C’: *Option 3’, ’D’: *Option 4’
Answer: [’Correct Answer’]
Concept: Knowledge Concept

ICL+CoT

You are an expert in generating single-choice exercises for educational purposes. Your
task is to create 10 high-quality single-choice exercises based on the student’s historical
exercise responses and the provided examples.Please adhere to the following steps:

1. Analysis of Student Performance:

Identify the knowledge areas where the student has demonstrated weaknesses by focusing
on concepts answered incorrectly.

Evaluate the student’s stable mastery of concepts that were answered correctly.

2. Exercise Generation:
Include exercises that reinforce weak knowledge areas (those answered incorrectly).
Incorporate exercises that test the knowledge areas the student has already mastered.

3. Validation and Optimization:

Ensure the logical consistency of each exercise to guarantee clarity and accuracy.
Provide plausible yet non-misleading distractor options.

Refine the language to ensure the exercises are clear and easy to understand.

The examples provided are as follows:

Student’s Performance in History Exercises:
1. Content: "For data communication between different VLANSs, data must be for-
warded through ()."

24



Options: {"A’: "THUB’, ’B’: *Layer-2 Switch’, ’C’: ’Router’, ’'D’: "Repeater’ }
Answer: ['C’]
is_correct: 0
Concept: K_Layer-2 Switch_Computer Science and Technology
2. Content: "Which of the following methods can be used to segment a Virtual LAN
(VLAN)?"
Options: {
"A’: ’Segmenting VLANS by Port’,
"B’: ’Segmenting VLANs by MAC Address’,
"C’: ’Segmenting VLANSs by Network Layer (IP Address)’,
’D’: "Using IP Multicast for VLANSs’
}
Answer: ['A’,’B’,’C’,’D’]
is_correct: 0
Concept: K_IP Address_Information and Communication Engineering
3. Content: "In order to ensure the correctness of data read from a distributed storage
system, which data processing method should be applied?"

Options: {
"A’: ’Compression’,
’B’: ’Redundant Storage’,
’C’: ’Erasure Coding’,
’D’: ’Checksum Verification’
}
Answer: ['D’]

is_correct: 1
Concept: K_Distributed Storage System_Computer Science and Technology

Generated Exercises:
1. Exercise: "Which of the following devices can be used to facilitate communication
between different VLANs? ()"
Options: "A’: "HUB’, ’B’: "Layer2 Switch’, ’C’: ’Router’, ’D’: ’Repeater’
Answer: ['C’]
Concept: K_Layer-2 Switch_Computer Science and Technology
2. Exercise: "In a distributed storage system, which method is the most effective in
ensuring data accuracy during retrieval? ()"
Options: "A’: ’Compression’, *B’: "Redundant Storage’, ’C’: ’Erasure Coding’,
’D’: ’Checksum Verification’
Answer: ['D’]
Concept: K_Distributed Storage System_Computer Science and Technology

The student’s historical exercise performance is provided below: {student_history}.

Please ensure that the format of the generated exercises strictly conforms to the following
example. If the knowledge concept in a newly generated exercise overlaps with one in the
historical records, retain the original name of the knowledge concept. Additionally, output
the exercises strictly in the specified format, excluding any extraneous statements.

Example Format:

1. Exercise: Sample Exercise
Options:{’A’: ’Option 1°, ’B’: *Option 2’, °’C’: ’Option 3’, ’D’: *Option 4’ }
Answer: ['C’]
Concept: Knowledge_Concept

B.3 GPT-based Scoring Prompt

We introduce advanced GPT-40 to implement the evaluation for our proposed ExeGen and baselines.
The evaluation prompts are detailed in Figure
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Task Description

You are an education expert and specialist evaluator in exercise content for {exercise_ type} exercises.
Your task is to rigorously evaluate the generated exercises on the specific dimension: {dimension}.

Dimension Definitions

1. Knowledge Relevance: Content relevance to knowledge points and teaching objectives.
2. Clarity: Expression clarity and student comprehension ease.

3. Answer Accuracy: Correctness of answers and measurement validity.

4. Difficulty Appropriateness: Appropriateness for students' skill level.

5. Engagement & Fun: Ability to stimulate learning interest.

6. Safety & Ethics: Compliance with ethical standards.

Evaluation Process

1. Review the 10 generated exercises based on {dimension}.
® Assign probability distribution P, for score i = [0, 5].
* Compute weighted score: § = X, P, X R,.
2. Calculate average score across exercises.
3. Return the final scores in the strict JSON format as shown below.
Example Response:

{"results": '"final score": }

Important
® Strictly follow JSON format.

* No additional text or explanations.

Figure 8: The prompt for GPT-based scoring.

C Real-world Deployment

To illustrate the practical utility of ExeGen, we provide two key interfaces of its web application.
Figure [ and [I0]illustrate the user interfaces tailored for students and teachers, respectively. On the
student-oriented interface (Figure [J), the right-hand side comprises a configuration panel, which
includes modules for agent selection, base LLM selection, and parameter adjustment. The upper-left
area features a visualized interaction panel that displays the dialogue process among Al Agents,
thereby enhancing the transparency of exercise generation. The lower-left area presents the final
generated exercises. In contrast, the teacher-oriented interface (Figure [I0) removes the Knowledge
Perceiver agent from the agent selection panel due to instructional use. Additionally, it incorporates
an explicit input form in the lower-left corner, allowing teachers to manually specify attributes such
as difficulty level, language, course, and knowledge concepts.

To balance the generation quality and response efficiency, both interfaces adopt a modular agent
configuration, wherein users may selectively deactivate specific agents they consider non-essential,
thereby expediting the overall exercise generation process. Besides, the exercise generation results
support post-generation modifications and multi-format export functionality (TXT/PDF/JSON),
enabling flexible adaptation to pedagogical requirements.

D Limitations and Future Work

Although ExeGen shows strong theoretical and empirical performance, there are several limitations
that highlight significant opportunities for improvement. First, the used domain knowledge graph in
ExeGen from the MOOCCubeX dataset lacks some critical information, such as prerequisite relations
between concepts. Our analysis reveals that only 0.063725% of concept pairs in MOOCCubeX are
annotated with prerequisite relations, limiting the ability of ExeGen to model knowledge dependencies.
In the future, we plan to explore zero-shot or few-shot knowledge graph completion techniques to
enrich the knowledge graph and enhance recommendation quality. Second, ExeGen depends on
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Agent Interaction Visualization Window

1® | Generation Manager

Next agent to speak: agent_generator.
Agent_generator, please create ten new exercises based on the student's pts identified in y. Ensure

that the exercises are specifically designed around the struggled concepts and follow the specified exercise type format.
Please proceed.

Exercise Generator

"exercises™:

*content’: "Which partition serves as the root directory of the filesystem in Linux?”,
“option’ home partition’, 'B': ‘Root partition’, ‘C': /boot partition’, 'D': ‘Swap partition”,
“right_answer”: "B,
*knowledge_evidence®: *K_Root Partition Computer Science and Technology (Linux System Management)®

Exercise Generation Results (Editable Window)
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Answer: 3]
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‘Course-Name: Linux System Adminiiration
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Figure 9: The core interface of ExeGen’s web application for students.

Agent Interaction Visualization Window

Exercise 10:
What s the core objective of distributed scheduling? ()
Options: \'A\': 'Simply complete all tasks’, \"BV":‘Simply utiize all esources’, \'C\': Efficiently complete tasks while full utilizing resources',
\'D\': ‘Randomly assign tasks and resources'
- Answer \'C\"
- Concept: K_Task Scheduling_ ComputerscienceAndTechnology

Al exercises meet the Easy difficulty level, with each option carefully designed to ensure logical consistency and reasonableness.

1@ | Generation Manager

1 will now submit these exercises to the Linguistic Fluency Discriminator for language fluency evaluation.
##% Next Instruction:

Please have the Linguistic Fluency Discrimi ify inthe ises are accurate, fluent, and clear:
“content: “What is the primary purpose of scheduling in distributed systems?”,
“option': *A’: *Only optimize task executi ", *B": "Only op ion', *C': *Optimize both task execution order and

resource utilization?, "D "No need to consider tasks or resources”,
“ancwer®: :C*
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Figure 10: The core interface of ExeGen’s web application for teachers.

LLMs to reason over students’ historical exercise responses, but LLMs may struggle with long
interaction histories, leading to unstable contextual reasoning. We plan to investigate methods for
improving long-context modeling in this setting. Finally, although we conduct human evaluations
from both student and teacher perspectives as well as compare the evaluation results with GPT-based
scores, the scale of manual evaluation is relatively small. We plan to extend the human evaluation
experiments with large-scale online A/B testing using our deployed application in real educational

environments.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contributions and scope of the paper are clearly included in the abstract
and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation is discussed in the Appendix D.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides detailed descriptions of the experimental setup, including
dataset specifications, baseline selection, evaluation protocol, and implementation details, in
Section 5 and Appendix A. Besides, we release the code and data to ease the reproducibility.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The used data and code are opened.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper describes all relevant experimental details in Section 5 and Appendix
A.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports appropriate information about the statistical significance of
the experiments in Appendix A.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper uses the OpenAl API for experiments and reports the cost in
Appendix A.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research ensures that ethical considerations are addressed and integrated
into the research’s design and execution. And the authors ensure anonymity is preserved.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the potential impacts that our study will bring in Section 1.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not involve the release of data or models that pose a high risk
for misuse, thus no safeguards are necessary.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited the original paper or attached the link to the existing assets used
in the paper.
Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have attached the introduction of how to use the code and the license in the
anonymized code repository.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: The paper describes the usage of LLMs in Section 4 and Appendix B.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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