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Abstract

Large Language Models (LLMs) can be leveraged to assist in solving complex
investment problems. However, the investment decisions generated by existing
LLMs often deviate from real-user data. One method to align LLMs with investor
decision-making processes is Supervised Fine-Tuning (SFT), which requires a
substantial amount of real-user data that is costly to collect and raises concerns
about privacy and security. In this work, we propose InvestAlign, an efficient
method that constructs large-scale SFT training datasets based on the theoretical
solution to a similar and simpler optimal investment problem, rather than the
original complex one. We theoretically demonstrate that fine-tuning LLMs with
these datasets leads to faster parameter convergence compared to using real-user
data. By fine-tuning LLMs, we obtain InvestAgents, which align more with real-
user data than pre-SFT LLMs in both the simple and original complex problems.
This highlights InvestAlign as a promising approach with the potential to address
complex optimal investment problems and align LLMs with investor decision-
making processes in economics and finance.

1 Introduction

Large Language Models (LLMs) have been widely adopted in various domains as generative agents
to assist with specific tasks [1, 2]. There is an emerging trend that LLM agents are equipped with
human-like intelligence to simulate human decision-making processes [3]. In economics and finance,
substantial works have been done on aligning LLMs with human values and decisions, particularly in
models for market behavior prediction and the analysis of complex economic data for policy-making
[4, 5]. These efforts often focus on macroeconomic issues, such as information dissemination and
collective decision-making in global markets [6]. To the best of our knowledge, little attention has
been paid to LLMs’ performance in microeconomics and behavioral finance, especially concerning
investor decision-making under herd behavior, and current LLMs are shown to not fully align with
investors’ behavior in micro-level financial decision-making, as demonstrated in Section 2.

Achieving the alignment of LLMs to investors’ decision-making processes often relies on large-scale
real-user data in Supervised Fine-Tuning (SFT) [7]. Fine-tuned with specific training datasets, LLMs
can better reflect investor behavior in complex problems. However, it faces the following obstacles.
Collecting real-user data can be costly due to the wide variation in investors’ attributes, such as risk
preference and herd behavior degree [8]. Additionally, many investors are reluctant to share their
investment decisions due to privacy and security concerns. To address the data scarcity problem,
note that for some simple problems such as the one in [9], we have already found its theoretical
solution, using which we can generate a large amount of data. Therefore, one possible solution is,
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Figure 1: Overview of InvestAlign.

given a complex problem, we first identify a similar and simpler problem with a theoretical solution,
construct the SFT training dataset using this theoretical solution, and then fine-tune LLMs to solve
the original complex problem. There are several issues to be addressed when following this approach:

QA: Given the complex problem, how to identify a similar and simpler problem?
QB: Do the theoretical solution of the simpler problem align with real users’ investment decisions,
and can they be used to construct a training dataset that mirrors investor decision-making processes?
QC: How can we construct the training dataset based on the theoretical solution of the simpler
problem? How does it perform in aligning with real-user data?
QD: How to adapt the fine-tuned LLMs to solve the complex problem, and what is its performance?

To verify the feasibility of the proposed approach and to address the above four issues, in this work,
we consider the following simple scenario of optimal investment as an example. Assume that there
are two agents, one is an investment assistant and the other is an investor whose investment decisions
are unilaterally influenced by the assistant under the herd behavior. For the original complex problem
to solve, we consider the relative herd behavior in [10] where the investor adjusts his/her investments
in response to changes made by the investment assistant within the same time interval and imitates
the changing rate of the investment assistant’s decision. Note that for this problem, even though we
find its theoretical solution, its computational complexity is very high. To answer QA, we use the
absolute herd behavior in [9] as the simpler problem where the investor replicates the entire portfolio
of the investment assistant, and its established theoretical solution can be derived more easily. Then,
to answer QB, we collect real-user data on the simpler problem using interviews and questionnaires,
and apply statistical methods to validate the consistency between real-user data and the theoretical
solution. Next, to answer QC, we construct SFT training datasets based on the theoretical solution,
and theoretically prove that fine-tuning LLMs on the training datasets leads to faster parameter
convergence than using real-user data. Then, to answer QD, given the training dataset, we fine-tune
the LLMs and develop the InvestAgents, which can make decisions similar to the theoretical solution,
thus aligning with real-user data. Finally, we conduct another real-user test to verify the performance
of InvestAgents on solving the complex problem. The experimental results show that InvestAgents
exhibit better alignment performance than pre-SFT LLMs.

2 Problem Simplification and Real-User Data Verification

2.1 Optimal Investment Problems under Herd Behavior

Following the prior work in [11], we consider the scenario where an investor and an investment
assistant invest in the period T in a financial market consisting of a deposit and a stock. We define
the funds invested in the stock by the investor and investment assistant as their investment decisions,
denoted by {P (t)}t∈T and {Q(t)}t∈T , respectively. We denote r as the interest rate of the deposit, v
and σ as the excess return rate and volatility of the stock, and T as the terminal time. Given the above
parameters, the investor’s fund {X(t)}t∈T satisfies dX(t) = [rX(t) + vP (t)]dt + σP (t)dW (t),
where X(0) = x0 is his/her initial fund, and {W (t)}t∈T is a standard Brownian motion modeling
the randomness of the stock price. We assume that the investment assistant is rational and tries
to maximize his/her expected utility of the terminal wealth, and from [12], we assume that the
investment assistant’s decision {Q(t)}t∈T satisfies Q(t) = v

Aσ2 exp[r(t − T )], t ∈ T , where A is
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the investment assistant’s risk aversion coefficient [13]. Considering the herd behavior, the investor
jointly maximizes his/her expected utility of the terminal fund Eϕ[X(T )] and minimizes the distance
between his/her own and the investment assistant’s decisions D(P,Q). Following the prior work
in [12], we assume that the investor’s utility of the terminal fund is ϕ[X(T )] = − 1

α exp[−αX(T )],
where α is his/her risk aversion coefficient. In summary, the optimal investment problem under herd
behavior is sup{P (t)}t∈T

Eϕ[X(T )]− θD(P,Q), where θ is the influence coefficient to address the
tradeoff between the two different objectives. We call the risk aversion coefficient α and the influence
coefficient θ the investor’s investment attribute. Following the prior work in [10], when considering
the relative herd behavior, the distance is defined as δ(P,Q) = 1

2

∫ T

0
[P ′(t) − Q′(t)]2dt. In this

case, the optimal investment problem is P1: sup{P (t)}t∈T
Eϕ[X(T )] − θδ(P,Q). For the case of

absolute herd behavior, the distance is defined as ∆(P,Q) = 1
2

∫ T

0
[P (t)−Q(t)]2dt, and the optimal

investment problem is P2: sup{P (t)}t∈T
Eϕ[X(T )]− θ∆(P,Q). The theoretical optimal decision

for P2 is in Appendix A.1. The parameter values in P1 and P2 are in Appendix A.2.

2.2 Validation of Pre-SFT LLMs and the Theoretical Solution

To verify whether the theoretical solution matches users’ real investment decisions, we collect real-
user data from 119 participants using interviews and questionnaires when facing the investment
problem P2. We denote the index set of participants as I = {1, 2, . . . , 119}. To reduce bias and noise
in the collected data, we primarily recruit professionals and students in the fields of economics and
finance, and we treat this real-user data as a proxy for the ground truth. The questionnaire we use is in
Figure 4 in Appendix A.6. Next, to verify whether pre-SFT LLMs align with real-user data, we collect
the pre-SFT LLMs’ investment decisions. In this work, we choose a variety of LLMs, including
API-based model GPT-3.5-Turbo [14], as well as open-source models like GLM-4-9B-CHAT [15],
Qwen2-7B-Instruct [16], and Meta-Llama-3.1-8B-Instruct [17]. To obtain these pre-SFT
LLMs’ investment decisions in P2, we construct a prompt, as shown in Figure 5 in Appendix A.6.

The real-user data shows that the participants’ risk aversion coefficients {αi}i∈I and influence
coefficients {θi}i∈I fall within the ranges of S̃α = [0.09, 0.38] and S̃θ = [0, 1× 10−7], respectively.
For the convenience of data processing, we discretize these two sets into S̃α =

⋃
m∈M S̃m

α and
S̃θ =

⋃
n∈N S̃n

θ , and treat values that fall within the same interval as the same value. We then group
the participants according to these subsets, with participants sharing the same investment attributes
forming a class. Specifically, the class of participants with risk aversion coefficient α ∈ S̃m

α and
influence coefficient θ ∈ S̃n

θ for all m ∈ M and n ∈ N is denoted as Imn = {i|αi ∈ S̃m
α , θi ∈ S̃n

θ }
for all m ∈ M and n ∈ N . For each participant class Imn, we calculate the mean of the real-user
data, the mean of the pre-SFT LLMs’ investment decisions based on 10 repeated trials with the same
investment attribute, and the corresponding theoretical solution. The experimental results in Figure 2
show that there is a significant discrepancy between the pre-SFT LLMs’ investment decisions and the
real-user data, indicating that pre-SFT LLMs fail to align with real-user data in optimal investment
under absolute herd behavior. This underscores the necessity of supervised fine-tuning to bridge the
gap between pre-SFT LLMs’ investment decisions and real-user data. On the contrary, the theoretical
solutions are closer to the real-user data than pre-SFT LLMs’ investment decisions. We validate the
statistical consistency between the theoretical solutions and real-user data in Appendix A.4

3 Methodology: InvestAlign

3.1 Constructing SFT Training Dataset with Theoretical Solution

The SFT training dataset comprises input-output pairs used for fine-tuning LLMs, which are generated
based on a custom prompt template. The prompt for SFT is in Figure 6 in Appendix A.6. When
constructing the SFT training dataset, we need to vary the investment attribute, i.e., the risk aversion
coefficient α and the influence coefficient θ. Following the work in [9], we set the values of α and
θ in Ŝα = {0.05, 0.10, . . . , 0.50} and Ŝθ = {1× 10−8, 2× 10−8, . . . , 1× 10−7}, respectively. We
set the above investment attributes through two questions expressed in natural language that are easy
for LLMs to understand, rather than directly telling them the values of these parameters. For each
investment attribute, we first calculate the theoretical optimal decision {P̂ (t)}t∈T , and then calculate
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the investment proportion {P̂ (t)/X(t)}t∈T . We repeat 10 trials for each investment attribute. In
summary, the SFT training dataset contains 1000 training samples.

3.2 Analysis of the Parameter Convergence Rate in Fine-Tuning

We theoretically show that fine-tuning LLMs on the training datasets constructed from theoretical
solutions leads to faster parameter convergence compared to using real-user data.

To gain insights and ensure mathematical tractability, we make the following assumptions. First,
when calculating the loss function, we only consider the values of the LLM’s investment decision,
theoretical solution, and real-user data, excluding the natural language parts. Second, we assume
that the sample size of the training dataset constructed from the theoretical solution and real-user
data are both sufficiently large. Third, we assume that the output layer of the LLM is a Sigmoid
layer. We denote the ranges of the LLM’s investment decision P (t), theoretical solution P̂ (t), and
real-user data P̃ (t) as P(t), P̂(t), and P̃(t), respectively. We can express the cross-entropy loss
function as L̂(w) = −

∑
t∈T

∫
P̂(t)

fP̂ (t)(x) log fP (t)(x)dx, where fP (t)(x) and fP̂ (t)(x) represent

the probability density functions of P (t) and P̂ (t) in the training dataset, respectively. Similarly,
we can define the cross-entropy loss function L̃(w) for the case when fine-tuning the LLM using
the real-user data. We can further prove that ∥∇L̂(w)∥ > ∥∇L̃(w)∥. Details are in Appendix A.3.
That is, the gradient norm when using the training dataset constructed from the theoretical solution is
higher than when using real-user data. This is because, once the parameters are given, the real-user
data are noisy, while the theoretical solution is deterministic. According to [18], the gradient descent
algorithm converges faster when the gradient norm is larger. Thus, we can conclude that the gradient
descent algorithm converges faster when using the training dataset compared to using real-user data.
The experiment results in Appendix A.5 validate our above analysis on open-source models.

4 Experiments and Performance Validation

4.1 Performance of InvestAgent in P2

Experimental Setup. To compare the alignment performance of pre-SFT LLMs and InvestA-
gents with real-user data, we develop a Python-based simulation environment. The prompt
is in Figure 5 in Appendix A.6. For different investment attributes, we select α from the set
Sα = {0.09, 0.13, 0.19, 0.26, 0.38} and θ from the set Sθ = {0, 1× 10−8, 2× 10−8, . . . , 1× 10−7}.
We use 10 random seeds for each investment attribute, producing a total of 550 trials.

Experimental Results. We plot the mean and the 95% confidence interval of the real-user data,
denoted by P̃ , and the pre-SFT LLMs’ and InvestAgents’ investment decisions based on 10 repeated
trials with the corresponding investment attribute, denoted by P , and PSFT , respectively. We also
plot the theoretical solutions, denoted by P̂ . The experimental results are in Figure 2. Here, we take
the investment attribute α = 0.13 and θ = 7 × 10−8 with GPT-35 and Llama-3.1 as examples,
and we observe the same trend for other values and LLMs. As shown in Figure 2, InvestAgents’
investment decisions are significantly closer to real-user data and theoretical solutions compared to
pre-SFT LLMs across different LLMs.

Additionally, to quantitatively evaluate how InvestAlign can help pre-SFT LLMs align with real-user
data in P2, we calculate the overall MSE between the mean of pre-SFT LLMs’ investment decisions
and real-user data, i.e., Overall MSE(P, P̃ ) = 1

|M||N||T |
∑

m∈M
∑

n∈N
∑

t∈T [Pmn(t)−P̃mn(t)]
2,

and the overall MSE between the mean of InvestAgents’ investment decisions and real-user
data, i.e., Overall MSE(PSFT , P̃ ) = 1

|M||N||T |
∑

m∈M
∑

n∈N
∑

t∈T [PSFT,mn(t) − P̃mn(t)]
2,

where {P̃mn(t)}t∈T represents the mean of the real-user data in class Imn, {Pmn(t)}t∈T and
{PSFT,mn(t)}t∈T represents the mean of the pre-SFT LLMs’ and InvestAgents’ investment deci-
sions with the corresponding investment attribute, respectively. The experimental results are in Table
1. As shown in Table 1, InvestAlign helps reduce the overall MSEs by 45.59% ∼ 61.26%.

The experimental results validate the effectiveness of our proposed method InvestAlign, i.e., fine-
tuning LLMs using the SFT training dataset constructed from the theoretical solution can align them
better with investor decision-making under herd behavior.
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Table 1: Comparison of the overall MSE between pre-SFT LLMs’ and InvestAgents’ investment
decisions with real-user data in optimal investment problems P2 and P1.

Overall MSE GPT-35 GLM-4 Qwen-2 Llama-3.1

P2
Pre-SFT LLM 4.44 4.20 3.97 4.08

InvestAgent 1.72 2.26 2.16 1.59
Reduction from Pre-SFT (%) -61.26% -46.19% -45.59% -61.03%

P1
Pre-SFT LLM 14.03 13.85 17.22 13.07

InvestAgent 7.46 6.14 7.46 7.25
Reduction from Pre-SFT (%) -46.84% -55.66% -56.69% -44.52%

4.2 Performance of InvestAgent in P1

Experimental Setup. This experiment shows the alignment performance of our proposed InvestAl-
ign, i.e., using LLMs fine-tuned from P2 to solve P1. The prompt we use is in Figure 7 in Appendix
A.6. The investment attributes are set the same as those in Section 4.1. We collect 90 real-user data
using interviews and questionnaires, and the participants are also primarily professionals and students
in the fields of economics and finance to reduce bias and noise in collected data.

Experimental Results. Using the same method in Section 4.1, we report the overall MSE between
the mean of pre-SFT LLMs’ investment decisions with real-user data, Overall MSE(P, P̃ ), and
the overall MSE between the mean of InvestAgents’ investment decisions with real-user data,
Overall MSE(PSFT , P̃ ), in Table 1. As shown in Table 1, InvestAlign helps reduce the overall
MSEs by 44.53% ∼ 56.68%. The experiment results validate the effectiveness of our proposed
InvestAlign, and show that the InvestAgents fine-tuned using the theoretical solution in a similar and
simpler problem can better align with human decision-making processes in a complex problem than
pre-SFT LLMs. It demonstrates the potential of InvestAlign to solve complex optimal investment
problems and align LLMs with investor decision-making processes in economics and finance.

5 Conclusion

LLMs can be leveraged to assist in solving complex investment problems. To fine-tune LLMs for
alignment with human decision-making processes, a substantial amount of real-user data is required.
However, the cost of collecting the real-user data is high, and there are concerns regarding privacy and
security. To address these challenges, we propose InvestAlign, a novel method that constructs training
datasets using the theoretical solution of a similar and simple problem to align LLMs with investor
behavior under herd behavior. We demonstrate that fine-tuning LLMs on these training datasets leads
to faster parameter convergence compared to using real-user data. The experimental results indicate
that InvestAgents, fine-tuned with InvestAlign, achieves superior alignment performance in the
original complex problem.
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A Appendix

A.1 Theoretical Optimal Decisions of P2

From the prior work in [9], the investor’s optimal decision for P2 is

P̂ (t) = Aσ2η exp[2r(T−t)]+θ
ασ2η exp[2r(T−t)]+θ · v

Aσ2 exp[r(t− T )], t ∈ T , (1)

where the parameter η can be numerically calculated using Algorithm 1.

Algorithm 1: Numerical Method of the Parameter η in P2.
Input: Interest rate: r;

Excess return rate: v;
Volatility: σ;
Initial fund: x0;
Risk aversion coefficients: α and A;
Investment period: T ;
Influence coefficient: θ;
Tolerance: ε.

Output: The parameter η.

η0 = exp
[
−αx0e

rT − v2T
2σ2

]
, ∆η0 = +∞, k = 0, ϑ = θ

ασ2 ;

while ∆ηk ⩾ ε do

ηk+1 = η0 exp

{∫ T

0

ϑ2v2(α/A−1)2dt

2σ2{ηke2r(T−t)+ϑ}2
}

;

∆ηk+1 = |ηk+1 − ηk|;
k ← k + 1;

end
η ≈ ηk.

A.2 Parameter Setting

Following the prior work in [9], we set the parameter values as follows.

• Interest rate: r = 0.04;

• Excess return rate: v = 0.03;

• Volatility: σ = 0.17;

• Initial fund: x0 = 10;

• Investment assistant’s risk aversion coefficient: A = 0.02;

• Investment period: T = 10.
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A.3 Gradient Norms of the Loss Function

We assume the parameters α and θ satisfy two uniform distributions, denoted by U(α, α) and U(θ, θ),
respectively. Therefore, their probability distribution functions are

fα(x) =
1

α−α , x ∈ [α, α], and fθ(x) =
1

θ−θ
, x ∈ [θ, θ]. (2)

Therefore, we have

fP̂ (t)(x) =
1

θ−θ

∫ θ

θ
fα

(
1

σ2ηe2r(T−t)

[
Aσ2ηe2r(T−t)+y

x · v
Aσ2 e

r(t−T ) − y
])

· Aσ2ηe2r(T−t)+y
σ2ηe2r(T−t)x2 · v

Aσ2 e
r(t−T )dy. (3)

Here, following the prior work in [10], we assume that η remains constant when α and θ change
slightly. Because P̂ (t) ∈ P̂(t), we can rewrite (3) as

fP̂ (t)(x) ≈
min[P̂(t)]·max[P̂(t)]

max[P̂(t)]−min[P̂(t)]
· 1
x2 , x ∈ P̂(t). (4)

That is, the theoretical optimal decision P̂ (t) approximately satisfies a Pareto distribution. To simplify
the notation, we denote the normalization parameter c = min[P̂(t)]·max[P̂(t)]

max[P̂(t)]−min[P̂(t)]
. Using the convolution

formula [19], we have

fP̃ (t)(x) ≈
1
2ε

∫ ε

−ε
fP̂ (t)(x− y)dy

=


c
2ε

∫ ε

min[P̂(t)]−x
1

(x−y)2 dy, x ∈ [min[P̂(t)]− ε,min[P̂(t)] + ε)
c
2ε

∫ ε

−ε
1

(x−y)2 dy, x ∈ [min[P̂(t)] + ε,max[P̂(t)]− ε)

c
2ε

∫max[P̂(t)]−x

−ε
1

(x−y)2 dy, x ∈ [max[P̂(t)]− ε,max[P̂(t)] + ε]

= c
2ε

(
1

max{min[P̂(t)],x−ε} − 1
min{max[P̂(t)],x+ε}

)
, x ∈ P̃(t). (5)

Therefore, we have

∇L̂(w) = −
∑

t∈T
∫
P̂(t)

fP̂ (t)(x)∇ log fP (t)(x)dx

= −
∑

t∈T
∫
P̂(t)

fP̂ (t)(x)

fP (t)(x)
∇Sigmoid(z)dx

= −z
∑

t∈T
∫
P̂(t)

fP̂ (t)(x)[1− fP (t)(x)]dx

= −z
∑

t∈T

[∫
P̂(t)

fP̂ (t)(x)dx−
∫
P̂(t)

fP̂ (t)(x)fP (t)dx
]

= −z
∑

t∈T

[
1−

∫
P̂(t)

fP̂ (t)(x)fP (t)dx
]
. (6)

Thus, the gradient norm is

∥∇L̂(w)∥ = ∥z∥
∑

t∈T

[
1−

∫
P̂(t)

fP̂ (t)(x)fP (t)(x)dx
]
. (7)

Next, we compare the two gradient norms ∥∇L̂(w)∥ and ∥∇L̃(w)∥. We only need to compare
the following two integrals:

∫
P̂(t)

fP̂ (t)(x)fP (t)(x)dx and
∫
P̃(t)

fP̃ (t)(x)fP (t)(x)dx. Because the
investment decisions of the LLM without SFT can be arbitrary due to the randomness of model
parameters, we have P̂(t) ⊂ P̃(t) ⊂ P(t). Because fP (t)(x) is monotonically decreasing, we can
prove that ∫

P̂(t)
fP̂ (t)(x)fP (t)(x)dx <

∫
P̃(t)

fP̃ (t)(x)fP (t)(x)dx < 1, (8)

and thus we have
∥∇L̂(w)∥ > ∥∇L̃(w)∥. (9)

A.4 Statistical Analysis of Theoretical Solution and Real-User Data

We employ statistical methods to validate the consistency between the theoretical solutions and
real-user data. For the i-th participant, we denote his/her real investment decision as {P̃i(t)}t∈T ,
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(a) GLM-4
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(c) Llama-3.1

Figure 3: Comparison of the gradient norms between using theoretical solution and real-user data.

and the theoretical solution with the same investment attribute as {P̂i(t)}t∈T , respectively. We first
calculate the difference and correlation coefficient between {P̃i(t)}t∈T and {P̂i(t)}t∈T , which are
defined as

d(P̃i, P̂i) =
∑

t∈T [P̃i(t)− P̂i(t)] and ρ(P̃i, P̂i) =
∑

t∈T [P̃i(t)− ¯̃Pi][P̂i(t)− ¯̂
Pi]√∑

t∈T [P̃i(t)− ¯̃Pi]2
∑

t∈T [P̂i(t)− ¯̂
Pi]2

, (10)

respectively, where ¯̃Pi =
1
T

∑
t∈T P̃i(t) and ¯̂

Pi =
1
T

∑
t∈T P̂i(t) are the averages of the i-th partici-

pant’s investment decisions and the theoretical solution at different time steps, respectively. Next,
we conduct t-tests on the means of the differences {d(P̃i, P̂i)}i∈I and the correlation coefficients
{ρ(P̃i, P̂i)}i∈I [20], respectively. For the differences {d(P̃i, P̂i)}i∈I , the results show that their
mean does not significantly deviate from 0 at the 1% significance level, with a t-statistic = −1.075.
For the correlation coefficients {ρ(P̃i, P̂i)}i∈I , the results show that their mean does not significantly
deviate from 0.85 at the 1% significance level, with a t-statistic = −0.843. Since a mean difference
close to 0 indicates minimal discrepancy and a correlation coefficient close to 0.85 reflects a strong
positive relationship, we show that there exists significant consistency between the theoretical solution
and real-user data.

A.5 Evaluation on the Parameter Convergence Rate in Fune-Tuning

We conduct an experiment to validate our above analysis on open-source models including
GLM-4-9B-CHAT, Qwen2-7B-Instruct, and Llama-3.1-8B-Instruct. We construct the SFT
training datasets using both the theoretical solution and real-user data, and fine-tune the LLMs with
these training datasets using low-rank adaptation (LoRA) in [21]. We set the LoRA rank, alpha, and
dropout rate as 4, 32, and 0.1, respectively, and keep the training parameters, such as the learning
rate and batch size, etc., unchanged. The experimental results of the gradient norm ∥∇L(w)∥ are
in Figure 3. From Figure 3, the gradient norm when using the training dataset constructed from
theoretical solution is significantly higher than when using real-user data across different LLMs,
validating that fine-tuning LLMs on the training datasets constructed from theoretical solution leads
to faster parameter convergence compared to using real-user data.

A.6 Questionnaire and Prompts
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Questionnaire for real-user data in P2

1. Task Description
Starting from next year, you plan to use a portion of your savings (10 million dollars) to invest in a stock and
a deposit as part of your personal retirement fund. You will establish a dedicated account to manage this
retirement fund. This means you will make a one-time deposit of 10 million dollars into this account and
will not deposit any additional funds or withdraw any funds from this account afterward.
The annualized return of the stock is 7%, with a volatility of 17%. An annualized return of 7% means
that if you invest $100 in this stock, you can expect to have $107 after one year on average (the original
$100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability, the price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability, the price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one year.
With a 99.7% probability, the price will be between $100 ± 3 × $17 (i.e., $49 to $151) after one year.
The annualized return of the deposit is 4%. If you invest $100 in the deposit, you will receive $104 after
one year (the original $100 plus $4 in return).
Over the next 10 years, you will make investment and savings decisions once per year, for a total of {T}
decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤ 10), let the
funds in your dedicated account be X(t). Your decision is to allocate part of these funds to invest in the
stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t) - P(t). You will
determine the proportion of funds to allocate to the stock, i.e., P(t) / X(t).
During the decision-making process, we will provide you with a investment assistant developed by Omitted
for Anonymity. The investment assistant will provide you with auxiliary information at each decision
point. You can refer to the investment assistant’s recommendations to some extent, but note that these
recommendations may not be optimal. You should also use your own investment insights to avoid blindly
following the investment assistant.
Your goal is to maximize the total amount of funds after 10 years and minimize the risk.

2. Investment Decisions
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends the
following investment proportions for the stock over the 10 years: [36.21%, 35.59%, 34.96%, 34.35%, 33.73%,
33.13%, 32.53%, 31.93%, 31.34%, 30.75%]. Considering the investment assistant’s recommendations,
based on your own investment insights, what is your decided investment proportion sequence for the stock
over these 10 years? You need to give a list containing 10 percentages, with each percentage ranging from
0% to 100% and precise to two decimal places, representing the investment proportion for each year t. For
example, [34.79%, 38.58%, 35.75%, 32.17%, 31.61%, 30.52%, 34.01%, 32.48%, 34.20%, 31.70%]. You
need to replace this percentage list with your actual investment proportion sequence. [________]

3. Your Investment Characteristics
(1) At what probability (denoted by p) are the following two choices indifferent to you? A. A probability p
of receiving $20, and a probability 1 - p of receiving nothing. B. Receiving $6. [________]
(2) When making a decision, how much do you rely on the investment assistant? Please directly give an
integer between 0 and 10. 10 means you rely heavily on the investment assistant, and 0 means you rely little
on him/her. [________]

Figure 4: Questionnaire for real-user data in P2.
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Prompt for pre-SFT LLMs and InvestAgents in P2.

# Task Description
## Background
Assume you are an investment expert. Starting from next year, you plan to use a portion of your savings (10
million dollars) to invest in (1) a stock (hereinafter referred to as Investment) and (2) a deposit (hereinafter
referred to as Savings) as part of your personal retirement fund. You will establish a dedicated account to
manage this retirement fund. This means you will make a one-time deposit of 10 million dollars into this
account and will not deposit any additional funds or withdraw any funds from this account afterward. Please
remember that you need to provide the proportion of funds allocated to the stock each year over the 10 years
in the form of a percentage list, rather than providing decision-making recommendations or writing code.
## Financial Market
Information on the stock: The annualized return of the stock is 7%, with a volatility of 17%. An
annualized return of 7% means that if you invest $100 in this stock, you can expect to have $107 after one
year on average (the original $100 plus $7 in return). A volatility of 17% indicates that:
With a 68% probability: The asset price will be between $100 ± $17 (i.e., $83 to $117) after one year.
With a 95% probability: The asset price will be between $100 ± 2 × $17 (i.e., $66 to $134) after one year.
With a 99.7% probability: The asset price will be between $100 ± 3 × $17 (i.e., $49 to $151) after one year.
Information on the deposit: The annualized return of the deposit is 4%. If you invest $100 in the deposit,
you will receive $104 after one year (the original $100 plus $4 in return).
## Investment Period and Assistant
Over the next 10 years, you will make investment and savings decisions once per year, for a total of 10
decisions. These 10 decision points are labeled 1, 2, ..., 10. At the beginning of year t (1 ≤ t ≤ 10), let the
funds in your dedicated account be X(t). Your decision is to allocate part of these funds to invest in the
stock, denoted as P(t); the remaining funds will be allocated to savings, which will be X(t) - P(t). You will
determine the proportion of funds to allocate to the stock.
During the decision-making process, we will provide you with a investment assistant developed by Omitted
for Anonymity. The investment assistant will provide you with auxiliary information at each decision
point. You can refer to the investment assistant’s recommendations to some extent, but note that these
recommendations may not be optimal. You should also use your own investment insights to avoid blindly
following the investment assistant.
## Task Objective
Your goal is to maximize the total amount of funds after 10 years (while earning returns and mitigating
risks; note: the annualized return of the deposit is 4%, and the annualized return of the stock is 7%
with a volatility of 17%).

# Your Investment Characteristics
As an investment expert, you have the following characteristics:
Your risk aversion coefficient is {alpha}, which means you consider the following two choices to be
indifferent when the probability (i.e., p) is {p}: A. With probability p, you can obtain $20, and with
probability 1 - p, you can obtain $0; B. With 100% probability, you obtain $6. Note that as an investor, you
have a certain level of optimism about “winning” and are willing to take on some risk, so you consider the
two options equivalent at probability p = {p}, which is higher than the 30.00% in a completely rational
scenario.
Your influence coefficient is {theta}, which means in decision-making, your level of dependence on the
investment assistant is: {k} points. A score of 10 indicates a high level of dependence on the investment
assistant, while a score of 0 indicates a low level of dependence.

(The next part of this Figure 5 will be continued on the next page.)
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Prompt for pre-SFT LLMs and InvestAgents in P2 (continued)

# Output Format Requirements
Please output your decision in JSON format, including two parts: (1) Decision Explanation: Explain the
reasons behind your investment proportion decisions. (2) Investment Proportion Sequence: The percentage
sequence of funds allocated to the stock each year over the 10 years. You need to output a list containing 10
percentages, with each percentage ranging from 0% to 100% and precise to two decimal places, representing
the investment proportion for each year t. For example:
{“Decision Explanation”: ”Briefly explain the reasons behind your investment proportion decisions.”,
“Investment Proportion Sequence”: [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”,
“34.01%”, “32.48%”, “34.20%”, “31.70%”]}
Here, [“34.79%”, “38.58%”, “35.75%”, “32.17%”, “31.61%”, “30.52%”, “34.01%”, “32.48%”, “34.20%”,
“31.70%”] is just an example. You need to replace this percentage list with your actual investment proportion
sequence. Providing the investment proportion sequence is the most important; do not just focus on the
explanation and forget to provide the investment proportion sequence!!!
# Question
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends the
following investment proportions for the stock over the 10 years: {refer_ratios}. Considering historical
investment situations and the investment assistant’s recommendations, based on your own investment insights,
what is your decided investment proportion sequence for the stock over these 10 years? (Please follow the
previously provided JSON format requirements, and provide a list of 10 specific percentages indicating
your investment proportion sequence for these 10 years, rather than giving investment recommendations or
writing code.)
Answer:

Figure 5: Prompt for pre-SFT LLMs and InvestAgents in P2.

Prompt for SFT

(The beginning part of is the same as Prompt for pre-SFT LLMs and InvestAgent in P2.)

# Output
According to optimal investment theory, in the above scenario, the optimal amount for investing in the stock,
P̂(t), equals the product of the smart investment advisor’s investment amount (i.e., the advisor’s decision
proportion multiplied by the current budget) and a hyperbolic tangent function. The specific calculation is as
follows:

P̂ (t) = ηα2σ
2e2r(T−t)+θ

ηα1σ2e2r(T−t)+θ
· v
α2σ2 e

r(t−T ), t ∈ {1, 2, ..., 10}, (11)

where:
r is the interest rate, which is 4%.
σ is the volatility of the stock, which is 17%.
v is the excess return of the stock, which is 3%.
α1 is my risk aversion coefficient: α1 = {alpha}.
α2 represents the risk aversion coefficient of the smart investment advisor: α2 = 0.2.
θ is my convergence coefficient: θ = {theta}.
The integral constant η depends on θ. In the current settings, η = {eta}.
Substituting the specific numbers, the proportion sequence of funds allocated to the stock is: {opti-
mal_ratios}.
Note that I also need to output the investment proportion sequence in JSON format:
{“Decision Explanation”: “Based on the optimal investment theory and substituting specific numbers, the
investment proportion sequence for the stock is calculated.”, “Investment Proportion Sequence”: {opti-
mal_ratios}}

Figure 6: Prompt for SFT.
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Prompt for pre-SFT LLMs and InvestAgents in P1.

(The beginning part of is the same as Prompt for pre-SFT LLMs and InvestAgent in P2.)

# Output Format Requirements
Please output your decision in JSON format, including two parts: (1) Decision Explanation: Explain the
reasoning behind your investment proportion decisions. (2) Investment Proportion Change Sequence: The
sequence of changes in the percentage of funds allocated to the stock each year over the 10 years. You need
to output a list containing 9 percentages, where each percentage represents the change in the investment
proportion from year t - 1 to year t, ranging from -100% to 100%. Positive values indicate an increase in
investment, while negative values indicate a decrease. For example:
{“Decision Explanation”: ”Briefly explain the reasons behind your investment proportion decisions.”,
“Investment Proportion Sequence”: [“3.88%”, “0.01%”, “-4.13%”, “1.37%”, “1.37%”, “-2.79%”, “-2.56%”,
“2.02%”, “-0.06%”]}
Here, [“3.88%”, “0.01%”, “-4.13%”, “1.37%”, “1.37%”, “-2.79%”, “-2.56%”, “2.02%”, “-0.06%”] is just an
example. You need to replace this percentage list with your actual investment proportion change sequence.
Providing the investment proportion change sequence is crucial; do not just focus on the explanation and
forget to include the investment proportion change sequence!!!
# Initial Investment Situation
In the first year, the proportion of funds allocated to the stock was: {initial_decision}.
# Question
Now, you have 10 million dollars for investment and savings, and the investment assistant recommends the
following investment proportions for the stock over the 10 years: {refer_ratios}. Considering the initial
investment situation and the advisor’s recommendations, based on your own investment insights, what is
your decided annual change sequence for the investment proportion in the stock over these 10 years? (Please
follow the previously provided JSON format requirements, and provide a list of 9 specific percentages
indicating the changes in your investment proportion over these 10 years, rather than giving investment
recommendations or writing code.)
Answer:

Figure 7: Prompt for pre-SFT LLMs and InvestAgents in P1.
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