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Fig. 1: We propose Touch Dexterity, a new dexterous manipulation system to perform in-hand object rotation with only touch
sensing. On the left, we show our hardware setup with 16 FSR sensors attached to an Allegro hand. We train our policy in
simulation on rotating diverse objects around different axes. Our trained policy can be directly transferred to the real robot
hand and can rotate novel/unseen objects successfully.

Abstract—Tactile information plays a critical role in human
dexterity. It reveals useful contact information that may not be
inferred directly from vision. In fact, humans can even perform
in-hand dexterous manipulation without using vision. Can we
enable the same ability for the multi-finger robot hand? In
this paper, we present Touch Dexterity, a new system that can
perform in-hand object rotation using only touching without
seeing the object. Instead of relying on precise tactile sensing
in a small region, we introduce a new system design using dense
binary force sensors (touch or no touch) overlaying one side
of the whole robot hand (palm, finger links, fingertips). Such a
design is low-cost, giving a larger coverage of the object, and
minimizing the Sim2Real gap at the same time. We train an in-
hand rotation policy using Reinforcement Learning on diverse
objects in simulation. Relying on touch-only sensing, we can

∗ The first two authors contributed equally.
† Work done while an intern at UC San Diego.

directly deploy the policy in a real robot hand and rotate novel
objects that are not presented in training. Extensive ablations are
performed on how tactile information help in-hand manipulation.

I. INTRODUCTION

Imagine we are washing the used pan in the kitchen after
dinner. Suddenly, the power is cut off unexpectedly, and all
the lights go out. What would we do? Most of us may stop
the work, put down the pan in the sink, and then probably
find our phone in the pocket to light up the way. Simple
as it may seem, this sequence of actions actually requires
precise execution of in-hand dexterous manipulation in the dark,
where we receive no vision input for guidance. Even in normal
situations with lights on, the manipulation of objects in hand
often comes with heavy occlusions. Without relying on vision,
we humans are still very good at feeling and manipulating
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objects by hand, which is made possible by the tactile (touch)
information coming from our skin. Previous studies in biology
also confirm the vital importance of touch information for
dexterous manipulation [30]. Can we enable robots with such
dexterity with touch sensing?

Indeed, tactile sensing has been a long-standing topic in
robotics. With different designs of tactile sensors, robots
are able to manipulate objects more precisely using contact
information [19, 31, 20] and even complete tasks in a touch-
only setup [35, 42]. However, it is still very challenging for
touch-only approaches to achieve complex and high degree-
of-freedom (DOF) in-hand manipulation. While most current
literature focuses on modeling precise and fine-grained contact
using increasingly high-quality sensors, it introduces two
challenges to in-hand manipulation: (i) Most approaches are
only able to attach the expensive sensors to the finger-tips of
the gripper or hands instead of covering the whole manipulator,
limiting the range of tasks to perform; (ii) It often requires a
large number of training samples for complex tasks, but it is
hard to leverage a simulator given the Sim2Real gap is usually
very large for a delicate sensor.

In this paper, we present Touch Dexterity, a new system
design and learning pipeline for in-hand rotation using only
touching. Instead of using a few sensors on finger-tips that give
high-quality patterns [75, 33, 46], we propose the alternative:
Use a lot of low-cost binary force sensors (touch or no touch)
attached over one side of the hand (fingertips, links, and palm)
as shown in Fig. 1 (left). Specifically, we attach the Force-
Sensing Resistor (FSR) sensors, which cost around $12 each
on Amazon1, to the Allegro robot hand. Our insight is that,
while one single binary force sensor cannot do much, the
combination of 16 of them has a strong representation power
(216 types of states in maximum), which might allow the robot
hand to “feel” the object state without seeing. Importantly, the
Sim2Real gap by using such a binary sensor is minimized
to the extreme, which allows large-scale sample collection in
simulation for training.

With this system setup, we focus on the task of rotating an
“unseen” object around the x, y, and z-axis using the multi-
finger hand as shown in Fig. 1 (right). Here “unseen” not
only indicates there is no vision, but also means the object
is not presented during training time. While this task is a
simplified version of the in-hand re-orientation task, it is still
very challenging as all the fingers are moving with a relatively
large motion to rotate the object and prevent it from falling
off the palm at the same time. We believe the same pipeline
can be directly extended to more complex tasks in the future.
We train our policy on multiple objects in parallel in the
IsaacGym simulator [38] using Reinforcement Learning (RL),
and the learned policy can be directly deployed on the real robot
manipulating diverse unseen objects. The key to achieving such
generalization across objects and to the real robot is our touch
sensors. Our RL policy takes both the binary touch sensing
information and the robot’s internal state as input and predicts

1https://www.amazon.com/s?k=fsr+sensor

the action in each time step for closed-loop control. With a
large coverage over the object using the touch sensors, our
hypothesis is that the policy implicitly learns to understand
the 3D structure and pose of the object and perform rotation
accordingly.

In our experiments, we test the real-world system with 10
diverse objects. Our method shows surprising robustness in
rotating unseen objects using only touch sensing. For example,
we can rotate the rubber duck for two cycles without falling,
even if it is never presented in training (last row in Fig. 1).
We perform extensive ablations on our sensor to validate our
design, including disabling all the touch sensors, disabling
part of them, and using continuous signals instead of binary
signals.

II. RELATED WORK

Dexterous Manipulation Dexterous manipulation has been a
long-standing problem in robotics [56, 45, 17, 27, 1, 16, 26,
25, 10, 21, 59, 12, 69, 2]. Among these works, dexterous
in-hand manipulation receives a lot of attention in recent
years [32, 6, 5, 41, 2]. Several early methods propose to tackle
the in-hand manipulation problem with analytical model-based
approaches [32, 5]. Nevertheless, they pose certain hypotheses
about the objects and the controllers, which makes it hard to
scale to more complex tasks. To overcome this limitation, deep
Reinforcement Learning has been applied recently on dexterous
manipulation [2, 28, 15, 52, 14, 51]. Building on these works,
incorporating demonstrations in with imitation learning also
leads to better sample efficiency and more natural manipulation
behaviors [54, 55, 4, 53, 71, 74, 37, 48, 3]. However, most
in-hand manipulation methods are still highly relying on visual
inputs [2, 28, 14]. For example, Chen et al. [14] propose to
perform in-hand object re-orientation using depth image input,
and new hardware is designed to avoid heavy occlusion. Instead
of relying on vision which faces the occlusion problem with
general hardware, recently, several works [51, 61, 50] propose
to perform in-hand object rotation without both visual and
explicit tactile sensing. The idea of these works is that we
can infer the object’s information from the implicit tactile
information inside proprioception data. However, these works
either only consider object rotation on the fingertip with
relatively small finger motion, or the rotation of a limited
set of objects. Compared to these works, our system explicitly
use touch sensors to percept hand-object interaction, and can
solve the object rotation problem on the palm for diverse types
of objects, which involves complex object motion and is more
challenging. We also find that using explicit tactile sensing
enables our touch-based policy to generalize to unseen objects,
which is not shown by previous works.
Tactile Robotic Manipulation Biological evidence suggests
that tactile information is crucial for the success of human
dexterity [30]. This basic observation naturally motivates the
research of tactile robotic manipulation [13, 40, 19, 7, 44, 76,
47, 65, 64, 73, 63, 70, 67, 62, 29, 47, 42, 66, 34, 23, 8]. A
fundamental question is what kind of touch information is
essential. Existing works propose to extract local geometry,
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force and torque, contact event, and material properties with
various sensors to help manipulation [35]. Different from these
works, we find that even using the simplest binary contact
signal provided by a sparse sensor array can be helpful for a
high-dimensional manipulator. This is also found in [49, 22, 36]
where binary contact signals are used for manipulation, object
tracking and exploration. However, they focus on low-DOF
manipulators rather than a multi-finger robot hand. In the
dexterous hand research, Buescher et al. [11] develop a skin-
based tactile sensing system on the Shadow hand, which has a
similar but denser sensor layout over the palm compared with
our work. However, it is still unclear how to use it with a control
method to solve in-hand rotation as in our work. Another
important question in tactile robotic manipulation is how to
simulate the tactile event so as to perform Sim2Real transfer.
Researchers have proposed many approaches and strategies
for tactile simulation [39, 24, 72, 18, 60, 9]. For example, Xu
et al. [72] propose a method to simulate normal and shear
tactile force field on the contact surface. Compared with these
works, our method does not require any extra simulation design
but can leverage the built-in contact simulation of an existing
physics simulator.

III. TACTILE DEXTEROUS MANIPULATION SYSTEM

A. Real-word System Setup

Our hardware setup consists of a XArm robot arm and a
16-DOF Allegro Hand with a contact sensor array. The array
consists of 16 contact sensors, which are attached to different
parts of the allegro hand including the palm and tips as shown
in Figure 1(left). The used contact sensors are based on Force-
Sensing Resistors (FSR), whose resistance will change when
an external force is applied to its surface. These sensors are
very sensitive to force and widely used in robotics. We use an
STM32F microcontroller to collect the analog voltage signals
of each sensor and then forward digital signals to the host.

While these contact sensors are able to output the con-
tinuous contact force measurement, the signals are usually
nonlinear and noisy. As a result, it should undergo necessary
preprocessing before being used for control. We binarize these
measurements with respect to a selected threshold θth and
use this binary contact signal for control. The advantage of
using binary signals is that it can reduce the gap between
the simulation and the real robot, and simplify the Sim2Real
transfer procedure. When using the exact force measurement
as observation, it is difficult to align the measurement between
the simulation and the real robot, especially since there are
still errors in aligning the analog voltage signals to the exact
force measurement. In contrast, we can easily calibrate the
binarized measurement by adjusting the threshold.

B. Simulation Setup

In this paper, we use the IsaacGym simulator [38] for the
training of our tactile manipulation system. The simulation
setup is shown in Figure 1(left). We simulate each contact
sensor as a fixed link on the finger and palm links. We fetch
the net contact force F = [Fx, Fy, Fz] over each sensor link

Sensing In-Hand Position Sensing Critical Contact

Fig. 2: Two major functionalities of our sensors: sensing (i) the
objects’ in-hand position, and (ii) the critical contact during
the dexterous manipulation process. Note that we use finger
cots to increase the friction and we still have force-sensing
resistors inside the finger cots.

provided by the simulator at each simulation step, and use
‖F‖ as the simulated contact force measurement. Then, we
binarize the measurement with another threshold θ̃th, Note
that the force provided by the sensor’s parent link does not
contribute to the net contact force. We adjust the threshold θ̃th
of these sensors to ensure that they have similar behavior to
that in the real. We use a θ̃th = 0.01N in simulation.

C. Benchmark Problem: In-hand Rotation

In this paper, we study the dexterity of our system by using
it to solve an in-hand rotation task. In this in-hand rotation
task, an object is initialized in the palm and the robot hand is
then required to rotate this object around a given rotation axis.

When we are doing in-hand object rotation, the object motion
is more complex than that in finger-tip rotation mentioned in
section II and brings additional challenges. Specifically, the
object can slide or roll in the palm during in-hand manipulation.
Due to this complex motion pattern, explicit feedback from
tactile or vision becomes necessary for successful manipulation.
Otherwise, we are unable to infer the current state of the object
and fail to push and rotate it in a secure way.

D. Discussion: What information can sensors provide?

We summarize two kinds of information our system can
provide for control as follows, though its sensing is sparser
than that of a real human hand.

Position information. The contact sensors can inform the
policy where the object is at each time step. One example
is shown in Figure 2 (left). In this example, a cuboid is
placed on the palm without contacting any fingertip. At this
moment, the only way to infer the position of the object is by
reading the measurement of the contact sensors on the palm.
This measurement can provide an estimation of the object’s
position (i.e., at the center), based on which the controller can
decide the approximate movement of each finger, for example,
driving the thumb toward the center. Without this information,
the thumb can move to the right and can not come into contact
with the object to initiate a rotation.

Interaction information. During in-hand object rotation,
it is essential to ensure that the fingertip in charge of the
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Fig. 3: Overview of the control process. The state contains
tactile information, joint position, previous target, and task
information like rotation axis (not shown in the figure). The
policy then uses the stacked state to get the relative action, and
the next target joint position is calculated. The new target is
then fed to a PD controller.

rotation is indeed interacting with the object, see Figure 2
(right). Otherwise, the finger may not be able to push against
the object leading to a failure, which may cause the object to
move to an unstable position, and even fall out of the hand.

IV. LEARNING TOUCH DEXTERITY

A. Problem Formulation

We formulate the in-hand rotation problem as a Markov
Decision Process M = (S,A,R,P). Here, S is the state
space, A is the action space, R is the reward function, and
P is the transition dynamics. R and P are unknown to the
robot. The robot agent observes state st at each step t and
take action at = π(st) calculated by the current policy π, then
it will receive a reward rt = R(st, at, st+1). The goal of the
agent is to maximize the γ discounted return

∑T
t=0 γ

trt. The
definition of these elements is as follows.

1) State: The state of the system consists of the joint position
of the Allegro hand qt ∈ R16, the sensor observation ot ∈
{0, 1}16, the previous position target q̃t ∈ R16, and the rotation
axis k ∈ S2. Since the state at one step may not be sufficient
for control, we also stack it with other 3 historical states as
the input when we use an MLP as the policy network.

2) Action: At each step, the action produced by the policy
network is a relative control command at ∈ R16. A PD
controller then drives the hand to reach the joint position
target q̃t+1 = q̃t + at at the next step. However, using this
target directly may lead to non-smooth finger motion, since the
actions of two consecutive steps may conflict with each other.
Therefore, in practice, we use an exponential moving average as
the target: q̃t+1 = q̃t + ãt, where ãt = ηat +(1−η)ãt−1, t ≥ 1
and ã0 = 0. We find that η = 0.8 works well in the experiments.
This PD controller operates at a control frequency of 10Hz
both in the simulation and the real.

Rotation 

Axis

Normal 

Plane

Rotation Angle

Rotated vector

Fig. 4: Illustration of the calculation of rotation angle ∆θ: The
object rotates alone Axis k and here we visualize the rotation
angle ∆θ in the Normal Plane.

3) Reward: We design a reward function that is able to
make the dexterous hand rotate the object in a smooth and
transferable way. The reward function used in this paper is a
weighted mixture of several components:

rt = w1rrot+w2rvel+w3rfall+w4rwork+w5rtorque+w6rdist.
(1)

The first term rrot is the rotation reward defined as the rotated
angle ∆θ of a sampled unit vector in the normal plane Π of
the rotation axis k:

rrot = clip(∆θ,−c1, c1). (2)

The detailed calculation of ∆θ is shown in Figure 4. First,
we sample a unit vector v in Π randomly and we may as
well imagine it is attached to the object. Then we fetch its
corresponding vector v′ at the next state and project it to
Π: v′p = Proj(v′,Π). ∆θ ∈ [−π, π) is defined as the signed
distance between v′p and v with respect to the axis k. Note that
[51] uses 〈ω, k〉 as the rotation reward, where ω is the angular
velocity returned by the simulator. Nevertheless, we find that
the angular velocity provided by the simulator in our setting is
very noisy since the motion of the object is very complex. As
a result, using this angular velocity in the reward can usually
lead to very undesirable object motion patterns, like vibrating
around a specific pose. We find that using this finite difference
as the reward can produce consistent rotation behavior across
different runs. The second term is a penalty on the object’s
velocity rvel = −‖vt‖. This encourages the hand to rotate the
object in a stable manner and increases the transferability of
the trained policy. The third reward rfall is a negative falling
penalty when the object falls out of the palm. The fourth
reward rwork penalize the work of controller, which is defined
as rwork = −〈|τ |, |q̇t|〉. Here, τ is the outputted torque of
the PD controller at step t. This penalty helps to improve the
smoothness of finger motion. The fifth term rtorque = −‖τ‖
penalizes the large torque. Finally, rdist = mean(clip(1/(ε+
d(xtip, xobj)), c2, c3)) is a distance reward, which encourages
the fingertip to come close to the object and interact with it.

4) Reset Strategy: We design several reset strategies to
reduce unnecessary exploration and speed up the learning
process. First, we reset the episode when the object deviates



too much from its initial position (i.e., the center of the palm).
Moreover, we reset the episode when the major axis of the
object deviates too much from the rotation axis, this reduces
the exploration of an undesired rotation direction.

B. Domain Randomization

We use a wide variety of domain randomization [68] to
improve the Sim2real transfer.

1) Physics randomization: We randomize the object’s initial
position, mass, shape, and friction to ensure that the learned
policy can deal with different kinds of objects.

Moreover, we randomize the gain of the PD controller to
model the uncertainty of the PD controller in real. Besides, we
consider randomizing each tactile sensor. For each activated
contact sensor that outputs 1, with probability p we flip its
output to 0. We also model the signal delay of the contact
sensor by an exponential delay used in [28].

2) Non-physics randomization: We use a set of non-physics
randomization to further improve the robustness of the trained
policy. We inject white noises into the observation of the policy,
and its outputted action to ensure that it is robust to small
perturbations.

C. Training Procedure

We use the proximal policy optimization (PPO) [58] al-
gorithm to train our control policy and multilayer percep-
tron (MLP) for both of the policy and value networks. We
use the advantage clip threshold ε = 0.2 and the KL threshold
of 0.02. We use ELU [43] as the activation function in these
networks. The policy network outputs a Gaussian distribution
with a learnable state-independent standard deviation. Like [28],
in order to reduce the training difficulty, we also use asymmetric
observation for the policy and value network. Concretely, for
the value network, we add privileged information such as the
contact force over each link, the object’s ground-truth pose, and
physical parameters to its input. This privileged information is
not accessible by the policy network. For the policy network,
we only stack the current state with 3 historical states as the
input.

For the IsaacGym simulation, we set dt = 0.01667s with
2 simulation substeps. We use 8192 parallel environments.
The action (control target) outputted by the policy network is
executed by 6 steps, corresponding to a 10Hz control frequency
in real.

V. EXPERIMENTS

In this part, we compare our Touch Dexterity system
to several baselines in both the simulation and the real.
Specifically, we are interested in the following questions:

1) How much benefit does tactile information offer com-
pared to the baseline in training?

2) Using simulation as an ideal setup, does the usage
of tactile information lead to better robustness and
generalization?

3) How well does our tactile manipulation system perform
and generalize compared with other methods in the real?

Object Set A

Object Set B

Irregular cubes

Irregular cylinders,
Large aspect-ratio
objects

Simulation 
Object Dataset

Real-world Object Dataset Samples (Object Set C)

Fig. 5: The object sets used in our experiments. The full object
set in the real world can be found in the supplementary material.

4) How well does tactile perception in simulation align with
that in real? How does it improve performance in real?

We answer these questions through an extensive case study on
the z-axis rotation. Then, we demonstrate that our system can
also learn the rotation skill along all the other axes.

A. Experiment Setup
1) Object Dataset: For the simulation experiments, we

train and evaluate our policy on a set of artificial objects of
common geometries, such as cuboids, cylinders, and balls.
Some examples of these objects are shown in Figure 5.
Despite their simplicity, their diverse geometry can be used to
approximate a large set of common daily objects. For the real
experiments, we bring in some unseen real-world objects like
a rubber duck, lego box for evaluation as shown in Figure 5.

2) Evaluation Metric: To evaluate the performance of a
trained policy, we introduce the following metric as suggested
by [51].

1) Cumulative Rotation Reward (CRR). We calculated
the cumulative rotation reward to evaluate the rotation
capability of a policy in the simulation. This metric is
only used in the simulation.

2) Cumulative Rotation Angle (CRA). We count the
cumulative rotation angle (by rounds) to evaluate the
rotation capability of a policy in the real. This metric is
counted by a human.

3) Time-to-Fall (TTF/Duration). We measure the time (by
seconds) of an object staying in the palm before falling
down the hand. This metric can be used both in the
simulation and in real.
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Fig. 6: Top: Policy training curve with and without sensors. Bottom: Policy training curve with sensors of different sensitivities.
The results are averaged on 3 seeds. The shaded area shows the standard deviation.

B. Baselines

In the experiments, we mainly compare our methods with
the following baselines.

1) No-Sensor. We train a PPO policy to control the hand
with no tactile information available. The only way
to infer the object-hand interaction information is by
comparing the current joint position to the desired, target
joint position. For example, when a finger (e.g. thumb)
is pressing the top surface of a cuboid, we can observe
a difference between these two quantities, indicating the
existence of pressing behavior.

2) LS-Sensor. We set a higher sensor activation threshold
θth = 0.2N and train another PPO policy. In other words,
the sensors now have lower sensitivity to the contact,
and we call this policy LS-Sensor. Under this setup, the
hand is no longer able to sense some slight contacts.

3) DS-Sensor. This policy is used for ablation purposes. Its
only difference from our policy is that it will disable
all the tactile input during evaluation. This is used to
test to which extent the trained tactile policy uses tactile
information.

In the real-world experiments, we also introduce additional
two policy baselines:

1) Openloop Policy. We collect several successful object
rotation trajectories in the simulation and execute these
trajectories on the robot. This is to study whether the
considered task is complex enough.

2) CT-Sensor. We train a policy that uses a continuous-
valued sensor input rather than the binarized version.
This is to study if using continuous signals will lead to
Sim2Real difficulty.

Note that there also exist some vision-based dexterous manipu-
lation baselines like [14, 28]. However, we do not compare our
method to theirs as they require a collection of a very large

amount of visual simulation data, which takes significantly
longer real-world time.

C. Sim: Policy learning with different sensing capabilities.

In this section, we study whether our tactile policy and
the considered baseline policies are able to succeed in the
training environments in the simulation. We study both the
single and multi objects setup. We use the cuboid as the object
in single-object training, which is common in the previous
works [2, 28]. We use object set A for multi-object training.
The results are shown in Figure 6. We find that in the single
object setup, both the No-Sense and LS-Sensor policies have a
lower rotation reward compared with our policy. Interestingly,
we find that LS-Sensor can achieve a higher duration (TTF)
compared with No-Sensor and can match that of our full system.
This result suggests that tactile sensors of low sensitivity may
still be useful to make the motion more secure. For the multi-
object training, we find that our tactile policy outperforms
the baseline policies by a large margin. The baseline policies
fail completely in this case, while our policy is still able to
succeed. This result indicates that using tactile information is
essential to tame touch-only multi-object rotation. The failure
of the LS-Sensor in the multi-object training case suggests that
having a high-sensitivity sensor to sense the slightest contact
is important.

D. Sim: Is a tactile policy robust and generalizable?

Though our tactile policy and the baseline policies can
succeed in some cases during training, so far it remains
unknown whether they are robust and generalizable. We
consider a policy robust if it can perform well on the unseen
physics parameter setup on the same set of objects. We consider
a policy generalizable if it can perform well on an unseen set
of objects.



TABLE I: Performance of different methods on the multi-object rotation task on the real robot. The results are averaged on 3
policies trained on 3 seeds. Each trial lasts 30 seconds. The CRA metric is measured by the number of turned rounds. The TTF
metric is measured in seconds. Our proposed method can rotate both the seen and unseen objects.

Seen Object C1 Object C2 Object C3 Object C4 Object C5
CRA TTF CRA TTF CRA TTF CRA TTF CRA TTF

OL 0.58±0.14 13.30±7.77 0.08±0.14 4.67±8.08 0.75±0.66 18.67±16.29 0.50±0 24.00±5.29 0.83±1.04 13.67±15.18

No-Sensor 0.25±0.25 7.67±6.80 0.33±0.28 14.7±15.01 0.08±0.144 3.67±6.35 0.42±0.14 16.00±12.17 0.25±0.25 12.67±15.53

CT-Sensor 2.50±3.25 20.00±8.66 0.75±0.66 17.67±10.79 2.42±2.10 15.33±15.01 1.92±1.46 23.00±12.12 1.00±0.87 17.00±15.39

Ours 4.91±0.52 30.00±0.00 2.83±1.26 28.67±2.31 2.92±1.38 30.00±0 .00 4.50±1.73 30.00±0.00 2.00±0.00 26.67±5.77

Unseen Tomato Apple Orange Soupcan Rubber Duck
CRA TTF CRA TTF CRA TTF CRA TTF CRA TTF

OL 0.25±0.25 20.00±17.32 0.67±0.76 20.00±17.32 0.5±0.87 10.00±17.32 1.5±1.32 20.00±17.32 0.33±0.29 20.00±17.32

No-Sensor 0.00±0.00 0.00±0.00 0.33±0.58 10.00±17.32 0.75±1.09 12.33±15.70 0.08±0.14 2.00±3.46 0.33±0.29 20.00±17.32

CT-Sensor 0.33±0.29 12.33±15.70 0.42±0.52 15.33±15.01 2.08±2.10 24.33±4.93 2.08±2.79 19.33±16.77 1.50±0.75 30.00±0.00

Ours 1.08±0.14 27.33±4.62 2.67±1.04 30.00±0.00 3.00±1.32 30.00±0.00 4.25±1.56 27.33±4.62 1.42±0.38 29.00±1.73

TABLE II: Performance of different methods on the single-
object rotation task with physics distribution shift in simulation.
The results are averaged on 3 seeds.

Method Seen Physics Setup Unseen Physics Setup
CRR TTF CRR TTF

No-Sensor 689.3±141.5 33.3±4.7 369.0±129.1 23.5±6.1

Sensor 963.8±377.8 42.2±4.1 919.3±338.0 40.0±4.3

DS-Sensor 904.2±408.6 39.1±6.3 615.5±293.2 31.2±8.0

LS-Sensor 860.0±348.7 38.8±6.9 796.5±366.7 37.4±8.4

We test the robustness of the single-object setting. To do this,
we sample from a smaller, unseen range of friction and mass
parameters, and perform rollout. In this case, the object is more
likely to slide in the hand, requiring the hand to manipulate it
in a more careful manner. The results are shown in Table II.
We find that there is little performance drop in our full method.
However, for No-Sensor and DS-Sensor, we can observe a
clear performance drop. We also find that the low-sensitivity
policy LS-Sensor also performs well in the unseen physics
setup. This suggests that a low-sensitivity tactile sensing ability
is sufficient for the robustness of the single object rotation.

The generalization testing result is shown in Table III. We
train the policies on object set A and test them on object set B.
Since No-Sensor and LS-Sensor baseline does not work on the
multi-object training setup, we only compare our method with
DS-Sensor. We find that disabling the sensor input will lead
to a significant performance drop both in the seen and unseen
object setup. This result suggests that tactile information is
indeed important for generalization.

E. Real: Dexterity without Vision

We have seen that our tactile policy can achieve superior
performance in the ideal simulation setup. Now, we transfer the
trained tactile policy to the real robot and verify if it still offers

TABLE III: Performance of different methods on the multi-
object rotation task in simulation. The results are averaged on
3 seeds.

Method Seen Object Setup Unseen Object Setup
CRR TTF CRR TTF

Sensor 976.1±86.5 42.1±0.6 594.4±63.2 28.2±2.7

DS-Sensor 351.5±28.0 18.6±0.7 186.5±16.1 10.7±1.4

the demonstrated benefit. In real-world experiments, we train
the baselines on object sets A and B and evaluate these policies
on object set C. We evaluate each method using 3 different
seeds for each object. The results are shown in Table I.

Our method can outperform all the baselines. It can not only
perform rotation on the seen, artificial training objects but also
generalize to unseen real-world objects like apples and tomatoes.
The method with continuous tactile sensor signals also performs
better than the other two methods without feedback. We observe
that both the no-sensor and the open-loop policy can at most
rotate the object for 180 degrees on the evaluated objects, after
which they will get stuck or push the object off the palm,
resulting in a failure. In addition, by studying the behavior of
our policy and baselines, we find that our policy can adjust
the finger motion immediately when objects get to positions
that are easy to get stuck or fall. In contrast, the baselines
without sensors do not have such kind of adaptive behavior.
This result suggests that it is crucial to have a dose of tactile
feedback in the considered in-hand object manipulation setup.
By comparing the methods with continuous contact signals
and binarized contact signals, we find that the latter has better
performance. Even though the policy with continuous signals
can perform well in some objects, it has poor generalizability
and huge variance between different objects. This may be due
to the huge gap in force measurement between simulation and
the real world.



Fig. 7: Visualization of contact signals in 400 steps in the simulation and real-world experiments on a cuboid. We also show
some typical frames during the rotation process. We can see that the contact signals in the simulation and the real world in
general align. This accounts for successful Sim2Real transfer.

F. Qualitative Analysis: Sensor Response

To understand why Sim2Real can be successful, we conduct
a case study on cuboid rotation to analyze the sensor response.
We visualize two 40 seconds test trajectories recorded in the
simulation and real in Figure 7 during the test. It is worthwhile
mentioning that different runs in real will produce different
patterns, and we put more cases in the appendix. We find
that the contact signals in the simulation are slightly denser
(along the temporal x-axis) and richer (along the sensor y-
axis) compared with that of the real. Some sensors are also
more likely to be activated (e.g., sensors 1 and 10) in the
simulation, but the overall patterns of the simulation and the
real are similar. This can explain why our Sim2Real transfer
is successful. Moreover, when looking at local windows used
by our policy (0.4s) in simulation, we observe that there are
various, diverse sensor activation patterns. We hypothesize that
learning from such a diverse distribution could also help the
policy to transfer to the sensor observation in the real world.

G. Ablation Study I: Importance Analysis of Sensors

Then, we perform ablation studies of the system on the real
robot to see which sensors are more important for a successful
rotation. We divide the sensors into two groups: Fingertip and
Palm. We disable these two groups of sensors and train two
policies (No-Fingertip and No-Palm). Then we compare them
to our full policy and DS-Sensor, see Table IV. We find that
neither of the two considered policies can compare to our
full policy. They achieve a similar performance as DS-Sensor,
which suggests that both groups of sensors are essential for
the success of in-hand object rotation.

H. Ablation Study II: A Shape Understanding Perspective

So far, we have seen that the tactile information is essential
for successful object rotation. In this part, our goal is to
understand its success from a shape understanding perspective.
We study whether our tactile information can reveal the shape
information of the object, which may be helpful for learning



Fig. 8: With the learned rotation primitives around x, y, and z axis, we can perform human-robot shared control to reorient an
object. In this example, a human operator uses a keyboard to rotate a cuboid around x, y, z, y axes consecutively. We also
visualize the contact signal throughout this 600-step process (60 seconds).
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Fig. 9: Qualitative mesh reconstruction results in simulation.
When the touch information does not present, we can not
infer the shape of the rotated object accurately. In contrast,
our method is able to reconstruct the groundtruth object by a
20-second rotation.

robust and adaptive rotation behavior across different objects.
Specifically, we would like to see if it is possible to predict the
shape of the object using the rollout of a rotation policy. For
simplicity, we focus on the z-axis rotation of column-shaped
objects. We first train a z-axis rotation policy on 125 different
irregular, column-shaped objects. Then, we use this policy to
collect 55000 policy rollouts of rotating these objects, and each
of these rollouts lasts 200 control steps (20 seconds). Next,
we split these collected rollouts into a training dataset and
a test dataset. The objects in the test dataset do not present
in the training dataset. We train a temporal-CNN model to

TABLE IV: Ablation analysis of the system. We train policies
on different sensor setups and test their performance. The
results are averaged on 3 seeds.

Method Cuboid Rubber Duck
CRR TTF CRR TTF

Sensor 4.91±0.52 30.00±0.00 1.42±0.38 29.00±1.73

DS-Sensor 0.25±0.25 7.67±6.80 0.33±0.29 20.00±17.32

No-Fingertip 0.17±0.29 3.33±5.77 0.42±0.14 17.00±2.64

No-Palm 0.42±0.38 17.00±14.73 0.42±0.14 16.67±11.72

predict the shape of the object using the full rollout trajectory
as input, and then we use the trained model to reconstruct
the shape of objects in the test dataset. We compare our
model to another ablated model, which discards all the tactile
observation in the rollout during prediction (by setting them
to 0). The shape reconstruction mean squared error (MSE) of
our model is 0.22, while that of the ablated model is 0.45.
This suggest that using tactile infomation can indeed help
shape understanding. Moreover, we provide visualization of
predicted object shapes are in Figure 9. With the tactile sensors,
our model can reconstruct object shape much better than the
ablated model. The shape understanding results suggest that
the binarized tactile information is indeed important for the
robot to percept the object and interact with it in a meaningful
way.

I. Rotation Around Other Axes

Besides the rotation around the z axis, we also test whether
our system is able to perform rotation around other axes. Here,
we study the rotation around the x and y axes. To do so, we
train our policy on the object set A and B as in the previous



TABLE V: Summary of rotation performance around different
axes. We provide the averaged results over the object set on
the x, y, and z axis rotations. The results are averaged on 3
seeds.

Rotation Seen Obj Unseen Obj
CRR TTF CRR TTF

x-axis 1.68±0.78 24.13±6.04 2.71±1.37 18.2±9.19

y-axis 1.88±0.38 22.46±4.81 1.05±0.56 23.13±3.01

z-axis 3.43±1.22 29.06±1.45 2.48±1.27 28.73±1.34

experiments. The results are shown in Table V. We find that our
system is still able to rotate most of the objects successfully,
though it may have difficulty rotation some particular objects
which results in lower CRAs. We observe that rotation around
x and y axes involves many critical contacts between the object
and the side of finger links. This may explain why failures
can occur since the layout of our current sensor array does
not support this feature. We hypothesis that a denser contact
sensor array over each finger link can remedy this problem.

The rotation around x, y, and z axis provides a useful set
of primitives. This enables human to use high-level commands
to control the rotation behavior, as shown in Figure 8. In
this example, A human operator presses the keyboard to send
different rotation commands (i.e. around x, y, or z). The robot
hand is then able to execute the desired rotation, reorienting
the object to different poses.

VI. CONCLUSION

In this paper, we have presented Touch Dexterity, a new
dexterous manipulation system that is able to rotate different
objects through touch without vision. We showed an end-
to-end reinforcement learning framework to learn dexterous
manipulation skills on the proposed system. We carried out
experiments both in simulation and real to demonstrate its
effectiveness. Our work demonstrated that we are able to
achieve touch-only dexterity as humans in real for the first time.
In the future, there are many promising future directions to
investigate, such as exploring the use of a more dense contact
sensor array and scaling up the system to solve more diverse
tasks. We hope that our work can pave the way for more
intelligent robot hands.
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APPENDIX

A. System Video Demo

We provide a video demo of our system at http://
touchdexterity.github.io. The raw video demo can
also be founded in the submitted files.

B. PPO Training Hyperparameters

We use the proximal policy optimization (PPO) algorithm
to train our control policy. The setup of the PPO algorithm is
as follows. We use an advantage clipping coefficient ε = 0.2.
We use a horizon length of 16, with γ = 0.99 and generalized
advantage estimator (GAE) [57] coefficient τ = 0.95. The
policy network is a three-layer MLP with ELU activation. Its
hidden layer is [512, 256, 256]. The policy network’s learning
rate is set to 1e-4, with an adaptive KL threshold of 0.02.
The value network is a four-layer MLP with ELU activation.
Its hidden layer is [512, 512, 256, 256]. The value network’s
learning rate is set to 5e-4, with an adaptive KL threshold
of 0.016. We normalize the state input, value, and advantage
during training. We use a gradient norm of 1.0. The minibatch
size is set to 16384.

C. Improving Sim2Real Transfer

Domain Randomization We use several domain randomiza-
tion techniques to improve the Sim2Real transfer. The details
are shown in Table VI.

TABLE VI: Domain Randomization Setup

Object: Mass (kg) [0.2, 0.6]
Object: Friction [0.3, 3.0]
Object: Shape ×U(0.95, 1.05)
Object: Initial Position (cm) +U(−0.015, 0.015)
Hand: Friction [0.3, 3.0]

PD Controller: P Gain ×U(0.66, 1.33)
PD Controller: D Gain ×U(0.80, 1.20)

Sensor: Lag Probability 0.25
Sensor: Drop Rate 0.1

Random Force: Scale 0.2
Random Force: Probability [0.2, 0.25]
Random Force: Decay Coeff. and Interval 0.99 every 0.1s

Joint Observation Noise. +U(−0.05, 0.05)
Action Noise. +U(−0.06, 0.06)

System Identification We apply system identification to align
the behavior of the PD controller in simulation to that in the
real. We tune the PD coefficients to ensure that the responses of
the controllers to the impulse and sinusoidal inputs are aligned.
We find this step crucial for successful Sim2Real transfer.

D. Reward Design

Rotation Reward

rrot = clip(∆θ,−0.157, 0.157). (3)

Velocity Reward
rvel = −‖vt‖. (4)

Fig. 10: Contact sensor map.

Falling Reward (Penalty)

rfall = −50.0. (5)

Work Reward (Penalty)

rwork = −〈|τ |, |q̇t|〉. (6)

Torque Reward (Penalty)

rtorque = −‖τ‖. (7)

Distance Reward

rdist = meani=0,1,2,3(clip(0.1/(0.02 + 4d(xitip, xobj)), 0, 1)).
(8)

The overall reward function is

rt = w1rrot+w2rvel+w3rfall+w4rwork+w5rtorque+w6rdist.
(9)

The setup of each weight: w1 = 20.0, w2 = 0.1, w3 =
1.0, w4 = 0.0003, w5 = 0.0003, w6 = 0.1.

E. More Sensor Response Examples

We show more examples of sensor activation trajectories
collected in real-world experiments in Figure 11. These
trajectories are collected on different objects. We can observe
different activation patterns in the trajectories.

http://touchdexterity.github.io
http://touchdexterity.github.io


Fig. 11: More sensor activation trajectories in the real world experiments. The curves are collected on different objects and
display different patterns.
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