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Abstract

Graph Neural Networks (GNNs) have achieved significant success in various
real-world applications, including social networks, finance systems, and traffic
management. Recent researches highlight their vulnerability to backdoor attacks
in node classification, where GNNss trained on a poisoned graph misclassify a test
node only when specific triggers are attached. These studies typically focus on
single attack categories and use adaptive trigger generators to create node-specific
triggers. However, adaptive trigger generators typically have a simple structure,
limited parameters, and lack category-aware graph knowledge, which makes them
struggle to handle backdoor attacks across multiple categories as the number of
target categories increases. We address this gap by proposing a novel approach
for Effective and Unnoticeable Multi-Category (EUMC) graph backdoor attacks,
leveraging subgraph from the attacked graph as category-aware triggers to precisely
control the target category. To ensure the effectiveness of our method, we construct
a Multi-Category Subgraph Triggers Pool (MC-STP) using the subgraphs of the
attacked graph as triggers. We then exploit the attachment probability shifts of
each subgraph trigger as category-aware priors for target category determination.
Moreover, we develop a “select then attach” strategy that connects suitable category-
aware trigger to attacked nodes for unnoticeability. Extensive experiments across
different real-world datasets confirm the efficacy of our method in conducting multi-
category graph backdoor attacks on various GNN models and defense strategies.
Code is released at https://github. com/novdream/EUMC.

1 Introduction

In recent years, GNNs [[1} 2] have achieved significant success in modeling real-world graph-structured
data, including social networks [3]], financial interactions [4, 5], and traffic flows [6]. GNNs typically
update node representations by aggregating information from their neighbors, which preserves the
features of the neighbors and captures the local graph topology. However, GNNs are vulnerable to
attacks, and numerous methods have been developed to deceive these networks [[7]].

In graph adversarial attacks, adversaries can modify existing nodes or edges in the graph (Graph
Modification Attack, GMA) [§]] or inject malicious nodes to the graph (Graph Injection Attack,
GIA) [9] in evasion or poison settings. For instance, TDGIA [10]] traverses the original graph to
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Figure 1: The comparison between single-category and multi-category graph backdoor attack on
node classification.

Table 1: The ASR(%) of UGBA against defenses on Flickr as the number of target categories changes.

Defense 1 2 3 4 5 6 7

None 99.7 98.1 65.5 49.2 34.6 29.9 24.7
Prune 994 99.0 66.0 49.5 37.1 26.7 24.4
Prune+LD 99.3 98.5 71.8 50.3 38.0 30.1 23.7

identify vulnerable nodes using a topological defective edge strategy and generates features for
injected nodes with a smooth feature optimization objective. However, these attacks often lead to
suboptimal efficacy and challenges in achieving specific objectives [[L0]. Furthermore, they usually
change the homogeneity of the attacked graph and require large attack budgets [[11], making the
alterations easily detectable. The visibility not only diminishes the efficiency needed for effective
adversarial strategies but also limits their practical applicability unnoticeable scenarios.

To address these issues, developing graphs backdoor attacks is a promising approach, which typically
unfold in three steps. Initially, adversaries create a poisoned graph by attaching trigger to a small
set of nodes known as poisoned samples and assigning them the label of the target category. Sub-
sequently, when GNNs are trained on this poisoned graph, they learn to associate the trigger with
the target category. In the inference, only the nodes that are linked with the triggers are predicted
as the corresponding target category, while clean nodes are predicted as usual. Compared to graph
adversarial attacks, graph backdoor attacks offer three primary advantages: 1) Lower Computational
Cost: the attack requires no additional optimization during inference; 2) More Precise Target Control:
the triggers directly influence the prediction of the target category; 3) Higher Unnoticeability: the
backdoor activates only when specific triggers appear.

Recent works have primarily focused on enhancing backdoor attacks for graph classification, yet
node classification remains underexplored. GTA [[12] explores an adaptive trigger generator to create
more powerful, node-specific triggers for node classification. To reduce attack budgets and enhance
the unnoticeability of backdoor attacks, UGBA [13] selects representative nodes as poison nodes and
optimizes the adaptive trigger generator with an additional unnoticeable loss and DPGBA [[14]] exploit
the GAN loss to preserve the feature distribution within the generated triggers. These graph backdoor
attack methods focus on targeting a specific category, allowing backdoored models to consistently
produce a predetermined malicious category when triggers are attached. However, they lack the
capability to effectively attack across multiple categories, i.e., manipulating the model to predict
different target categories for the same node using various triggers. This limitation primarily stems
from the use of adaptive trigger generators designed for backdoor attacks. These generators usually
have a simple structure and limited trainable parameters, which constrain their ability to generate
triggers for multiple attacked target categories. Furthermore, these generators lack category-aware
graph knowledge, such as understanding how different subgraphs influence classification results on
various nodes. As a result, they struggle to optimize multiple adaptive trigger generators for different
target categories as the number of target categories increases. In Table [I] we further empirically
confirm this limitation on Flickr [15]].

In this paper, we address the complex issue of multi-category graph backdoor attacks on node classifi-
cation, as depicted in Figure[T] We introduce the Effective and Unnoticeable Multi-Category (EUMC)
graph backdoor attack method, which utilizes influential subgraphs from the attacked graph as triggers.
Our approach constructs a Multi-Category Subgraph Triggers Pool (MC-STP) to manage different
target categories, effectively circumventing the optimization challenges associated with multiple
trigger generators. Specifically, we start by sampling hundreds of subgraphs from the attacked graph



to establish the base of our MC-STP. For each subgraph, we calculate the attachment probability shifts
by assessing whether the subgraph is attached to given nodes. This process identifies the influential
subgraphs and determines the target categories for each, as depicted in Figure 2] and discussed in Sec-
tion4.1] To ensure unnoticeability, we further develop a “select then attach” strategy that selects the
suitable subgraph trigger from the pool and properly connects it to each attacked node. Note that the
subgraph triggers for backdoor attack are from the original graph, therefore, the feature distribution
can also be well preserved. Through these steps, EUMC achieves control over node classifications
within the graph backdoor attack, manipulating them effectively. Extensive experiments across six
real-world datasets confirm the efficacy of our method in conducting multi-category graph backdoor
attacks on various GNNs and defense strategies. Our main contributions can be summarized as

* We study a novel and challenging problem of effective and unnoticeable multi-category
graph backdoor attack.

* We design a framework that constructs a MC-STP from the attacked graph and develop
a “select then attach” strategy to ensure the unnoticeability and effectiveness of the multi-
category graph backdoor attacks.

 Extensive experiments on node classification datasets demonstrate the efficacy of our method
in multi-category graph backdoor attacks on various GNN models and defense strategies.

2 Related Works

2.1 GNNs on Node Classification

GNN s are highly effective in node classification tasks, playing a crucial role in interpreting graph-
structured data. These networks leverage relational information between nodes through a message-
passing mechanism, updating node features based on their neighbors’ information [16]]. This process
captures both local node features [[17]] and global structural context [[18,|19], enabling accurate node
classification in complex networks [20]. GNNs encode node and topological features through itera-
tive aggregation and feature transformation, enhancing the precision of node classification. Recent
advancements include the development of sophisticated aggregation functions [21} 22]] that capture
nuanced node interactions. Attention mechanisms [23]] and transformer layers [24] refine the aggre-
gation process, improving model adaptability. Moreover, multi-scale feature extraction methods [25]]
allow GNNss to consider various neighborhood sizes, enriching representational capability and boost-
ing classification performance across diverse datasets. In this paper, we utilize GCN [16], GAT [23],
and GraphSAGE [26] to exemplify node classification networks in our backdoor attack studies.

2.2 Adversarial Attacks on GNN

Based on the type of manipulation on the graph, graph adversarial attacks can be categorized into
GMA [27]] and GIA [28]. In GMA, attackers deliberately alter existing nodes or edges within the
graph to compromise the model’s integrity. These modifications aim to degrade the performance of
GNNs by inducing misclassifications or erroneous predictions. Conversely, GIA involves introducing
fake nodes and edges into the graph. This method is particularly effective as it allows attackers to add
new structural data specifically designed to mislead the GNN without altering the original graph’s
properties. Common optimization techniques for these adversarial attacks on graphs include the
use of gradient descent [27, [10] to find optimal perturbations and reinforcement learning [8l, 28] to
dynamically adjust attack strategies based on the GNNs’ responses.

2.3 Backdoor Attacks on GNN

Backdoor attacks on GNNs typically insert triggers into the training graph and assign the desired
target label to samples containing these triggers. Consequently, a model trained on this poisoned
graph is deceived when it processes test samples with specific triggers. Backdoor attacks vary by
tasks and learning paradigm, like graph classification [[29], node classification [[12]], graph contrastive
learning [30], and graph prompt learning [31]. For graph classification, a common method transforms
edges and nodes into a predefined subgraph [32], while Xu and Picek [33] enhance unnoticeability
by assigning triggers without altering the labels of poisoned samples. In node classification, efforts to
manipulate node and edge features for backdoor attacks often face practical challenges, as changing



existing nodes’ links and attributes is typically outside control of the attackers [34]]. Furthermore,
GTA [12] employs an adaptive trigger generator to create specific triggers, UGBA [13] uses represen-
tative nodes to refine this generator for unnoticeability, and DPGBA [14] exploit the GAN loss to
preserve the feature distribution within the generated triggers. However, adaptive trigger generators
often have a simple structure and limited parameters, lacking category-aware graph knowledge to
manage multiple category backdoor attacks as the number of target categories grows. Our work
develops an effective and unnoticeable multi-category graph backdoor attack, enabling the attacker to
control the predicted categories with varied triggers. In detail, we first constructs a MC-STP, using
attachment probability shifts as category priors, and then develops a “select then attach” strategy that
connects suitable trigger to attacked nodes, ensuring the unnoticeability and effectiveness.

3 Preliminary

3.1 Node Classification

We represent a graph with G = (V, A, X)), where V = {vy,...,un} denotes the set of nodes,
A € RV*N is the adjacency matrix of graph G, and X = {x, ..., x } represents the features of
nodes with x; corresponding to v;. Here, A;; = 1 indicates a connection between nodes v; and
v;; otherwise, A;; = 0. The node classification task takes graph G as input and outputs labels for
each node in V. Formally, the GNN node classifier fy : G — {1,2,..., K}, where G’ represents
the computation graph for node v; and {1,2, ..., K'} is the set of possible labels. The classifier
fo generates node feature iteratively by aggregating the feature of its neighbors, with the final
neural network layer outputting a label for different nodes. In this paper, we focus on the semi-
supervised node classification task in inductive setting. The whole graph is split into labeled graph
Gr, = (Vr, A, Xy) and unlabeled graph Gy = (Vy, Ay, Xy ) with no overlap, Vr, N Vy = 0.

3.2 Threat Model

Attacker’s Goal The goal of the attacker is to mislead the GNN to classify target nodes with attached
trigger as the target category. Moreover, for the same target node, the attacker can manipulate the
GNN model to predict different target categories by attaching category-aware trigger. At the same
time, the GNN should function normally for clean nodes that do not have triggers attached.

Attacker’s Knowledge and Capability In most backdoor attack scenarios, the training data for the
target model is accessible to attackers, although the architecture of the target GNN model remains
unknown to them. Attackers can attach trigger and label to nodes within a budget before training the
target models to poison the training graph. In inference, attackers can attach trigger to the target node.

3.3 Backdoor Attacks for Node Classification

The fundamental concept of backdoor attacks involves linking a trigger with the target category in
the training data, causing target models to misclassify during inference. As depicted in Figure[l] in
training, an attacker attaches a trigger ¢ to a subset of nodes Vp C Vi and assigns them the target
category label y;. More details about the Vp and attachment strategy of our method are in Section 4]

GNN:ss trained on this backdoored dataset learn to associate the presence of trigger ¢ with the target
category y;. During testing, attaching trigger ¢ to a test node v causes the backdoored GNN to
classify v as category y;. To evaluate the performance of our backdoor attack, the labeled graph G,
is split into training graph Gr,., validation graph Gy, and test graph G, with no overlap Earlier
efforts [12, [13] have advanced backdoor attacks on node classification by creating node-specific
triggers or adjusting node and edge features for smoothness [35]].

Our work addresses the challenging problem of multi-category graph backdoor attacks, as illustrated
in Figure |1 (b). For each node in poisoned nodes set Vp, we attach it with a category-aware
trigger ¢;, and assign corresponding target categories y;. Consequently, during the test phase,
different triggers t; can misclassify a test node v into the corresponding target category yy. Unlike
methods focused on a single target category, our approach creates diverse triggers tailored to multiple
target categories. Existing methods employ an adaptive trigger generator to generate the trigger for a
single target category. In Table[T] we extend UGBA [13]] by increasing the number of target categories
from 1 to 7 on the Flickr dataset with multiple adaptive trigger generators to handle different target
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Figure 2: The illustration of our method on multi-category graph backdoor attack.
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categories. Experimental results demonstrate that effectiveness diminishes as the number of target
categories increases. To address these challenges, we employ category-aware subgraphs as triggers to
enhance the effectiveness of multi-category graph backdoor attacks. Formally, the multi-category
graph backdoor attack for node classification is defined as follows:

Definition 1 Given a clean training graph Gr, = (Vry, Ar.,Xr,) and corresponding labels
Vry, and another subset Vi without labels, our goal is to optimize a MC-STP, P = {1
[th, o 817 s Yk ¢ [they oy t32°°']}. We explore a trigger attacher ay to select trigger ti from
P, and attach them to poisoned nodes Vp. The training objective is that a GNN fy trained on the
poisoned graph will classify a test node attached with trigger ti. into target category yy.:

min S Y Ufe(ag(Gh,Py,)) vk)

v;€Vy ke{l,...,K}

S-tﬂ*:argamin Do WGy + D D Ufalas(GpPy)) un),

vi €V v €Vp ke{l,....K}

where [(+) is the cross entropy loss for node classification. The architecture of the target GNN f is
unknown and may include various defense mechanisms.

4 Methodology

In this section, we detail our method, designed to optimize Eq. [T] for unnoticeable and effective
multi-category graph backdoor attacks, as depicted in Figure[2] Our approach involves a MC-STP
P, a trigger attacher a4, and a surrogate GCN model f;. Initially, we sample several subgraphs
from the clean training graph Gr,.. Each of these subgraphs is then inserted into pre-selected
representative nodes of the clean training graph, and a GCN, trained on this graph, calculates the
probability shift before and after the insertion. Based on this shift, we select influential subgraphs
and determine the target label for each to initialize the MC-STP. The trigger attacher then selects
an unnoticeable subgraph trigger for each poisoned node Vp and attaches this trigger effectively to
deceive fs. To ensure the effectiveness of the multi-category graph backdoor attack, we employ a
bi-level optimization [[12}13]] with the surrogate GCN model.

4.1 Multi-category Subgraph Triggers Pool

As discussed in Section[3.3] adaptive trigger generators [13]] struggle as the number of target categories
increases. Therefore, we construct a MC-STP to effectively execute backdoor attacks on multi-
category graph backdoor attacks. To this end, we initially randomly select several nodes from the
unlabeled graph, Vy, to serve as central nodes. We then employ the Breadth-First Search (BFS)
algorithm to sample subgraphs around each central node, which form the basis of our MC-STP.
To ensure that the sampled subgraphs are influential for node classification and provide sufficient
misleading priors for backdoor attack, we develop an algorithm based on attachment probability
shifts. This algorithm filters the subgraphs, assigning each influential subgraph with a target category.

Specifically, we first train a clean two-layer GCN network, fy_, on the training graph Gr,- for node
classification on n,, categories, where n,, is number of target categories. This GCN is utilized to assess



the misleading effects of different subgraph triggers. Subsequently, we apply K-Means clustering, as
described in UGBA [[13]], to select representative nodes Vp as poisoned nodes, where the sizes of Vp
for different datasets are shown in Table[2] These poisoned nodes Vp are then used to calculate the
attachment probability shifts. During this process, we attach each candidate subgraph ¢ to all nodes
in Vp and use fy, to compute the variance in prediction probability for Vp before and after the attack
as the Attachment Probability Shift (APS), which is defined as:

APS, = ﬁ S fou(as(Gpa)) — fo.(GD) (1)

v;€EVp

where ag(+) is the trigger attacher, G is the computation graph for node v;, and APS; € R™ is a
vector to measure the probability shift among different target categories.

The APS quantifies the misleading effect of each subgraph trigger. Therefore, we select subgraphs
with max(APS;) > 0.2 as influential triggers, and the attack target category is then determined by
¢, = arg max(APS,). Then we retain the top-n,,, subgraph triggers (measured by max(APS;))
in each target category to form the MC-STP, P = {y; : [t1,...,t]""]; ..y © [th, s t32°']}. In
this way, the MC-STP introduces category-aware prior, indicating the graph can attack itself. On the
one hand, it contains a rich set of subgraph triggers for various attack scenarios; on the other hand,
each target category is controlled by influential subgraphs, facilitating the optimization.

4.2 Trigger Selection and Attachment

To effectively inject the trigger from the MC-STP, P, we address two critical questions: 1) which
trigger from the pool should be used for backdoor attack given the target category; and 2) how the
trigger should be attached to attacked nodes. To ensure the triggers remain unnoticeable, we develop
a “select then attach” strategy based on node similarity. For unnoticeable and effective backdoor
attack, we first select the subgraph trigger by comparing cosine similarity between the subgraph
features and the attacked node features. For a poison node v; € Vp, the selection is formulated by:

s, = Y X S
t) - : ,
w2 Ixallallxllz

J
tyk

where x; is the feature of v;. The trigger with the highest s, j is selected for backdoor attack.
k

Our method focuses on conducting unnoticeable and effective graph backdoor attacks. To ensure
a basic backdoor attack, it is necessary to attach at least one node from the subgraph trigger to the
attacked node. To enhance the unnoticeability of the graph backdoor attack, we need to attach nodes
from the subgraph trigger that exhibit relatively high similarity to the attacked node. To improve the
effectiveness of the graph backdoor attack, more nodes from the subgraph trigger are attached to
the attacked node. Therefore, the trigger attacher, a(-), operates by: 1) calculating the similarity
between the subgraph trigger and the attacked node; 2) attaching the node with the highest similarity
from the subgraph trigger to the attacked node; 3) attaching nodes with a similarity greater than 7,
from the subgraph trigger to the attacked node, where 7, is the similarity threshold. This approach
balances the effectiveness and unnoticeability of the backdoor attack when attaching subgraph trigger.

4.3 Optimization

To ensure the effectiveness and unnoticeability of the graph backdoor attack, we optimize the MC-
STP, P through a bi-level optimization to successfully attack the surrogate GCN model fs. The
training of the surrogate GCN f; on the poisoned graph is formulated as:

win £o(0s,0p) = Y WfaGrrw)+ Y, D Ufe(a@p.Py))m),  3)
° Vi€V, v;i€Vp ke{l,...,. K}

where 05 and 0p are the parameters of the surrogate GCN and MC-STP. G%, _is the clean labeled
training graph for node v; with label y;, and yj, is the attack target label of a(G%, P,, ). For effective
misleading, P and a4 must induce surrogate model to classify nodes with triggers as target category:

Lo= ) > Uf(a(Gh,Py)) ), “

v €V ke{l,...,K}



Algorithm 1 Algorithm of EUMC.

Input: Original graph G, target category set V=1, ..., K
Parameter: o
QOutput: MC-STP (P), Backdoored Graph (Gg)

1: Initialize Gg = G;
2: Separate the training graph Gr,. from labeled graph Gy ;
3: Select poisoned nodes Vp based on the cluster algorithm from UGBA [13];
4: Randomly initialize 6, for f,;
5: Initialize P with 6p as parameter based on the construction of MC-STP in Section4.1
6: while not converged do
7. for t=1,2,...,.N do
8: Update 6, by Vg, L, based on Eq[3}
9: end for
10:  Update p by Vo, (L, + aL},) based on Eq@
11: end while
12: for v; € V, do
13:  Random select the attack target category y; from );
14:  Update Gp with as(G%;, P, , ) based on the “select then attach” strategy in Section
15: end for

—_
[*))

: return P and Gp;

Moreover, all attached nodes should closely resemble the attacked node, formulated as:

Ly = Z Z max(0, 7, — cos(v;,v;)), (3)

Vi€VP (v;,v;)EEL

where £} comprises all edges connecting the attached nodes from the subgraph trigger to node v;,
71, is the similarity threshold, and cos(-) is the cosine similarity. Thus, we formulate the following
bi-level optimization problem with balance hyper-parameter o:
IT01iII L,(05,0p) = Ly, +aLly, s.t. 0 =arg n;in Ls(0s,0p). (6)
P

s

To reduce computation cost, £, in Eq.[dis calculated by randomly assigning a target category yj
to v;. Therefore, the computational complexity is irrelative to the number of target category. More
details about the analysis of time complexity can be found in supplementary materials. We
adopt the bi-level optimization [13]] to update Eqs. [3]and [6]as outlined in Algorithm|[T}

5 Experiments

5.1 Experimental Settings

Datasets. To demonstrate the effectiveness of our method, we conduct experiments on six public
real-world datasets: Cora, Pubmed [36], Bitcoin [37]], Facebook [38l]], Flickr [[15]], and OGB-arxiv [39].
These datasets are widely used for inductive semi-supervised node classification. Cora and Pubmed
are small-scale citation networks, while Bitcoin represents an anonymized network of Bitcoin legality
transactions. Facebook is characterized by page-page relationships, Flickr links image captions that
share common properties, and OGB-arxiv is a large-scale citation network. The statistics of these
datasets are provided in Table

Compared Methods. We compare our method with representative and state-of-the-art graph backdoor
attack methods, including SBA [29], GTA [12]], UGBA [13], and DPGBA [14]. We apply Prune and
Prune+LD [13]] for attribute-based defense, which prune edges based on node similarity. We also
apply OD [14] for distribution-based defense, which trains a outlier detector (i.e., DOMINANT [40])
to filter out outlier nodes. Hyper-parameters are determined based on the validation performance.
More details are in supplementary material.

Evaluation Protocol. Following a similar setup as in UGBA, we randomly mask 20% of the nodes
from the original dataset. Half of these masked nodes are designated as target nodes for evaluating



Table 2: Backdoor attack results (ASR (%) | CA (%)). Only CA is reported for clean graphs.

Dataset [Vp| Defense Clean SBA GTA UGBA DPGBA EUMC
None 82.5 143829 877|774  83.1|734  873[825 974|824

Cor 100  Prune 81.4 143818  152]80.2  84.8|729 843|823 935|822
ora Prune+LD  80.0 143]79.5  15.1]795 853|721  80.1|81.2  93.5|81.0

oD 83.2 143[835 650|819 866|798 87.9[83.1  96.8]|81.9

None 84.3 333851 869|848 889[847 91.5[853  96.4|83.9

Pubmed 1so  Prune 83.7 33.3(853 334849  926[845  89.5[850  95.0 839
© Prune+LD 842 33.3(83.6 334|837 858(83.7 921|845 953|834

oD 84.9 333|853  88.6[854  89.7|854 895|851 962|846

None 783 333|783 792|783 764|783  80.1|78.3  90.6|78.3

Bitcoin 300  Prune 78.3 333|783 376|783 733|783 333|783 883|783
tteor Prune+LD  78.3 33.3(783 426|783 720|783 333|783  86.5|783

oD 78.3 333|783 541|783  56.1|783  77.6|783  88.4|783

None 823 250866 760|859 849[858 866|858  91.7|838

Facebook 100 Prune 81.5 250862 255|856  864[855 724853  91.7|833
Prune+LD  81.0 250860 253[853 739|846 754|852 920|833

oD 833 250860 772|855 824[859 854859  92.5|843

None 459 143463  93.1|42.6 246|434  535(452 904|445

Flick 300  Prune 45.1 143|428 150|415 244429  68.6|448 903|441
1ekr Prune+LD  44.5 143450  14.6|442 237|426  182]450  90.8|44.2

oD 46.1 143|432 264]41.9  18.1[44.1 797|444  89.6|44.6

None 64.8 25|662  68.4]656 637649  63.8|649  83.8]653

OGBarxiv 800 Prune 64.9 2.5|64.6 31]650 693]651  13.0]650  84.1]65.5
a Prune+LD 639 25649 33/653 694|652 62650 842|653

oD 64.9 25|645  282(63.8 626|652 541|650  83.4]65.1

attack performance, while the other half serve as clean test nodes to assess the prediction accuracy of
backdoored models on normal samples. The graph containing the remaining 80% of nodes is used
as the training graph Gr,., with the 20% nodes Vy, are labeled. We use the average Attack Success
Rate (ASR) on the target node set across different target categories and clean accuracy on clean test
nodes to evaluate the effectiveness of the backdoor attacks. To demonstrate the transferability of
the backdoor attacks, we target GNNs with varying architectures, namely GCN, GraphSage, and
GAT. We conduct experiments on each target GNN architecture five times and report the average
performance. Further details about the time complexity analysis are in supplementary materials.

Implementation Details. A 2-layer GCN is deployed as the surrogate model for all datasets. All
hyper-parameter are determined based on the performance on the validation set. Specifically, o,
trigger pool size, the trigger size, hidden dimension and inner iterations step is set as 5, 40, 5, 64
and 5, respectively. Moreover, 77, is set as 0.4, 0.4, 1.0, 0.5, 0.6, and 0.8 for Cora, Pubmed, Bitcoin,
Fackbook, Flickr and OGB-arxiv, respectively. 7, is set as 0.2, 0.2, 0.8, 0.2, 0.2, and 0.8 for Cora,
Pubmed, Bitcoin, Fackbook, Flickr and OGB-arxiv, respectively. The pruning threshold Prune and
Prune+LD defense is set to filter out 10% most dissimilar edges Therefore, the thresholds are 0.1, 0.1,
0.8, 0.2, 0.2, 0.8 for Cora, Pubmed, Bitcoin, Fackbook, Flickr and OGB-arxiv, respectively.

5.2 Main Results

In Table 2] we compare with other four graph backdoor method on six real-world datasets to validate
the effectiveness and unnoticeability of our method under different defense strategy, i.e., None, Prune,
and Prune + LD. The ASR and Clean Accuracy are averaged on three GNN architectures: GCN, GAT,
and GraphSAGE. Detailed comparisons for each GNN model are in supplementary material.

In terms of clean accuracy, EUMC achieves results comparable to other baseline models and GNNs
trained on clean graphs, indicating that graph backdoor attacks minimally impact clean nodes due to
the small proportion of poisoned nodes. From the perspective of ASR, EUMC excels on the Cora,
Flickr, and OGB-arxiv datasets, achieving state-of-the-art performance. The large number of target
categories (> 5) in these datasets demonstrates the effectiveness of EUMC in multi-category graph
backdoor attacks. Moreover, EUMC outperforms other models on Bitcoin, Facebook, and Pubmed
datasets, further validating the effectiveness of EUMC across varying target category numbers.

Comparing different defense strategies, EUMC demonstrates high effectiveness and balanced perfor-
mance, indicating its ability to evade defenses and launch unnoticeable attacks. Comparing EUMC
with UGBA and DPGBA on Flickr and OGB-arxiv, EUMC performs less effectively on the category-
rich OGB-arxiv, which is consistent with expectations for multi-category attacks, i.e., the larger the



Table 3: (a) Dataset Statistics; (b) Ablation Study

Dataset #Nodes #Edge #Feature #Classes Setting None Prune Prune+LD
Cora 2,708 5,429 1443 7 w/o stru 82.0+17.3 70.8 £29.6 78.4+£233

wlo feat 61.5+373 66.1 £33.8 4344346
Pubmed 19,717 = 44,338 300 3 wio tgt 6744349  666+£360 793 +217
Bitcoin 203,769 234,355 165 3

wlosele 6984356  74.0+223 777+ 242
Facebook 22,470 342,004 128 4 link all 79.7 + 14.1 758182 888+ 129
Flickr 89,250 899,756 500 7 linkone 7534252 7614232 7594237
OGB-arxiv 169,343 1,166,243 128 40 full 89.449.7 88.8 +10.3 89.9+9.1

(a) Statistics on the Cora, Pubmed, Bitcoin, Facebook, (b) The average + standard deviation ASR(%) of
Flickr, and OGB-arxiv datasets. EUMC under alternative setting on the Flickr dataset.

number of target categories, the lower the achievable ASR. Conversely, UGBA and DPGBA exhibits
weaker performance on Flickr, highlighting the vulnerability of adaptive trigger generator-based
methods under unbalanced conditions. Overall, EUMC effectively and unnoticeably attack GNNs in
multi-category setting, outperforming existing methods across diverse defense and datasets.

5.3 Ablation Study

To valid the effectiveness of the subgraph triggers pool and “select then attach” strategy, we conduct
experiment on the Flickr dataset and report the average and standard deviation ASR(%) of GCN,
GAT, and GraphSAGE. More ablation studies can be found in the supplementary material.

Construction of MC-STP. To validate the effectiveness of our MC-STP, we conduct experiments
with different construction settings, i.e., randomly initializing the subgraph structure (w/o stru), the
subgraph features (w/o feat), and the target category (w/o target) as shown in Table[3b] The results
indicate that each of these settings significantly contributes to attack effectiveness, demonstrating the
robustness of our MC-STP. Notably, node features from the clean graph have the most significant
impact among them, underscoring the importance of node features in classification.

“Select and Attach” Strategy. To further validate the effectiveness of our “select then attach” strategy,
we conduct experiments with three alternatives: randomly selecting the subgraph trigger from the
pool (w/o sele), attaching all nodes to the attacked node (link all), and attaching the most similar
node to the attacked node (link one), as shown in Table[3b] The results demonstrate that our “select
then attach” strategy outperforms all others. Both attaching more nodes or fewer nodes affects
performance under different defense strategies, confirming the efficacy of our approach.

5.4 Similarity Analysis

We explore the impact of different attack types on edge simi- ... e
larity in poisoned graphs. Specifically, we assess the effects of £, O

GTA, UGBA, EUMC, and EUMC without £, on edge similarity =, W UL

between trigger edges (connected to trigger nodes) and clean ~  Comdmin T 0 700 it 1

Trigger Edges z Trigger Edges

02 04
Cosine Simila

@GTA (b) UGBA
edges (not connected to trigger nodes) on the OGB-arxiv dataset, ~*  conese e
as shown in Figure[3] The results reveal that in EUMC without 2= %
L, setting, the similarity between trigger and clean edges still =~ “w,, RN R . o2 u1 6 o bo
exceeds that of GTA, due to our “select then attach” strategy. @EUNMC @ EUMCwo Ly

With the application of Lp,, this similarity further increases to o
the level of UGBA. This demonstrates that the unnoticeability Figure 3: Edge similarity distribu-
of EUMC arises from both £, and “select then attach” strategy. t10ns on OGB-arxiv.

6 Statistical Significant Test

We perform the significance test between our EUMC and the strongest baseline, i.e. DPGBA [14].
We run our EUMC and DPGBA 5x4x3=60 times with three GNNs (GCN, GAT, and GraphSage)
and four defense strategy with random seeds ranging from 1 to 5. The ASR of our method are
95.342.1 and 83.8+10.6 in Core and OGB-arixv dataset, while the ASR of DPGBA are 84.9+6.7
and 56.8+30.7 in Core and OGB-arixv dataset. At the significance level 0.05, we perform significance
test to verify that our method is better than DPGBA. The p-values in Core and OGB-arixv dataset are



6.32x 1072 and 2.70x 109, which is far below 0.05, which demonstrates that the superiority of our
method is statistically significant.

7 Limitation and Future Direction

While our method achieves strong attack success across multiple classification scenarios, we observe
a slight decrease in performance as the number of target classes grows. Although this degradation
remains marginal and does not compromise the overall effectiveness, future work could explore
scalable trigger generation strategies or class-agnostic optimization techniques to ensure stable
performance regardless of label granularity. Moreover, our current focus has been predominantly on
the attack side of backdoor research, with comparatively limited attention to defensive mechanisms.
In follow-up studies, we plan to investigate lightweight yet robust countermeasures, such as real-time
anomaly detection, adaptive sanitization pipelines, or defense-aware trigger designs, to complement
our attack framework and advance a more holistic understanding of backdoor vulnerabilities.

8 Broader Impacts

By advancing the study of backdoor attacks in graph neural networks, our work lays the groundwork
for more realistic evaluations of model vulnerabilities in practical deployments. Demonstrating robust
multi-category insertion techniques not only underscores potential risks in real-world applications
but also serves as a importunate for the defensive research community to evolve beyond single-class
mitigation schemes. In particular, our findings encourage the design of next-generation defenses that
can detect and neutralize backdoors across arbitrarily large label spaces, ultimately contributing to
safer and more trustworthy Al systems.

9 Conclusion

In this paper, we tackle the complex challenge of conducting effective and unnoticeable multi-category
graph backdoor attacks on node classification. We show that existing backdoor attacks, which rely on
adaptive trigger generators, are not effective for managing multi-category attacks as the number of
target categories increases. To address this, we construct a multi-category subgraph triggers pool from
the subgraphs of the attacked graph and utilized attachment probability shifts as category-aware priors
for subgraph trigger selection and target category determination. Moreover, we develop a “select
then attach” strategy that connects appropriate trigger to attacked nodes, ensuring unnoticeability.
Extensive experiments on real-world graph node classification datasets show the effectiveness and
unnoticeability of our method in controlling various GNNs for multi-category graph backdoor attacks.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contribution and scope have been reflected in the introduction and abstract,
especially in the last part of the introduction.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

13



Justification: The limitation is discussed in the last part of the submission.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: Our work does not include theoretical result.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have disclose all the information for reproduction in the, method, experi-
ment and supplementary materials.

Guidelines:
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The dataset are open available, and the code will be released after acceptance.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The training and test details have been provided in the experiments and the
supplementary materials.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have provided statistical significance tests in the supplementary materials.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have provided the compute resources in the time complexity analysis.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This work match with the NeurIPS Code of Ethics in every respect.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discuss the broader impact in the last part of the supplementary
materials.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.

Guidelines:
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14.

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have properly credited the original owners when using existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human

16.

subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We have used the ChatGPT-40 for “Editing (e.g., grammar, spelling, word
choice)” as stated in OpenReview.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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In the appendix, we provide additional materials to supplement our main submission. In Section [A]
we elaborate on the baseline graph backdoor methods. In Section [B] we provide more details about
the defense strategies. In Section|[C| we provide the time complexity analysis of EUMC. In Section[D}
we present full experimental results on GCN, GAT, and GraphSAGE. In Section ??, we conduct
additional experiments on robust GNN to evaluate the effectiveness of our method. In Section [E}
we examine the impacts of trigger pool size. In Section[F] we study the effects of trigger size. In
Section[G] we evaluate the impacts of attachment threshold 7,. In Section[H} we explore the impacts
of L. In Section[6] we conduct significant test on our method and strongest baselines. In Section
we discuss the limitation and future direction of our work. In Section [8] we discuss the broader
impacts of our work.

A Details of Compared Methods

The details of the compared methods are described as:

e SBA [29]: This method targets backdoor attacks on graph classification by injecting a
fixed subgraph as a trigger into the training graph for a poisoned node. The edges of
each subgraph are generated using the Erdos-Renyi (ER) model, and the node features are
randomly sampled from the training graph, ensuring variability in the features of the injected
subgraph.

* GTA [12]: This method addresses backdoor attacks on both graph and node classification.
It starts by randomly selecting unlabeled nodes from the clean graph as poison nodes.
An adaptive trigger generator is then used to create node-specific subgraphs as triggers.
The trigger generator is optimized through a bi-optimization algorithm that incorporates
backdoor attack loss.

* UGBA [13]]: Similar to GTA, UGBA focuses on backdoor attacks on node classification and
employs an adaptive trigger generator to generate node-specific triggers. To enhance the
unnoticeability of the attack, UGBA introduces a clustering algorithm to select representative
nodes as poison nodes. This method also explores the use of an unnoticeable loss function
to increase the similarity between attacked nodes and generated triggers, improving the
stealthiness of the backdoor attacks.

* DPGBA [14]: DPGBA focuses on in-domain (ID) trigger generation for the backdoor
attacks on node classification. To generate ID triggers, DPGBA introduce an out-of-
distribution (OOD) detector in conjunction with an adversarial learning strategy to generate
the attributes of the triggers within distribution. This method further introduces novel
modules designed to enhance trigger memorization by the victim model trained on poisoned
graph.

B Details of Defense Strategies

The details of defense strategies are described as follows:

* Prune: In this strategy, we focus on enhancing the resilience of GNNs to graph backdoor
attacks by pruning edges that connect nodes with low cosine similarity. This approach is
based on the observation that edges created by backdoor attackers often link nodes with
dissimilar features, aiming to manipulate the model’s predictions subtly. By pruning such
edges, we can potentially disrupt the structure of the trigger inserted by the attacker, making
it less effective and thus preserving the integrity of the data representation of graph.

* Prune+LD: Building upon the Prune strategy, this approach adds an extra defense against
backdoor attacks by addressing the issue of “dirty”” label on nodes that may have been
compromised by the attacker. In addition to pruning edges between dissimilar nodes, we
also discard the labels of these nodes to mitigate the influence of potentially poisoned labels.
This dual approach helps in further safeguarding the learning process against manipulation.
By removing these labels, the defense mechanism reduces the risk of the model learning
from and perpetuating the attacker’s modifications, thereby maintaining the performance
and trustworthiness of GNNss in the face of adversarial conditions.
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Table 4: Training Time on OGB-arxiv

Metrics GTA UGBA DPGBA EUMC
ASR(None) 68.4 63.7 68.8 83.8
ASR(Prune) 3.1 69.3 13.0 84.1
ASR(Prune+LLD) 3.3 69.4 6.2 84.2
ASR(OD) 28.2 62.6 54.1 83.4
Time 86.4s  98.5s 121.4s 117.2s

Table 5: Results of backdooring GCN (ASR (%) | Clean Accuracy (%)). Only clean accuracy is
reported for clean graph.
Datasets Vp Defense  Clean SBA GTA UGBA DPGBA EUMC

None 825 14.3+0.0(83.7+12 93.4+3.4(71.0+£7.0 91.243.9]63.3+2.1 93.240.3 | 82.1+£0.9 96.9+0.4 | 82.0+0.2
Prune 80.6 14.3+0.0|82.5+1.3 15.6+1.8|80.6+0.8 88.843.9|64.4£3.9 89.3+£0.2 | 81.1+0.6 93.24+0.2 | 81.94-0.3
Prune+LD 80.4 14.34+0.0|80.4+1.2 15.04+0.7 | 80.1+£1.5 88.84+1.8|69.0+£2.9 87.8+1.1|82.7+£0.6 93.0+0.4 | 81.4+0.6
OD 82.1 14.3+£0.0 | 83.0+1.3 69.04+24.1|82.0+1.1 88.74+2.3|79.1+2.6 93.440.4 | 83.6+0.2 95.44+0.3 | 82.4+0.4

None 83.7 33.3£0.0(853+0.2 90.842.2(8524+0.1 96.3+0.7 | 84.740.2 95.340.7 | 84.8+£0.1 96.6+1.1 | 83.7+0.3
Prune 83.1 33.3+0.0(855+0.2 33.4+0.1]85.1+0.2 97.940.5|84.7+0.2 93.240.1 | 84.5+0.1 95.340.2 | 83.6+0.1
Prune+LD 84.2 33.3+0.0|84.1+£0.3 33.5£0.1 | 84.0+0.1 95.5+0.4 | 83.8+0.1 94.240.3 | 84.24-0.2 95.6+0.3 | 83.3+0.3
OD 847 33.3+0.0|853+04 93.4+08]859+0.2 95.540.2|84.9+0.1 93.54+0.4 | 84.6+0.1 97.140.1 | 84.2+0.2

None 78.2 33.3+0.0|78.3+0.0 84.0+14.1|78.3+0.0 91.8410.8 | 78.3+0.0 87.64+9.9 | 78.3+£0.0 96.4+3.3 | 78.3+0.0
Prune 782 33.340.0(78.3+£0.0 38.3%6.1]78.3+£0.0 85.2+9.1(78.3£0.0 33.3£0.1|78.3+£0.0 92.9+7.1|78.3+0.0
Prune+LD 782 33.340.0|78.3+0.0 45.0+11.8|78.3+£0.0 79.64+9.3 | 78.3+0.0 33.34+0.1 | 78.3+£0.0 97.3+1.7 | 78.3+0.0
OD 78.3 33.3+£0.0|78.3+0.0 51.7£12.8 |78.3+£0.0 66.6+8.3|78.3+£0.0 86.240.6 | 78.3+£0.0 97.6+1.2 | 78.3+0.0

None 81.3  25.0+£0.0[85.94+0.3 81.9+5.8|84.840.4 93.840.3|84.5+0.2 95.14+0.8 | 84.1+£0.2 95.94+0.3 | 81.9+0.5
Prune 79.9 25.0+0.0[85.9+0.2 25.4+0.8|84.5+04 94.2+0.5|84.4+0.4 76.54+0.2 | 83.6+0.4 96.3+0.1 | 82.6+0.4
Prune+LD 79.7 25.04+0.0|85.4+0.3 253404 |84.1£0.6 91.84+0.4|82.9+0.3 80.1+0.2 | 83.4£0.3 96.2+0.4 | 81.8+0.6
oD 84.1 25.0+0.0 852402 86.2+3.3|84.4+04 93.1£0.5|84.7+0.2 93.140.2 | 84.4+0.1 94.54+0.3 | 82.9+0.4

None 46.1 14.3£0.0 |45.6+0.2 99.8+0.1|41.9+0.8 21.430.6|41.0+0.4 56.54+0.3 [ 44.0£0.1 98.6+0.2 | 43.8+0.3
Prune 455 14.340.0|42.0+£0.8 15.540.7 |40.5+£0.1 18.6+0.7 |41.1£0.5 71.54+0.6 | 43.5£0.2 99.5+0.2 | 43.940.2
Prune+LD 46.1 14.3+0.0[452+0.3 14.94+0.5|43.8+04 21.94+0.8 |40.4+0.1 18.4+1.6 | 44.3£0.2 98.5+0.7 | 43.7+0.3
OD 462 14.34+0.042.3+£03 28.6+0.1 [41.0+£0.1 17.84+0.2 |42.3+0.2 85.740.8 | 43.6+£0.1 99.4+0.5 | 43.1+0.2

None 64.1  2.5+0.0(66.1+04 68.4+1.9652+0.3 74.2+1.2|64.5+£0.6 73.74+0.9 | 64.8+0.1 78.31+0.6 | 65.3+0.3
Prune 642  2.5+0.0[64.5+02  3.4+04]645+04 70.840.9|64.5+£0.6 16.940.5 | 64.9+0.1 78.64+0.6 | 65.4+0.4
Prune+LD 64.0  2.54+0.0|6524+0.2  3.340.6 | 64.7£0.3 71.0+1.1 | 64.9+£0.5 10.2+1.1 | 64.8£0.1 79.0+0.9 | 65.9+0.2
OD 645  25+0.0]64.5+0.1 35.74+1.7|63.34£0.2 66.3+1.5|64.940.2 74.1+0.7 | 64.6+0.2 77.9+0.5 | 65.0+0.4

Cora 100

Pubmed 150

Bitcoin 300

Facebook 100

Flickr 300

OGB-arxiv 800

* OD: In this strategy, we focus on enhancing the resilience of GNNs to graph backdoor
attacks by removing OOD nodes in the graph. This approach is based on the observation
that the features from triggers often have different node feature distribution from the clean
data. Therefore, the OOD detector (i.e., DOMINANT [40]]) trained on the poisoned graph
can identify the trigger by the reconstruction loss. By removing the nodes with high
reconstruction losses, the feature distribution of the nodes can be distributed in domain,
preserving the integrity of the data representation of graph.

C Time Complexity Analysis

During the bi-level optimization phase, the computation cost of each outter iteration consist of updat-
ing of surrogate GCN model in inner iterations and optimizing multi-category subgraph trigger pool.
Let h denote the embedding dimension. The cost for updating the surrogate model is O(Nhd|V)|),
where d is the average degree of nodes, N is the number of inner iterations for the surrogate model,
and |V| is the size of training nodes and poisoned nodes. For the optimization of multi-category
subgraph trigger pool, the cost for optimizing £, is O(hd(|Vy|), where |Vy] is the size of unlabeled
nodes. And the cost for optimizing Ly, is O(h(|Vp| * |V,|), where |Vp| is the number of poisoned
nodes and |V, | is the number of attached nodes. Note that, during optimizing £, we randomly as-
signing a target category yy, to poisoned nodes, making the time complex reduced from O(K hd|Vp|)
to O(hd|Vp|), where K is the number of target categories. Since |Vp| < |V|, |Vp| * [Va| < |V|
and |Vy| = |V, the overall time complexity for each outter iteration is O((N + 1)hd|V|), which is
similar to time complextity of UGBA [13]]. In the backdoor attack phase, the cost of selecting and
attaching trigger to the target node is O(hnpo01). Our time complexity analysis proves that EUMC
has great potential in large-scale applications.

In TableE[, we also report the overall training time of EUMC, DPGBA, UGBA and GTA on OGB-arixv
dataset. All models are trained with 200 epochs on an A100 GPU with 80G memory. Experimental
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Table 6: Results of backdooring GAT (ASR (%) | Clean Accuracy (%)). Only clean accuracy is

reported for clean graph.

Datasets Vp Defense  Clean SBA GTA UGBA DPGBA EUMC
None 84.6 14.31+0.0|84.6+1.4 70.7+5.1|81.2+1.1 66.1+£9.9|77.9+2.1 81.8+7.0|81.6+2.7 97.7+1.0 | 82.4+0.2
Cora 100 Prune 839 14.34+0.0|83.9+1.3 14.840.7|81.7+1.0 74.44+6.1|78.7+1.3 80.1+8.4 | 82.1+1.3 94.2+0.7 | 81.9+0.1
Prune+LD 81.3 14.3+0.0 | 81.5+1.3 15.04£0.9 | 80.6+1.8 79.6+8.7 | 75.9+£2.7 72.2+3.9 | 80.94+0.2 94.0+0.6 | 81.2+0.3
oD 83.7 14.3+0.0|85.8+1.1 61.0+14.6|82.8+2.8 78.9+3.4|79.842.9 83.842.7|82.3+0.2 97.2+1.6 | 82.0+0.8
None 85.1 33.3+0.0|84.0+0.3 87.14+3.0|83.7+0.2 91.440.6|83.9+0.2 90.7+0.9 | 84.5+0.1 96.6+1.0 | 83.0+0.2
Pubmed 150 Prune 83.1 33.3+0.0|83.7+0.4 33.4+0.1|83.4+0.3 94.8+0.7 | 83.5+0.1 90.7+0.6 | 84.2+0.1 94.7+2.4 | 82.8+0.4
Prune+LD 83.3 33.34+0.0 | 82.94+0.5 33.4+0.1|83.4+04 91.3+0.3|83.2+0.2 93.4+0.7 | 83.74+0.2 95.8+0.8 | 82.2+0.5
oD 849 33.3+0.0|84.4+0.1 87.84+1.6|84.3+0.2 90.1+0.2 | 84.84+0.2 89.1+0.6 | 84.4+0.2 96.1+0.1 | 83.9+0.2
None 783 33.3+0.0 | 78.3+£0.0 69.4+£10.4 | 78.2+0.1 49.3£15.1 | 78.3+£0.0 72.0+2.1 | 78.3£0.0 76.2£8.6 | 78.3£0.0
Bitcoin 300 Prune 78.2 33.3+0.0|78.3+£0.0 39.3+7.4|78.3+0.0 53.2+18.0|78.3+0.0 33.34+0.0 | 78.3£0.0 72.9+9.3 | 78.34+0.0
Prune+LD 782 33.34+0.0 | 78.3+0.0 42.8+12.7 | 78.3+0.0 55.9+13.9 | 78.3+0.0 33.3+0.0 | 78.3+0.0 63.2+2.4 | 78.3+0.0
oD 783 33.34+0.078.3+0.0 66.0+0.4 | 78.3+0.0 68.3+38.178.3+0.0 58.74+0.2 | 78.3+£0.0 68.4+0.5 | 78.34+0.0
None 79.5 25.0+0.0 | 87.1+£0.3 64.2+2.0 | 86.3+£0.4 75.5+3.1|86.2+0.3 79.6+4.8 | 86.1+£0.2 92.3+3.0 | 83.4+0.2
Facebook 100 Prune 78.7 25.0+0.0 | 86.0+£0.2 25.7+0.7 | 85.84+0.3 79.3+3.8|85.7+0.2 70.74+1.9 | 85.5+£0.3 91.9+2.8 | 81.2+0.1
Prune+LD 783 25.04+0.0 | 85.94£0.2 25.3+0.4|85.7+0.2 52.1£0.9|85.1+0.1 72.842.4 | 85.2+0.2 92.5+2.8 | 81.9+0.1
OD 80.1 25.0+0.0|86.0+0.1 69.1+6.6 | 86.1+0.4 81.84+0.4 | 86.2+0.3 78.5+4.3 | 86.2+0.5 95.9+0.7 | 83.6+0.4
None 46.7 14.3£0.0 | 45.6+£0.4 79.9+19.5 | 40.5+£0.3 23.7+£0.9 |43.1+£1.4 49.7+£59 | 44.6+£0.4 78.1£9.1 | 44.7£0.3
Flickr 300 Prune 449 14.3+0.0 |40.4+£0.0 14.5+0.5|40.5£0.3 19.9+2.3|42.5+04 67.6+3.1 |44.3+£0.2 76.5+9.0 | 43.9+0.4
77 Prune+LD 424 143+0.0|454+0.8 142404 |45.1+£04 21.1+£1.8|42.1+£0.4 153+2.6|44.8+£0.1 78.3+6.6 | 43.2+£0.3
oD 464 14.3+0.0 |40.2+£0.0 25.7+5.240.24+0.1 17.6+£0.4 | 43.4+0.1 68.4+6.0 | 43.5+£0.2 75.2+6.1 | 44.44+0.9
None 65.6  2.5+0.0|66.1£0.1 68.4+1.9|65.5+0.2 73.6+£1.7]65.4+0.2 59.449.8 | 64.6+0.1 98.6+0.1 | 64.8+0.1
OGB-arxiv 800 Prune 65.6  2.5+0.0|64.1£03  2.940.5|65.94+0.1 82.7+£0.5]65.5+0.1 9.04+0.6 | 64.7+£0.2 98.8+0.1 | 65.14+0.2
Prune+LD 64.4  2.540.0 | 64.9403 3.4+1.0]66.4+0.2 83.841.2|65.6+0.2 2.8+0.1|65.24+0.2 99.24+0.2 | 64.3+0.3
oD 654  2.54+0.0|64.2+£0.1 24.242.2|64.5+0.3 83.5+0.5]65.0+:0.4 13.24+7.0 | 64.6+£0.1 98.3+0.7 | 64.4+0.4

Table 7: Results of backdooring GraphSAGE (ASR (%) | Clean Accuracy (%)). Only clean accuracy
is reported for clean graph.

Datasets Vp Defense  Clean SBA GTA UGBA DPGBA EUMC
None 80.5 14.3+0.0|80.4+1.3 99.0+0.8 | 80.1+0.8 92.1+1.5|79.1+1.7 86.9+1.3|83.7+0.1 97.5+1.8 | 82.8+0.2
Cora 100 Prune 79.6 14.3+0.0|79.3£1.0 15.1+0.8 | 78.4+1.5 91.3+£1.0|75.7+1.0 83.64+0.3 | 83.8+£0.6 93.2+0.8 | 82.9+0.3
Prune+LD 784 14.3+0.0|76.742.2 15.24+1.1|77.8+1.0 87.6+2.2|71.5+1.7 80.44+1.7 | 80.1+0.8 93.6+0.2 | 80.4+0.1
oD 83.9 14.3+0.0 | 81.6+0.3 65.0+24.1 | 80.9+£3.8 92.34+0.7 | 80.5+3.4 86.7+0.4 | 83.3+£1.9 97.7+0.4 | 81.2+0.6
None 84.1 33.3+£0.0|86.1+0.3 82.842.7|85.6+0.1 79.1+1.1|85.6+0.2 88.5+£0.3 | 86.6+0.2 96.0+0.1 | 84.9+0.3
Pubmed 150 Prune 85.0 33.3+0.0|86.6+0.1 33.4+0.0|86.2+0.2 85.2+2.2|85.5+0.2 84.8+0.3|86.4+0.2 94.9+0.1 | 85.3+0.5
Prune+LD 85.1 33.3+0.0|83.940.2 33.440.1|83.740.2 70.5+0.8 | 84.0+0.3 88.8+0.2 | 85.7+0.1 94.5+0.3 | 84.7+0.3
oD 85.1 33.3+0.0|86.2+0.1 84.5+5.9|86.1+0.3 83.5+1.5|86.5+0.2 85.8+0.2 | 86.4+0.3 95.5+0.4 | 85.6+0.1
None 783 33.3+0.0 | 78.3+0.0 84.3+12.7 | 78.3+0.0 88.0+17.8 | 78.3+0.0 80.8+7.0 | 78.3+0.0 99.3+0.1 | 78.34+0.0
Bitcoin 300 Prune 783 33.3+0.078.3+0.0 352+3.9|78.3+0.0 81.6+9.6]78.3+0.0 33.3+0.0 | 78.3£0.0 99.1+0.1 | 78.34+0.0
Prune+LD 783 33.34+0.0 | 78.3+0.0 40.1£10.5 | 78.3+0.0 80.6+12.6 | 78.3+£0.0 33.3+0.0 | 78.3+0.0 99.2+0.1 | 78.3+0.0
oD 783 33.3+0.0|78.3+£0.0 44.7+t11.4|78.3+0.0 33.3+0.078.3+0.0 88.0+0.2 | 78.3£0.0 99.3+0.1 | 78.31+0.0
None 86.0 25.0+0.0|86.8+0.2 81.9+5.8|86.6+0.3 85.6+0.8|86.7+0.3 85.2+0.3 | 87.1+0.2 86.9+0.3 | 86.0+0.3
Facebook 100 Prune 85.9 25.0+0.0|86.7+0.4 25.3+0.5|86.6+0.2 85.8+1.1|86.3+0.2 70.0+0.1 | 86.9+0.2 87.0+0.3 | 86.0+0.2
Prune+LD 85.1 25.0+0.0|86.6+0.2 25.3+0.3|86.2+0.2 77.94+0.8 | 85.8+0.4 73.3+0.2 | 86.9+0.4 87.3+0.4 | 86.1+0.2
oD 85.6 25.0+0.0 | 86.8+0.2 76.3+4.6|86.1+0.4 72.4+2.8|86.9+0.3 84.7+0.2 | 87.1+0.7 87.1+0.5 | 86.4+0.5
None 45.0 14.3+0.0 |47.6+£0.3 99.7+0.2 | 45.4+0.6 28.9+0.9 | 46.1+0.5 54.34+0.3 | 47.0+£0.2 94.5+1.0 | 44.9+0.4
Flickr 300 Prune 45.0 14.34+0.0 |46.0+£0.1 15.1+0.4 | 43.6+0.2 34.7+£2.2|45.34+0.3 66.94+0.7 | 46.7+£0.4 95.0+1.4 | 44.6+0.5
Prune+LD 45.0 14.340.0 |44.3+0.4 14.8+0.2|43.7+0.2 28.24+0.3|45.3+0.5 20.9+2.7 | 45.840.5 95.6+1.2 | 45.6+0.2
oD 45.6 14.3+0.0 |47.1£0.3 24.8+5.5|444+1.1 18.8+£0.6|46.5+0.3 85.04+0.0 | 46.2£0.3 94.3+2.1 | 46.410.1
None 648  2.54+0.0|66.5£04 68.4+1.9]|66.1+£0.6 43.4+2.2|64.9+0.8 73.34+0.1 | 65.4+0.2 74.8+0.6 | 65.7+0.2
OGB-arxiv 800 Prune 65.0 25+0.0]65.1+£04 29405 64.7+£0.5 54.3+0.5]653+0.5 13.1+£0.8 | 65.5+£0.1 74.9+£0.4 | 66.1+£0.3
Prune+LD 63.2  2.54+0.0 | 64.5£0.1  3.3+0.6 | 64.8+0.4 53.3+1.4|65.0£0.9 5.7+0.6 | 65.14+0.2 74.3+0.3 | 65.6+0.2
oD 649  2.54+0.0|64.7£0.2 24.6+0.9|63.7+0.5 38.1+£1.5]65.84+0.2 75.14+0.2 | 65.9+£0.1 73.9+0.9 | 65.840.6
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Figure 4: The comparison of different (a) trigger pool size, (b) trigger size, and (c) attachment
threshold 7, on Flickr dataset.

Figure 5: The comparison of different o and 77, on Flickr dataset.

results show that EUMC achieves the best ASR among different defense strategies with similar
training times as other methods.

D Detailed Experiments on GNNs

In Tables[3} [6] and[7] we present detailed experimental results, including the average and standard
deviation of ASR and clean accuracy, on various GNN architectures, namely GCN [16], GAT [23]],
and GraphSAGE [26]]. From these tables, we can find that EUMC method achieves state-of-the-art
results on all datasets except for Pubmed, demonstrating its robustness and generalization ability
across different GNN structures for multi-category graph backdoor attacks. The comparable perfor-
mance of EUMC to UGBA on Pubmed likely stems from the dataset’s small size and limited number
of categories (only three), which constrain the effectiveness of attacks. Moreover, when analyzing
performance variations across different GNN architectures on the same dataset, our model shows
a balanced performance, indicative of a strong generalization ability of our graph backdoor attack
method. Specifically, on datasets like Flickr and OGB-arxiv, although there is a noticeable perfor-
mance difference between GAT and GCN, our model maintains a better balance compared to other
methods. This consistency highlights the unique advantages of EUMC in managing multi-category
graph backdoor attacks, emphasizing its potential for widespread application across diverse settings.

In these tables, we also notice that the performance of SBA is relative poor due to two reasons, 1)
the smaller poison node set; 2) the multi-category graph backdoor attack setting. Specifically, in
UGBA and DPGBA [[14], SBA has already performed poorly in single-category graph backdoor
attack on node classification when the size of poison node set gets small. Moreover, our work focuses
on more challenging multi-category graph backdoor attack, where the different triggers are required
to capture different category-aware feature. Therefore, the performance of SBA get further reduced.
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E Impacts of Trigger Pool Size

The subgraph triggers pool offers various attack patterns for the backdoor attack. To examine the
impact of these patterns, we vary the trigger pool size for each category as {20, 40, 60, 80, 100}
and plot the average ASR for GCN, GAT, and GraphSAGE with different defense strategies in
Figure ] (a). From this figure, we observe that as the trigger pool size increases from 20 to 100, the
performance of EUMC method first increases, peaking at a pool size of 40, and then decreases. A
smaller trigger pool size limits the attack patterns available for each target category, which undermines
the performance of our model. Conversely, a larger trigger pool size can include subgraph triggers
that are not well-optimized, which also affects the performance of the graph backdoor attack.

F Impacts of Trigger Size

To examine the impact of different trigger sizes, we conduct experiments to explore the attack
performance of our method by attaching varying numbers of nodes as triggers for a poisoned node.
Specifically, we vary the trigger size in increments {3, 4, 5, 6, 7}, and plot the average ASR for
GCN, GAT, and GraphSAGE on Flickr with different defense strategies in Figure [4] (b). From
the experimental results, we observe that as trigger size increases, the attack success rate initially
increases and then stabilizes. Given that including more nodes in each trigger could potentially
expose our attack, we opt to construct each trigger with five nodes to mislead the backdoored model.

G Impacts of Attachment Threshold 7,

The attachment threshold 7, strikes a balance between attack intensity and unnoticeability. To
investigate the effects of 7,, we adjust its values in increments 0, 0.2, 0.4, 0.6, 0.8 and plot the average
Attack Success Rate (ASR) for GCN, GAT, and GraphSAGE on Flickr with various defense strategies
in Figure[d (c). The experimental results reveal that as 7, increases, the average ASR initially rises
and then declines. When 7, is set low, more nodes from the subgraph trigger can be attached to
the attacked node, potentially harming the generative capability and making it more detectable by
defense algorithms. Conversely, as 7, increases, fewer nodes from the subgraph trigger are attached
to the attacked node, which may limit the effectiveness of graph backdoor attack.

H Impacts of Similarity Loss £,

To examine the effect of similarity between subgraph triggers and attacked nodes, we investigate how
the hyper-parameters a and 7, influence the performance of EUMC. Here, a controls the weight
of Ly, and 71, determines the threshold for similarity scores used in £;,. We vary « values as {0,
5, 10, 20, 30, 50} and 7, from {0, 0.2, 0.4, 0.6, 0.8, 1}, and plot the average ASR for GCN, GAT,
and GraphSAGE on Flickr with different defense strategies in Figure[5] For both « and 77, the ASR
initially increases and then decreases, indicating that setting the similarity between trigger nodes and
attacked nodes, based on the node similarity distribution of the original graph, can make the attack
unnoticeable. However, overly emphasizing this similarity can also compromise the effectiveness of
the subgraph triggers.
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