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ABSTRACT

Continuous Normalizing Flows (CNFs) offer elegant generative modeling but re-
main bottlenecked by slow sampling: producing a single sample requires solving
a nonlinear ODE with hundreds of function evaluations. Recent approaches such
as Rectified Flow and OT-CFM accelerate sampling by straightening trajectories,
yet the learned dynamics remain nonlinear black boxes, limiting both efficiency
and interpretability. We propose a fundamentally different perspective: globally
linearizing flow dynamics via Koopman theory. By lifting Conditional Flow Match-
ing (CFM) into a higher-dimensional Koopman space, we represent its evolution
with a single linear operator. This yields two key benefits. First, sampling becomes
one-step and parallelizable, computed analytically via the matrix exponential. Sec-
ond, the Koopman operator provides a spectral blueprint of generation, enabling
novel interpretability through its eigenvalues and modes. We derive a practical,
simulation-free training objective that enforces infinitesimal consistency with the
teacher’s dynamics and show that this alignment preserves fidelity along the full
generative path, distinguishing our method from boundary-only distillation. Empir-
ically, our approach achieves competitive sample quality with dramatic speedups,
while uniquely enabling spectral analysis of generative flows.

1 INTRODUCTION

While classic generative models like VAEs Kingma & Welling (2014) and GANs Goodfellow et al.
(2014) offer fast, interpretable sampling, they have been surpassed in sample fidelity by dynamical
system-based approaches like Diffusion Models Ho et al. (2020); Song et al. (2020) and Continuous
Normalizing Flows (CNFs) Chen et al. (2018). This leap in quality, however, comes at the cost of
slow, iterative sampling and limited interpretability.

For both model families, sampling is an iterative and slow process. Diffusion models learn to itera-
tively denoise data and therefore require multiple evaluations to generate samples, while sampling
CNFs requires solving an ODE. In the case of CNFs, recent work has focused on accelerating sam-
pling, with approaches such as Rectified Flow (Liu et al., 2023a) and Optimal Transport Conditional
Flow Matching (Tong et al., 2024; Pooladian et al., 2023) that learn straighter generative paths. These
methods successfully reduce the computational cost of generation while maintaining similar fidelity;
however, they do not address the sampling process’s lack of interpretability. This flaw limits our
ability to understand how the model generates data, trust its outputs, and meaningfully control the
generation process.

In this work, we address the challenges of slow sampling and limited interpretability in generative
models grounded in dynamical systems. We build on Koopman operator theory, a classical framework
for linearizing complex dynamical systems (Koopman, 1931; Mezić, 2005; Brunton et al., 2022).
Originally developed in the 1930s, this theory has seen a resurgence in recent years thanks to machine
learning methods that learn finite-dimensional approximations of the operator from data (Brunton
et al., 2022; Bevanda et al., 2021). Neural network–based approaches such as Koopman autoen-
coders (Lusch et al., 2018; Otto & Rowley, 2019; Azencot et al., 2020) have successfully learned
linear embeddings for complex systems in fields like fluid dynamics (Rowley et al., 2009) and
molecular dynamics (Klus et al., 2018). We apply this approach to the dynamics of a pre-trained CNF,
learning a latent space in which the dynamics evolve linearly under a corresponding learned linear
operator (Lusch et al., 2018; Azencot et al., 2020). This transformation provides two key advantages:
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Figure 1: Simple illustration of our approach: We propose to apply Koopman theory to the dynamics
of generative modeling from continuous normalizing flow models. We learn a Koopman latent space
and its linear dynamics from the non-linear original CNF model. This approach presents two direct
applications: one-step sampling and flow model interpretability.

1. Generative process decomposition: The learned Koopman operator acts as an interpretable
blueprint of the generative process. We show that either the learned canonical frame of the
Koopman latent space, or the eigendecomposition of the Koopman operator reveal semantic
components of the dynamics. This allows for an unprecedented analysis of how CNF models
constructs data from noise.

2. One-Step Analytical Sampling: A direct consequence of this linearization is that the
solution to the generative ODE becomes analytical, given by a matrix exponential. This
allows us to map noise to a data sample in a single, parallelizable step, eliminating the
iterative sampling cost entirely.

Our core contribution is a practical, simulation-free training objective that learns this Koopman repre-
sentation. We theoretically prove that naı̈ve supervision strategies yield suboptimal objectives and
impractical training processes. Crucially, we derive an efficient supervision strategy that constrains
the learned linear dynamics to stay consistent with the teacher model’s vector field along the entire
generative path. We show that this can be enforced while remaining simulation-free, inheriting the
properties of the underlying Continuous Flow Matching model. This distinguishes our approach
from standard distillation methods, that only match the start and end points of the trajectory, while
incurring only a moderate additional computational cost. Specifically, our contributions are:

• We introduce a novel framework for learning a global Koopman linearization of the non-
autonomous dynamics in Conditional Flow Matching models.

• We derive a practical, simulation-free training objective that enforces consistency along the
full generative trajectory, yielding a full linearization rather than mere boundary-focused
distillation.

• We demonstrate empirically that our method achieves competitive one-step sampling per-
formance while uniquely enabling spectral analysis, disentangled generative control, and
improved robustness in downstream tasks.

2 RELATED WORK

Our work connects four main areas: flow-based generative models, methods for accelerated sampling,
Koopman operator theory for dynamical systems, and interpretability in generative modeling. We
defer a formal introduction of Koopman operator theory to Section 3.2. For an overview of the field,
we urge the interested reader to refer to the excellent introduction by Brunton et al. (2022).
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2.1 FLOW-BASED GENERATIVE MODELS

Flow-based models learn an invertible mapping between a data distribution and a simple base
distribution, offering tractable likelihoods (Dinh et al., 2014; 2017; Kingma & Dhariwal, 2018).
Continuous Normalizing Flows (CNFs) parameterize this map as the solution to an ODE (Chen et al.,
2018). Although powerful, training early CNFs was often unstable and computationally intensive.
Conditional Flow Matching (CFM) represents a major step forward, providing a stable and efficient
simulation-free training objective by regressing a neural network to a conditional vector field (Lipman
et al., 2023; Tong et al., 2023; Liu et al., 2023b). However, while these models have achieved high
accuracy for generative modeling, their sampling process remains inherently slow, opening the way
for distilled models for faster sampling.

2.2 ACCELERATED AND ONE-STEP SAMPLING

The slow and iterative sampling of CNFs has motivated extensive research into acceleration. One
popular direction, which includes Rectified Flow (Liu et al., 2023a) and OT-CFM (Pooladian et al.,
2023), regularizes the learned ODE to have straighter trajectories, thus requiring fewer discretization
steps. Another direction uses knowledge distillation to train a separate student model capable of
single-step generation. This includes Consistency Models (Song et al., 2023) and other distillation
techniques (Salimans & Ho, 2022; Luo et al., 2023; Liu et al., 2025). Although these methods achieve
remarkable speed, they typically produce a compressed, black-box sampler that does not offer the
interpretability or analytical control that our Koopman framework provides.

We also note that concurrently with our work, Berman et al. (2025) propose a Koopman-based
generative model that learns a discrete-time Koopman operator, mapping noisy samples at t = 0
directly to target data at t = 1. While their approach is primarily positioned as an enhancement to
diffusion models (though not exclusive to them), our work focuses on conditional flow matching,
framing the problem as supervised learning of vector fields over time. In contrast to their discrete
formulation, we explicitly model the full continuous-time dynamics by learning the Koopman generator,
granting access to the entire latent flow from t = 0 to t = 1.

2.3 INTERPRETING AND EXPLAINING GENERATIVE MODELS

While methods exist for interpreting the latent spaces of classic models, such as VAEs and GANs,
extending these powerful editing techniques to modern, iterative models like diffusion and flows has
proven challenging due to their complex dynamics. Existing approaches for these models are often
more complicated than the earlier methods Kwon et al. (2022); Yang et al. (2023); Meng et al. (2022);
Kulikov et al. (2024), in addition to lacking the conceptual clarity of the latter. In contrast, our work
offers a direct path to interpretability by learning a global linearization of the generative dynamics,
which naturally yields a simple and editable latent space. A more detailed review of interpretability
methods is provided in Appendix F.

3 MATHEMATICAL BACKGROUND

3.1 CONDITIONAL FLOW MATCHING

A Continuous Normalizing Flow (CNF) maps a prior distribution p0 to a data distribution p1 by
solving the ODE

dxt
dt

= vt(xt) (1)

, where vt is a time-dependent vector field Chen et al. (2018). A naive regression loss to learn vt
is intractable, as both the true field vt and the marginal path distribution pt are unknown Lipman
et al. (2023). Conditional Flow Matching (CFM) provides a tractable, simulation-free objective by
regressing a neural network vθ onto a conditional velocity field ut(xt|x1).
While effective, sampling from a trained CFM model requires numerically integrating its ODE via
x1 = x0 +

∫ 1

0
vθ(s, xs)ds, a slow process with potentially many function evaluations Chen et al.

(2018). However, if the dynamics were linear, i.e., of the form dxt

dt = Axt, sampling would become a
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single, analytical step: xt = eAtx0 that can be solved via matrix exponentiation. This vast efficiency
gap motivates our core objective: to find a global linearization of the learned CFM dynamics.

3.2 KOOPMAN THEORY FOR AUTONOMOUS SYSTEMS

Koopman theory provides a powerful framework for globally linearizing nonlinear dynamical sys-
tems (Koopman, 1931; Mezić, 2005; Brunton et al., 2022). The central idea is to shift perspective
from the finite-dimensional state space, where dynamics are nonlinear, to the infinite-dimensional
space of functions - referred to as “observables” - where the dynamics become linear.

Formally, consider an autonomous dynamical system dxt

dt = v(xt). This system induces a flow map
Ft that advances an initial state x to its value at time t, namely xt = Ft(x), along the trajectories
defined by v. Let g : Rd → R be an observable function on the state space. Given an initial state
x, we define the Koopman operator Kt on the space of observables, denoted G(Rd), which evolves
observables along the trajectories generated by the vector field v:

Ktg(x) := (g ◦ Ft)(x) = g(Ft(x)) = g(xt). (2)

Koopman theory builds on the fact that this operator is trivially linear (regardless of the non-linearity
of Ft) due to the linearity of the composition of functions: Kt(g1 + g2)(x) = (g1 + g2) ◦ Ft(x) =
g1 ◦ Ft(x) + g2 ◦ Ft(x) = Ktg1(x) +Ktg2(x), for all observables g1, g2.

Taking the Lie derivative, we can the define the Koopman generator, L, such that Lg :=
limt→0

Ktg−g
t , and one can show that Brunton et al. (2022)

Lg =
dg

dt
= ∇xg(x) · v(x), (3)

which is also trivially linear in g, leading to a linear equation on the space of observables. The operator
and generator are related by the matrix exponential, Kt = exp(tL). Finding L is the objective of
Koopman theory.

In summary, the potentially complex and non-linear ODE 1 on the finite-dimensional state space
Rd can be expressed as a linear equation in another space, G(Rd), which consists of scalar-valued
functions defined on the state space. The practical challenge in Koopman theory is to find invertible
mappings f : Rd → G(Rd) that allow solving the linear equation in the observable space and then
recovering the solution in the original state space. However, computing such a mapping is often
intractable in practice due to the infinite dimensionality of G(Rd).
A particular case arises when there exists an m-dimensional linear subspace of G(Rd), F =
span{gi}mi=1, invariant under the linear operator L. The action of the generator on F can then
be represented by a single finite-dimensional matrix L ∈ Rm×m. The dynamics on this space of
observables can then be written as:

dgt
dt

(x) = Lgt(x), (4)

where gt(x) = [g1(xt), . . . , gm(xt)]
T ∈ Rm are the Koopman coordinates, i.e., the values of the

observables {gi}mi=1 evaluated at the state xt, where xt is the evolution of the initial state x to time t
along the trajectories generated by the dynamics.

Thus, the general goal when applying Koopman theory to dynamical systems is to (1) identify a
sufficiently expressive set of observables {gi}mi=1 and (2) determine the Koopman generator matrix L
on this space of observables. With this in hand, we can build an invertible Koopman representation
g : Rd → Rm that maps a state x to its Koopman coordinates g(x). This enables us, given an initial
state x0 ∈ Rd, to solve the ODE associated with a nonlinear dynamical system in a space where it
evolves linearly, using the matrix exponential g1 = eLg(x0) ∈ Rm. We can then recover the solution
of the ODE in the original state space by applying the inverse map x1 = g−1

(
eLg(x0)

)
∈ Rd.

4 METHODOLOGY AND THEORETICAL RESULTS

Our objective is to learn a Koopman representation for a pre-trained CFM model, specified by its
vector field vt. This involves learning an encoder gϕ for the Koopman representation that linearizes
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the dynamics, a generator matrix L, and a decoder g−1
ψ that maps back to the state space. Here ϕ and

ψ−1 are the learnable parameters of the corresponding neural networks. Several additional challenges
arise compared to previous neural Koopman-based approaches Lusch et al. (2018):

1. CFM dynamics are non-autonomous (explicitly time-dependent), whereas classic Koopman
theory applies to autonomous systems.

2. The training objective for the Koopman representation must be tractable, ideally inheriting
the simulation-free nature of CFM.

3. The learned observables g must be expressive enough to capture the dynamics and allow for
accurately generated samples.

4.1 ADAPTING KOOPMAN THEORY TO NON-AUTONOMOUS DYNAMICS

Time dependence trick. As mentioned above, Koopman theory applies to autonomous dynamics,
where the velocity v(xt) does not depend on the time. We can address this time-dependence of vt(xt)
by using a standard trick in system dynamics literature (Strogatz (2000), Chap 1.): we augment the
state space to include time. The state becomes yt = (t, xt), and the dynamics are defined on this
augmented space with respect to a new external time parameter τ :

dy

dτ
=
d(t, xt)

dτ
= [1, vt(xt)] . (5)

Our observables are now functions of both space and time, g(t, x). A crucial detail, however, is how
we parameterize the linear dynamics on this augmented state to ensure the time variable evolves
correctly (i.e., ṫ = 1).

Affine lift for time evolution. To enforce the constraint ṫ ≡ 1, we use an affine lift. The state is
augmented with a constant bias coordinate to become zt = [1, t, g(t, x)]T . For the dynamics
ż = Lz to satisfy the physical constraints 1̇ = 0 and ṫ = 1 for all states, the generator L is uniquely
constrained to adopt a block structure. The precise parameterization of L is available in the appendix.

4.2 LEARNING KOOPMAN DYNAMICS

Given a pre-trained CFM teacher network vt, our main goal is to learn observable functions {gi}mi=1
that span a finite-dimensional subspace invariant under the Koopman generator L associated with
the dynamics vt, and to learn the corresponding generator on this space. We learn the observables
with an encoder gϕ that maps an initial state x ∈ Rd to its Koopman coordinates at time t, gt(t, x) =
[g1(t, xt), . . . , gm(t, xt)]

T ∈ Rm. We also learn the Koopman generator on this space as a dense
matrix L ∈ Rm×m. To recover the solution of the ODE in the original state space and ensure the
learned linear dynamics correspond to the underlying nonlinear dynamics, we also learn a decoder
network g−1

ψ that maps the Koopman coordinates gt(x) back to the state xt at time t.

We generate noise and target-data pairs (x0, x1) using the pretrained CFM model, and aim to learn
the following mapping:

xt ≃ g−1(etLg(0, x0)).

Training loss Our training objective is as follows:

Ltrain = λphaseLphase + λtargetLtarget + λreconLrecon + λconsLcons.

The first two terms ensure that the integrated linear dynamics map the start of a trajectory to its end
in the Koopman space (phase loss):

Lphase = E(x0, x1)

∥∥eLgϕ(0, x0)− gϕ(1, x1)
∥∥2 . (6)

and in the state space (after decoding - target loss):

Ltarget = E(x0, x1)

∥∥∥g−1
ψ

(
eLgϕ(0, x0)

)
− x1

∥∥∥2 , (7)

The third term encourages that we can retrieve the final state with the decoder:

Lrecon = Ex1

∥∥∥g−1
ψ (gϕ(1, x1))− x1

∥∥∥2 . (8)
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The reconstruction loss is particularly important due to an inherent non-identifiability in the Koopman
representation, as formalized in the proposition below. This term allows us to find, among the space
of Koopman linearizing coordinate systems, the decodable ones.

We choose to only decode at t = 1 for those reasons: first, learning to reconstruct random noise may
affect the capacity of the decoder to reconstruct images faithfully. Second, by not reconstructing
intermediary states from observables, we give more flexibility to the encoder and generator to learn
the proper Koopman representation space that manages to linearize the dynamics.
Proposition 1 (Non-identifiability up to linear transformation). The Koopman observable coordinates
g are identifiable only up to an arbitrary invertible linear transformationM . If the pair (g, L) satisfies
the consistency and phase objectives, so does the transformed pair (M−1g, M−1LM).

Corollary 1.1. A reconstruction loss of the form ∥g−1(g(t, x)) − x∥2, with a fixed decoder g−1,
breaks this invariance. It “fixes the gauge” by selecting the specific coordinate system that the chosen
decoder can successfully map back to the data space.

The proof is provided in Appendix A. This result motivates the necessity of Lrecon to obtain a unique
and useful representation.

Finally, the consistency loss forces the dynamics in the learned latent space to be governed by the
linear generator L, by adapting Equation (3) to our problem:

Lcons = Et, xt∼pt(xt) ∥Lgϕ(t, xt)−∇xgϕ(xt)vt(xt)∥2 (9)

4.3 EFFICIENT DYNAMICS LEARNING

One might notice that, similarly to the CNF loss, the consistency loss Lcons is intractable, as it would
require sampling from the path distribution xt ∼ pt(xt). A first solution would be to generate
full trajectories (xt)t, but this would pose both discretization and scale problems for storing the
pre-computed trajectories. Another solution is to hope to substitute the marginal velocity vt(xt)
with the conditional velocity ut(xt|x1) and sample from the tractable pt(xt|x1), mirroring the CFM
training strategy. However, as the following proposition shows, these two objectives are not equivalent
when learning the encoder g.
Proposition 2 (Marginal vs. Conditional Objectives). Let Lmarg be the desired consistency loss
evaluated over the marginal distribution pt(xt), and let Lcond be the tractable alternative evaluated
using conditional samples and velocities. The two objectives are related by:

Lcond = Lmarg +∆(g) (10)

where ∆(g) = Et, x1, xt ∥∇xg(t, xt)(ut(xt|x1)− vt(xt))∥2 ≥ 0.

The proof is provided in Appendix B. Because of the positive, g-dependent term ∆(g), minimizing
Lcond will not necessarily minimize Lmarg.

Fortunately, as we have a pre-trained CFM model, the marginal velocity field vt(xt) is known. This
allows us to formulate a practical estimator for the true marginal loss, as stated in the following
proposition.
Proposition 3 (Practical Estimator for the Consistency Loss). Given that the marginal path distribu-
tion pt(xt) is defined as pt(xt) =

∫
pt(xt|x1)q(x1)dx1, the marginal consistency loss Lcons can be

estimated tractably using samples from the data distribution q(x1) and the conditional path pt(·|x1)
as follows:

Lcons = Et, x1∼q1, xt∼pt(·|x1)

∥∥∥∥Lgϕ(t, xt)− ∂gϕ
∂t

−∇xgϕ(t, xt) · vt(t, xt)
∥∥∥∥2 (11)

The proof is provided in Appendix C. This result is key: it allows us to optimize the correct marginal
objective using the same efficient, simulation-free sampling strategy as CFM training, bypassing
the need to compute and store full ODE trajectories.

Moreover, this loss is a key distinction of our method. Most single-step distillation-based generative
models Song et al. (2023) focus on learning a direct mapping D : x0 7→ x1 that minimizes a
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boundary-condition loss, like ∥D(x0)− x1∥2. However, by focusing on endpoints, the distillation
completely ignores the dynamics of the generative ODE. An infinite number of vector fields can
satisfy the boundary conditions. In contrast, our approach seeks to perform a true linearization of
the full dynamics. The inclusion of the infinitesimal consistency loss, Lcons, forced our Koopman
representation to not only match the endpoints but to remain faithful to the teacher’s dynamics at
every point along the trajectory.

4.4 DECOMPOSITION OF THE KOOPMAN OBSERVABLES AND GENERATOR

Once the generatorL, and the observables {gi}mi=1 are known, it enables one-step sampling generation
using the matrix exponentiation (Appendix, Algorithm 2). Moreover, it is possible to interpret the
behavior of Koopman dynamics. We investigate two methods of dynamics interpretation.

Diracs of the Koopman space. A first option is to take the canonical basis of the Koopman coordinate
frame. Given a single image x and its Koopman observations z = [g1(1, x), ..., gm(1, x)]T , we
define the canonical vector ei = [0, . . . , 1, . . . , 0]T ∈ Rm. We can perturb the latent code z along
the direction ei : zpert = z1 + αeLvi, as an analogy to Dirac delta perturbations.

Koopman spectral analysis. A second option is to use the spectral decomposition of the Koopman
operator. If L is diagonalizable, its eigendecomposition L = PΛP−1 can serve to analyze the
underlying dynamics. The eigenvectors vi (columns of P ) and the eigenvalues λi of L form the
Koopman mode decomposition Mezić (2005). Any trajectory in the Koopman space is a linear
combination of these modes, and the dynamics of the i-th mode coefficient ci(t) are decoupled, as
they become a simple scalar multiplication; ci(t) = ci(0)e

λit.

In our case, each eigenvector represents a coherent pattern or feature within the generative process,
and its corresponding eigenvalue governs its behavior:

The real part of an eigenvalue, Re(λi), determines the growth or decay rate of the mode. Modes
with Re(λi) > 0 correspond to features that are amplified as the generation progresses from noise to
data.

The imaginary part, Im(λi), determines the mode’s frequency of oscillation, corresponding to
rotational or periodic patterns in the dynamics as features are formed.

We show in the experiments, Section 5.4 and in the Appendix C.3, C.4, that when consistency
is enforced, both canonical observables and Koopman modes provide insightful directions on the
underlying image distribution, in the case of faces. Moreover, we demonstrate in Section 5.5 that we
can also un-lift the Koopman modes to the original CFM dynamics.

5 EXPERIMENTS

To validate our framework, we investigate three key questions: (1) Can our one-step sampler achieve
competitive generative quality? (2) Is the infinitesimal consistency loss (Lcons) crucial for learning
an interpretable linearization, as opposed to a simple boundary-matching distillation? (3) Does this
learned structure lead to a more robust and functionally useful model? Our experiments show that
while a simple distillation model can achieve a competitive FID Heusel et al. (2017) score, only the
model trained with Lcons learns a disentangled, editable, and robust generative process.

5.1 EXPERIMENTAL SETUP

Datasets and Teacher Model. We evaluate on MNIST LeCun et al. (2010), CIFAR-10 Krizhevsky
et al. (2009), and a 32x32 downsampled version of the FFHQ face dataset Karras et al. (2019). Our
teacher is a pre-trained Optimal Transport Conditional Flow Matching (OT-CFM) model with a
U-Net architecture. For boundary-based losses (Ltarget, Lphase, Lrecon), we use 1 million pre-generated
(x0, x1) pairs from the teacher network.

Koopman-CFM Architecture. Our model consists of an encoder (gϕ) and decoder (g−1
ψ ), both using

a SongUNet architecture Karras et al. (2022), which map to and from a 1024-dimensional latent
space. The dynamics are governed by a learned affine linear generator (L̃).

7
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Training and Baselines. We train for 800,000 iterations using the Adam optimizer Kingma & Ba
(2017). Our primary baseline is an ablation of our own model trained without the consistency loss
(Lcons = 0), which reduces it to a standard distillation model.

5.2 GENERATION QUALITY

Table 1: FID (↓) and sampling time (s/img, ↓) on three benchmark datasets. Our Koopman formulation
achieves competitive or superior generation quality while enabling fast inference. Baselines are
trained under identical preprocessing for fair comparisons. ♯ Indicates reproduction.

Method NFE MNIST FFHQ CIFAR-10 Sampling Time (ms/img)
Koopman (ours, w/ consistency) 1 7.1 10.1 17.4 0.4
Koopman (ours, w/o consistency) 1 6.4 7.5 14.1 0.4
OT-CFM 1 181 149 226 0.6
OT-CFM 3 28.1 51 59.3 1.4
OT-CFM 5 12.5 31.4 31.5 2.3
OT-CFM 25 4.4 11.6 12.3 10.7
OT-CFM (Tong et al. (2024)) 100 1.9 8.5 7 43.3
Consistency Flow Matching (Yang et al. (2024)) 2 ♯ 7.2 ♯ 15.7 5.3 0.96

We evaluate sample quality using the Fréchet Inception Distance (FID), shown in Table 1. Our full
Koopman-CFM model with consistency achieves competitive performance. Interestingly, the model
trained without consistency achieves a slightly superior FID on FFHQ (7.5 vs. 8.5 for the teacher).
This suggests that, when only constraining the endpoints, the distillation model is free to find a
combination of paths and latent space that is easier to learn. As mentioned above, however, such
a model is not guaranteed to replicate the trajectories of the teacher model. We provide uncurated
generated examples with the consistency trained model in the appendix Section D.

5.3 ABLATION

Koopman space dimension. As shown in Figure 2, the Koopman dimension of 1026 (1024+2)
is optimal for the generation quality. Notably, increasing the dimension to 1026 does not affect the
quality with potential instabilities of the Koopman sampling components, such as the exponentiation.

Impact of consistency on trajectories. We measure how Lcons affects the capacity of the model
to reproduce the teacher’s dynamics. To test this, we encode a teacher’s trajectory {xt}t∈[0,1] in the
latent space and compare this ground truth path zt = gϕ(t, xt) against the analytical linear trajectory
from our model, z̃t = exp(L̃t)z̃0. We show the results in Table 2, with more details in the appendix.
The trajectories are significantly better when using the consistency loss.

258 514 1026
Koopman Dimension
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Figure 2: FID score as a function of
Koopman dimension on the FFHQ
dataset. The higher the dimension,
the lower the FID.

Dataset Mean MSE

FFHQ (w/ consistency) 5.0 × 10−6

FFHQ (w/o consistency) 1.30× 10−3

CIFAR-10 (w/ consistency) 1.0 × 10−5

CIFAR-10 (w/o consistency) 1.74× 10−3

Table 2: Mean, standard deviation of MSE be-
tween CFM trajectories and predicted Koopman
trajectories. The consistency-trained model con-
sistently outperforms the distilled model for tra-
jectory fidelity

5.4 INTERPRETABILITY VIA OPERATOR DECOMPOSITION

We visualize on Figure 3 the effect of the perturbation along a canonical direction and an eigenvector
direction. Across all basis directions and samples, we observed that the perturbation around a sample
in the latent space of a model trained without consistency loss did not yield any modification of the
sample. The model trained with consistency loss yields meaningful perturbations in the image space,
for instance, adding sunglasses.

8
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Figure 3.a Perturbation sweep along a latent
canonical basis vector ei.

Figure 3.b Perturbation sweep along a single Koopman mode for
a real image.

Figure 3: Effect of varying the amplitude of the perturbation of the latent of a real image in a given
direction. results for the model trained with consistency loss (top rows), versus without (bottom row).

5.5 RECOVERING KOOPMAN MODES IN PIXEL-SPACE DYNAMICS

In this section, we un-lift the Koopman modes to the CFM dynamics. We do this by solving an
inverse problem: Let x0 ∼ p0 be a sample noise, vi a Koopman mode. We search xipert, such that:

xipert = argmin
x

||gϕ(0, x0 + x)− gϕ(0, x0) + αvi||2

We then generate samples along the line x′0 = x0 + αxipert, using the CFM teacher.

We show the results for a few modes in Figure 4. We observe a similar behaviour as when perturbing
Koopman modes (until α becomes too high, and xipert becomes too dominant). This demonstrates that
Koopman modes also provide direct interpretability of the underlying CFM teacher dynamics. We
pursue this discussion further in the appendix.

Figure 4: Recovering Koopman Modes in Pixel-Space Dynamics. (Left Column) The optimized,
structured noise perturbation (xipert) for 4 Koopman modes vi. (Center Columns) Images generated
by the CFM model from initial noise x′0 = x0 + αxipertvi with increasing α. (Right Column) The
image generated by directly decoding the target Koopman mode vi.

6 CONCLUSION AND DISCUSSION

We introduced a principled Koopman operator framework to linearize Conditional Flow Matching,
achieving fast, one-step, and interpretable generative modeling on realistic image domains. Key chal-
lenges remain in scaling to high-resolution images, where the generator matrix becomes prohibitively
large and its exponential can be numerically unstable. Future work should explore structured operator
approximations and specialized matrix exponential algorithms to address these computational hurdles.
Furthermore, we observe that the quality gap between our method and traditional CFM widens on
more complex datasets, motivating a deeper theoretical investigation into the conditions under which
CFM dynamics admit a finite-dimensional Koopman representation Iacob et al. (2023). Finally, the
modality-agnostic nature of our framework opens exciting avenues for adapting this linearization
approach to other data types, such as audio and 3D shapes.

9
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APPENDIX

The supplementary materials below provide an expanded theoretical motivation, experimental details,
and additional results that support and extend the main paper. Each section corresponds to specific
elements of our method and results, with backward references to the main paper for clarity.

APPENDIX OVERVIEW

• Section A: Theoretical Results and Proofs
In Section A we provide additional theoretical results and proofs, including the non-
identifiability of Koopman coordinates, the non-equivalence of the conditional and marginal
velocity field estimators and a tractable estimator for the marginal consistency loss.

• Section B: Detailed Experimental Setup
In Section B we give details on the experimental setup, covering dataset preparation, archi-
tectures, hyperparameters, and computational resources.

• Section C: Ablations
In Section C we present ablations, shedding light on the impact of loss terms on FID, the
effect of Koopman dimension on FID, the role of consistency in trajectory fidelity, and the
interpretability of modes with and without consistency.

• Section D: Uncurated Samples and Sampling Speeds
In Section D we provide uncurated samples and wall-clock timings to further illustrate the
speed–fidelity–interpretability tradeoff of our Koopman sampler.

• Section E: Recovering Koopman Modes in Pixel-Space Dynamics: extended results

• Section F: Extended survey on interpretability of generative models

Together, these sections provide a deeper understanding of our Koopman-CFM framework and
support its efficiency, stability, and interpretability as claimed in the main paper.

A THEORETICAL RESULTS AND PROOFS

In this section we expand on the theoretical foundations introduced in Section 4 of the main paper.
We provide detailed proofs of Theorem 1 and Propositions 1–3, which establish the non-identifiability
of Koopman coordinates up to linear transformations and justify the inclusion of the reconstruction
loss, as well as the derivation of a tractable marginal consistency objective. These results complement
the main text by giving formal guarantees for the claims underlying our Koopman-CFM framework.

A.1 PRELIMINARIES ON CFM

We remind here the main components of Conditional Flow Matching Tong et al. (2023), before deriv-
ing the proofs of our propositions. A Continuous Normalizing Flow (CNF) models the transformation
from a prior distribution p0 to a data distribution p1 = q1 via a probability path pt. This path is
induced by a time-dependent vector field vt through the ODE:

dxt
dt

= vt(xt) (12)

where xt ∈ Rd is a sample at time t. A naive objective to learn vt would be a regression loss:

Lnaive = Et∼U(0,1),xt∼pt ∥vθ(t, xt)− vt(xt)∥2 (13)

This objective is intractable because both the true vector field vt and the marginal path distribution pt
are unknown. Conditional Flow Matching (CFM) circumvents this by defining a tractable conditional
probability path pt(xt|x1) and its corresponding conditional vector field ut(xt|x1). The marginal
velocity field vt can be expressed as an expectation over these conditional fields:

vt(xt) = Ex1∼q(x1|xt)[ut(xt|x1)] =
∫
pt(xt|x1)q(x1)

pt(xt)
ut(xt|x1)dx1 (14)

13
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Remarkably, CFM shows that minimizing a simulation-free objective based on the conditional
velocity field is equivalent to minimizing the intractable marginal objective. The CFM loss is:

LCFM = Et∼U(0,1),x1∼q1,xt∼pt(·|x1) ∥vθ(t, xt)− ut(xt|x1)∥2 (15)

While this makes training efficient, sampling requires solving the integral:

x1 = x0 +

∫ 1

0

vθ(s, xs)ds (16)

A.2 PROOF OF THEOREM 1

Proof. Let the augmented state observable be E(t, x) = [t, g(t, x)]T . We show that the objectives
are invariant under the transformation E 7→ ET = T−1E and L 7→ LT = T−1LT for any invertible
block-diagonal matrix T = diag(1,M).

We use two facts. First, the chain rule implies that the Jacobian transforms as:

D(ET )[1, vt] = D(T−1E)[1, vt] = T−1DE[1, vt]. (J)

Second, the matrix exponential (and thus the flow) is conjugate under T :

exp(∆tLT ) = T−1 exp(∆tL)T. (C)

Infinitesimal Consistency. The residual is Rcons = DE[1, vt]− LE. The transformed residual is:

Rcons,T = DET [1, vt]− LTET
(J),(C)
= T−1DE[1, vt]− T−1LE = T−1Rcons.

Thus, Rcons = 0 if and only if Rcons,T = 0.

Phase Loss. The residual is Rphase = E(1, x1)− eLE(0, x0). The transformed residual is:

Rphase,T = ET (1, x1)− eLTET (0, x0)

= T−1E(1, x1)− (T−1eLT )(T−1E(0, x0))

= T−1(E(1, x1)− eLE(0, x0)) = T−1Rphase.

Again, the zero set of the loss is invariant. Since the norms of the residuals are scaled by the constant
transformation T−1, the set of global minimizers is preserved under this transformation. Therefore,
the objectives only identify g up to an invertible linear transformation M .

A.3 PROOF OF PROPOSITION 1

Proof. To simplify the notation, let us define:

A(xt) = Lg(xt)

B(xt) = ∇g(xt) vt(xt)
C(xt, x1) = ∇g(xt)ut(xt | x1)

With this notation, the losses are Lmarg = Ext∼pt [∥A(xt) − B(xt)∥2] and Lcond =
Ex1∼q,xt∼pt(·|x1)[∥A(xt)− C(xt, x1)∥2].
We expand the squared norms inside the expectations:

Lmarg =

∫
pt(xt)

(
∥A∥2 − 2⟨A,B⟩+ ∥B∥2

)
dxt

Lcond =

∫∫
q(x1) pt(xt | x1)

(
∥A∥2 − 2⟨A,C⟩+ ∥C∥2

)
dxt dx1

We will now compare the terms of these two expansions one by one.

(i) First Term (∥A∥2): The first term of Lcond is
∫∫

q(x1) pt(xt | x1) ∥A(xt)∥2 dxt dx1. Since
A(xt) does not depend on x1, we can use the law of iterated expectation or simply rearrange the

14
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integral:∫∫
q(x1) pt(xt | x1) ∥A(xt)∥2 dxt dx1 =

∫ (∫
q(x1) pt(xt | x1) dx1

)
∥A(xt)∥2 dxt

=

∫
pt(xt) ∥A(xt)∥2 dxt

This is identical to the first term of Lmarg.

(ii) Cross Term (−2⟨A, ·⟩): The cross term of Lcond is
∫∫

q(x1) pt(xt | x1)
(

−
2⟨A(xt), C(xt, x1)⟩

)
dxt dx1. We analyze the integral:∫∫
q(x1) pt(xt | x1) ⟨A(xt), C(xt, x1)⟩ dxt dx1

=

∫ 〈
A(xt),

∫
q(x1) pt(xt | x1)C(xt, x1) dx1

〉
dxt

=

∫ 〈
A(xt),

∫
q(x1) pt(xt | x1)∇g(xt)ut(xt | x1) dx1

〉
dxt

=

∫ 〈
A(xt),∇g(xt)

∫
q(x1) pt(xt | x1)ut(xt | x1) dx1

〉
dxt

By definition, the marginal velocity field vt(xt) is the expectation of the conditional field ut(xt | x1)
over the posterior p(x1 | xt) = q(x1)pt(xt|x1)

pt(xt)
. So, vt(xt) =

∫
ut(xt | x1) q(x1)pt(xt|x1)

pt(xt)
dx1.

Multiplying by pt(xt) gives pt(xt)vt(xt) =
∫
q(x1) pt(xt | x1)ut(xt | x1) dx1. Substituting this

back into our expression:

. . . =

∫
⟨A(xt),∇g(xt) (pt(xt)vt(xt))⟩ dxt

=

∫
⟨A(xt), pt(xt)B(xt)⟩ dxt

=

∫
pt(xt)⟨A(xt), B(xt)⟩ dxt

This shows that the cross terms of Lcond and Lmarg are also identical.

(iii) Final Quadratic Term (∥ · ∥2): The final term of Lcond is Ex1,xt [∥C(xt, x1)∥2]. We use the law
of total variance: for a random variable Z, E[∥Z∥2] = ∥E[Z]∥2 + Var(Z). We apply this by first
conditioning on xt.

Ex1,xt
[∥C∥2] = Ext∼pt

[
Ex1∼p(x1|xt)[∥C(xt, x1)∥

2]
]

= Ext

[
∥Ex1|xt

[C(xt, x1)]∥2 + Varx1|xt
(C(xt, x1))

]
Let’s compute the inner conditional expectation:
Ex1|xt

[C(xt, x1)] = Ex1|xt
[∇g(xt)ut(xt | x1)] = ∇g(xt)Ex1|xt

[ut(xt | x1)] = ∇g(xt)vt(xt) = B(xt).

Substituting this back:
Ex1,xt

[∥C∥2] = Ext

[
∥B(xt)∥2 + Varx1|xt

(C(xt, x1))
]

= Ext
[∥B(xt)∥2] + Ext

[Varx1|xt
(C(xt, x1))]

The first part, Ext
[∥B(xt)∥2] =

∫
pt(xt)∥B(xt)∥2 dxt, is exactly the final term of Lmarg. The second

part is the discrepancy term ∆(g):
∆(g) = Ext

[Varx1|xt
(C(xt, x1))]

= Ext

[
Ex1|xt

[
∥C(xt, x1)− Ex1|xt

[C(xt, x1)]∥2
]]

= Ext

[
Ex1|xt

[
∥C(xt, x1)−B(xt)∥2

]]
= Ex1,xt

[
∥C(xt, x1)−B(xt)∥2

]
=

∫∫
q(x1) pt(xt | x1)∥∇g(xt)ut(xt | x1)−∇g(xt)vt(xt)∥2 dxt dx1

=

∫∫
q(x1) pt(xt | x1)∥∇g(xt)(ut(xt | x1)− vt(xt))∥2 dxt dx1
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Conclusion: Assembling all the terms, we have:
Lcond = Ext

[∥A∥2]︸ ︷︷ ︸
Term 1

− 2Ext
[⟨A,B⟩]︸ ︷︷ ︸

Term 2

+
(
Ext

[∥B∥2] + ∆(g)
)︸ ︷︷ ︸

Term 3

=
(
Ext

[∥A∥2]− 2Ext
[⟨A,B⟩] + Ext

[∥B∥2]
)
+∆(g)

= Lmarg +∆(g)

Since ∆(g) is the expectation of a squared norm, it is non-negative, which proves the theorem.

A.4 PROOF OF PROPOSITION 2

Proof. The proof relies on the law of iterated expectation. Let f(xt) be any measurable function of
xt. The expectation of f(xt) over the marginal distribution pt(xt) is:

Ext∼pt [f(xt)] =

∫
Rd

f(xt)pt(xt) dxt

Now, we substitute the definition of the marginal path density, pt(xt) =
∫
Rd q(x1)pt(xt|x1) dx1:

Ext∼pt [f(xt)] =

∫
Rd

f(xt)

(∫
Rd

q(x1)pt(xt|x1) dx1
)
dxt

We can combine the terms inside a double integral:

Ext∼pt [f(xt)] =

∫∫
Rd×Rd

f(xt)q(x1)pt(xt|x1) dx1 dxt

By Fubini’s theorem, we can exchange the order of integration since the integrand is non-negative (or
integrable):

Ext∼pt [f(xt)] =

∫
Rd

q(x1)

(∫
Rd

f(xt)pt(xt|x1) dxt
)
dx1

This expression can be recognized as a nested expectation. The inner integral is the expectation of
f(xt) over the conditional distribution pt(·|x1), and the outer integral is the expectation over the data
distribution q(x1):∫

Rd

q(x1)
(
Ext∼pt(·|x1)[f(xt)]

)
dx1 = Ex1∼q

[
Ext∼pt(·|x1)[f(xt)]

]
= Ex1∼q,xt∼pt(·|x1)[f(xt)]

We have thus shown the general identity Ext∼pt [f(xt)] = Ex1∼q,xt∼pt(·|x1)[f(xt)].

To prove the theorem, we simply choose f(xt) to be the squared residual of the marginal loss:

f(xt) =
∥∥Lg(xt)−∇xg(xt) vt(xt)

∥∥2
By its definition, Lmarg = Ext∼pt [f(xt)]. Applying the identity we just derived gives:

Lmarg = Ex1∼q,xt∼pt(·|x1)

[∥∥Lg(xt)−∇xg(xt) vt(xt)
∥∥2]

This completes the proof.

B EXPERIMENTAL DETAILS

This section complements Section 5 of the main paper by providing full details needed for repro-
ducibility. We describe dataset prepration, model architecture and parametrization, training schedules,
and computational resources.

B.1 PARAMETERIZATION OF THE AFFINE LIFT

We parameterize L̃ with the following block structure.

L̃ =

[
0 0 0
1 0 0
bg Agt Agg

]
(17)

This parameterization guarantees correct time evolution by design and yields affine dynamics for the
observables: ġ = bg +Agtt+Aggg. The learned parameters are the weights ϕ, ψ of the endocer
gphi and decoder g−1

ψ and the matrix blocks (bg,Agt,Agg).
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Algorithm 1: Koopman–CFM Training (simulation-free; fixed teacher, precomputed pairs)

Input: Fixed teacher velocity vCFM(t, x); encoder gϕ; decoder g−1
ψ ; affine generator L̃; precomputed buffer

B = {(x0, x1)}.
Definition: Lifted coordinate z̃(t, x) := [ 1, t, gϕ(t, x) ]

⊤.
for each minibatch do

Sample x1 ∼ q1, t ∼ U(0, 1), then draw xt ∼ pt(· | x1);

Lcons ←
∥∥∥L̃ z̃(t, xt) − Dgϕ(t, xt)[ 1, vCFM(t, xt) ]

∥∥∥2

;

Sample (x0, x1) from buffer B;

Lphase ←
∥∥∥ exp(L̃) z̃(0, x0) − z̃(1, x1)

∥∥∥2

;

Ltarget ← ℓimg

(
g−1
ψ

(
exp(L̃) z̃(0, x0)

)
, x1

)
;

Lrecon ← ℓimg

(
g−1
ψ

(
z̃(1, x1)

)
, x1

)
;

L ← λcLcons + λpLphase + λtLtarget + λrLrecon;
Update {ϕ, ψ, L̃} by backprop on L;

Algorithm 2: One-Step Koopman Sampling (matrix exponential + decode)
Input: Trained (gϕ, g

−1
ψ , L); prior p0 = N (0, I).

Input: Lifted coordinate z(t, x) := [ 1, t, gϕ(t, x) ]
⊤.

Precompute E ← exp(L);
Sample x0 ∼ p0;

return x̂1 ← g−1
ψ

(
E z(0, x0)

)
;

Data. We evaluate our approach on three datasets of increasing difficulty. MNIST contains 60,000
training and 10,000 test grayscale images of handwritten digits at resolution 28× 28. FFHQ (Flickr-
Faces-HQ) was downscaled to 32×32 resolution, from which we use all 70,000 RGB images. Finally,
CIFAR-10 provides 50,000 training and 10,000 test images at resolution 32× 32 across 10 object
classes. This progression from simple digits to natural faces and general object classes allows us to
systematically study the performance of our method as task complexity increases.

Model Architecture. For all datasets, we employ a consistent backbone architecture: a SongUNet
used as both encoder and decoder. To reduce the overall parameter count, we restrict the encoder
output and decoder input to a single channel. Moreover, to obtain explicit control over the Koopman
dimension, we optionally append a linear projection from the flattened UNet output to the target
latent dimension.

Training Details. Before training our pipeline, we pre-trained an OT-CFM model following the
reference implementation provided in the torchcfm code examples. From this model, we generated
between 104 and 106 (x0, x1) pairs (see Table 3 for exact counts per dataset), which served as inputs
for computing the target loss. All models were trained using the Adam optimizer under identical
training protocols across datasets. Experiments were carried out on NVIDIA A40, H100, and A100
GPUs. Additional hyperparameters, including learning rates, batch sizes, and training schedules, are
reported in Table 3.

C ABLATIONS

This section expands the analysis of Section 5 by presenting ablations that clarify the role of each
loss term, the effect of Koopman dimension, the impact of consistency on trajectory fidelity, and the
interpretability of modes.
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MNIST FFHQ CIFAR-10

CFM iterations 200k 800k 800k
Batch size 128 256 124
Learning rate 0.0001 0.0001 0.0001
Koopman iterations 70k 600k 800k
Target weight (w/o Lcons – w/ Lcons) 1.0 – 1.0 1.0 – 0.01 1.0 – 0.01

Operator Dimension 1026 1026 1026
UNet Output Channels 1 1 1
UNet Base Channels 64 64 64
UNet Channels Multiplier [1,2,2] [1,2,2,2] [1,2,2,2]
Linear Projection ✓ ✗ ✗

Table 3: Training hyperparameters for Koopman–CFM on MNIST, FFHQ, and CIFAR-10. Linear
projection refers to the projection head at the UNet encoder output (resp. decoder input). Since loss
terms are not of the same order of magnitude, the target loss was reweighted by the given parameter.
Koopman iterations denote the number of iterations for the overall pipeline, while CFM iterations
correspond to the underlying CFM model.

C.1 IMPACT OF LOSS TERMS

Table 4 shows the effect of adding loss components across datasets. Phase and reconstruction alone
yield poor FIDs, as they impose no constraint in image space. Adding the target loss improves fidelity
by supervising decoded samples. Adding the consistency loss (weight 0.01) slightly worsens FID
(e.g., FFHQ 7.5 → 10.1), since it regularizes the model to follow the teacher’s nonlinear trajectories
rather than shortcutting through straighter ones. This increases trajectory faithfulness at the cost of
marginally higher endpoint error. We argue this tradeoff is beneficial: while endpoint-only distillation
can optimize FID, it fails to capture the true generative flow (cf. Table 5, Fig. 5). Consistency-
trained models achieve competitive FIDs while uniquely enabling spectral decomposition and robust
downstream performance.

Table 4: Loss ablation across datasets showing the effect of incrementally adding loss components

Dataset Lrecon + Lphase Lrecon + Lphase + Ltarget Lrecon + Lphase + 0.01Ltarget + Lcons

MNIST 143.5 6.43 11.6
FFHQ 41 7.5 10.1
CIFAR-10 64.5 16.7 14.1

C.2 TRAJECTORY FIDELITY WITH AND WITHOUT CONSISTENCY LOSS

Table 5: MSE between trajectory rollouts between CFM and Koopman dynamics in latent space:
we generate 1000 full trajectories {xt} via CFM encode in the Koopman latent space g(t, xt) and
compare them with Koopman rollouts g(xt) = eLtg(t = 0, x0).

Dataset Min Max Mean MSE Std Dev

FFHQ (w/ consistency) 3.0× 10−6 1.3× 10−5 5.0× 10−6 1.0× 10−6

FFHQ (w/o consistency) 5.24× 10−4 2.66× 10−3 1.30× 10−3 2.95× 10−4

CIFAR-10 (w/ consistency) 4.0× 10−6 3.7× 10−5 1.0× 10−5 4.0× 10−6

CIFAR-10 (w/o consistency) 3.46× 10−4 7.01× 10−3 1.74× 10−3 6.36× 10−4

We illustrate in Figure 5, the impact of consistency on trajectory fidelity. Notably, the consistency
trained models trajectories closely tracks the teacher’s nonlinear path. In contrast, the purely distilled
model trajecotry diverges significantly, learning an unaligned shortcut, but with correct boundaries.
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Without consistency loss With consistency loss

Figure 5: t-SNE visualization of CFM and Koopman trajectories in the embedding space on FFHQ.
The consistency loss makes Koopman rollouts (dotted) follow the teacher dynamics (continuous)
more closely. This is seen both in the proximity of trajectories and in the alignment of their endpoints.
Circles mark starting points and squares mark end points.

Figure 6: Left: First three columns are some decoded modes of the generator trained without
consistency loss, and the next three are those obtained from the generator trained with consistency.
Right: Mean coefficients |ci|2 projected on the generator modes ordered by corresponding eigenvalue
magnitude |λi|2. Top corresponds to the spectrum along the modes obtained from training with
consistency and bottom to those obtained from training without consistency

This confirms that while a better FID can be achieved by ignoring the teacher’s dynamics, doing so
prevents the model from learning a faithful representation of the generative process.

C.3 MODES WITH AND WITHOUT CONSISTENCY

Figure 6 illustrates how consistency qualitatively changes the learned Koopman modes. Without
consistency, individual modes tend to decode into entire faces—effectively full puzzle pieces—which
suggests poor disentanglement, as each mode redundantly encodes the whole sample. By contrast,
with consistency, the modes behave like localized “patch bases,” decomposing faces into locally
meaningful components (e.g., hair, eyes), reminiscent of Fourier modes assembling a signal from
parts. This interpretation is reinforced by the spectral profile on the right of Fig. 6: with consistency,
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coefficients decay smoothly with eigenvalue magnitude, closely resembling a Fourier spectrum,
whereas without consistency the spectrum remains flat, indicating the absence of structured decompo-
sition. Together with the perturbation experiments in Fig. 6 and the downstream robustness results in
Fig. Figure 7.a, Figure 7.b, Figure 7.c, these findings confirm that consistency is crucial for learning
a Koopman operator that provides an interpretable, basis-like decomposition of generative dynamics.

C.4 FUNCTIONAL ROBUSTNESS ON DOWNSTREAM TASKS

Finally, we evaluate if this interpretable structure translates to functional robustness on challenging
downstream tasks: inpainting, super-resolution, and denoising. These tasks test the model’s ability
to perform conditional generation, which depends on the quality of its learned dynamics. For a
corrupted input encoded to z1,corr, we reconstruct by adding noise at t = 0 and evolving it through
the learned process:

z0,corr = e−Lz1,corr ; xrecon = g−1
ψ (eL(z0,corr + noise))

As shown in Figure 7, the consistency-trained model significantly outperforms the ablation model
across all tasks. This superior performance is a direct consequence of the structured, Fourier-like basis
described above. Because its learned dynamics can induce local, patch-based semantic modifications,
the model is uniquely equipped to solve tasks that require local reasoning, like inpainting a missing
patch. The purely distilled model fails and simply reproduces the same image, showing that it learned
the noise to data map, but not much about the underlying image data distribution.

Figure 7.a Inpainting Figure 7.b Super-Resolution Figure 7.c Denoising

Figure 7: Performance on structured generative tasks. For each task, we show the input, the corrupted
image, the result from our consistency-trained model, and the result from the ablation model. Our
model consistently produces coherent, high-fidelity results, while the ablation model fails.

D UNCURATED SAMPLES

This section supplements Section 5 by showing uncurated generations and reporting wall-clock
sampling times, illustrating the tradeoffs between, speed, fidelity and interpretability.

E RECOVERING KOOPMAN MODES IN PIXEL-SPACE DYNAMICS: EXTENDED
RESULTS

We provide extended results from the experiment of 5.5.

Results and Discussion: As shown in Figure 9, the results seems to provide a validation of our
approach. The model trained with the consistency loss (Lcons) unlocks a degree of compositional
control over the CFM teacher. We observe the ability to apply specific attributes—such as adding or
removing hats and glasses—while preserving the subject’s identity. This demonstrates a high degree
of compositional capacity.

Furthermore, this experiment gives rise to the concept of a learned ”attribute catalogue.” It seems
like the visual appearance of the decoded modes (Column 12) can hint at their functional effect,
indeed we see that hats and glasses seems to be associated with the mode that appears to be wearing
a hat and glasses. This may allow to browse a dictionary of learned Koopman modes and using them
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MNIST (uncurated) FFHQ (uncurated) CIFAR-10 (uncurated)

Figure 8: Uncurated samples from our Koopman generative model across three datasets. All samples
are obtained via our one-step strategy.

Figure 9: The consistency loss is critical for semantic control. Each row shows an optimized
noise perturbation steering the original CFM model. Top: Our model, trained with Lcons, achieves
compositional edits like adding a adding or removing hats and glasses while preserving identity.
Bottom: An identical model trained without Lcons fails, producing only noise. This ablation proves
that our consistency loss is essential for learning a dynamically-aligned and interpretable latent space

to steer CFM sampling towards desired edits. This optimization procedure yields non-trivial noise
perturbation xpert.

Crucially, the ablation study shown in the bottom block of Figure 9 is definitive. The model trained
without Lcons completely fails to produce any coherent semantic changes. This stark contrast proves
that the observed compositional control is not an accidental property but a direct consequence of
enforcing infinitesimal consistency along the entire generative trajectory. It is the Lcons term that
forces the Koopman latent space to become a dynamically faithful and interpretable map of the
teacher’s own generative manifold.

F EXTENDED SURVEY ON INTERPRETABILITY OF GENERATIVE MODELS

There is a rich body of work on understanding how generative models transform noise into data. Early
research on VAEs and GANs focused on analyzing their latent spaces. Variational Autoencoders were
used to learn disentangled representations of data Bengio et al. (2013), i.e., latent codes that separate
the underlying generative factors of variation Higgins et al. (2016); Burgess et al. (2018); Kim & Mnih
(2018); Khemakhem et al. (2020). The success of Generative Adversarial Networks Goodfellow et al.
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(2014) prompted similar studies Chen et al. (2016). Because the latent space of GANs is not explicitly
structured, research focused on identifying directions that correspond to interpretable generative
factors, enabling controlled image editing Jahanian et al. (2020); Härkönen et al. (2020); Voynov
& Babenko (2020); Shen & Zhou (2021). The rise of diffusion and flow models as state-of-the-art
generative methods naturally raised the question of whether such interpretability techniques could be
extended to these models. However, their iterative generation process and the prevalence of complex,
learnable control mechanisms Zhang et al. (2023) have not yielded equally simple or powerful
methods for interpretation and editing. Existing approaches tend to be more complicated and lack
the conceptual clarity and usability of those developed for VAEs and GANs Kwon et al. (2022);
Yang et al. (2023); Meng et al. (2022); Kulikov et al. (2024). In contrast, our method preserves
the dynamical-systems view of these models while enabling simple and interpretable latent-space
manipulations.
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