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Abstract—Do you want a personal housekeeper robot? This
project seeks to endow robots with the capability of tidying
up messy rooms with brief natural language descriptions of the
environment. We address three key challenges: (i) incomplete map
information in the description, (ii) commonsense understanding
of object locations, and (iii) long-horizon planning and acting
to achieve the objective. To tackle these challenges, we leverage
Large Language Models’ (LLMs) understanding of typical layouts
of human-living environments and object locations, as well as
programming and control skills for action execution. Specifically,
we prompt ChatGPT to reconstruct complete map representations
from partial descriptions, then generate a high-level action plan
in the form of Python functions, and finally refine the plans
with atomic actions executable by the robot. We show that our
framework enables effective room tidying with limited human
instruction guidance. On simulation and real-world maps, it is
able to find a place missing out from human description within
three interactions with humans. In the simulation environment,
it is capable of putting more than 80% household objects in
their desired place. This study provides preliminary evidence that
LLMs have common sense about the spatial layout of human-
living environments and object arrangements, and this work
connects this knowledge to robotics tasks.

I. INTRODUCTION

Imagine a robot housekeeper that can operate in any house
in the world, and you invite it to your messy home to put
things back in place. The robot has no idea of the layout of
your room, though it would be better if it knew how to perform
the task once you briefly describe your house. However, this
seemingly easy task has a plethora of challenges, such as:

i. Your description might not contain the complete informa-
tion for the robot to navigate between two locations. For
example, you may miss out bathroom in your description,
then the robot has to infer the location of the bathroom
in order to put a toothbrush in place. This common sense
is absent in many existing robotic systems.

ii. The robot may not know where the misplaced objects
should be, as this involves understanding the functionality
of objects and human living habits. For instance, typical
robots should know that a cup cannot float in the air, but
they may not comprehend why the cup should not be
placed on a sofa.

iii. The robot needs to reason about the actions to put the
objects pack in place. This involves both navigation and
manipulation at a potentially long horizon.

In this project, we examine these three key issues by
exploiting the commonsense and planning capabilities that

Large Language Models (LLMs) embody. Specifically, our
approach involves exploiting the knowledge from LLMs at
three levels, i.e., spatial layout understanding, commonsense
reasoning, and programming and control skills. First, LLMs are
utilized to construct comprehensive map representations from
incomplete textual descriptions of the environment. Then, we
use LLMs to generate high-level task plans for room tidying.
Finally, these high-level plans are refined to atomic actions
that are executable by a robot. Our system is illustrated in
Figure 1.

Experimentally, our approach shows promising results in
typical human-living environments. To evaluate LLMs’ under-
standing of spatial layout, we designed a task where LLMs
are asked to recover a full map representation from a partial
human language description. We show that LLMs have a
decent understanding of typical layouts and can recover map
information with a small amount of human guidance. Then,
we evaluate LLMs’ capability on object re-arrangement in
a simulated household environment. We discovered that our
framework enables it to put more than 80% of objects back
in the correct places. These findings demonstrate that LLMs
have the common sense knowledge that is critical to household
tasks but has not been fully explored by existing work.

II. RELATED WORK

Task and Motion Planning. Task and Motion planning [15]
[7] is a principled framework that allows robots to perform
long-horizon tasks. Previous work utilizes symbolic planning
and pre-defined domains as underlying action languages [3]
[10] [4] [6]. The development of LLMs has exhibited significant
potential in planning and reasoning for simple tasks [14] [5]
[9] [8]. Previous works studies fine-tune LLMs with addi-
tional environment inputs [12] or directly output actions [16].
However, these studies solely depend on language instructions
using an open-world vocabulary, which may potentially result
in ungrounded plans. Recent work used programmatic LLMs
prompts for multi-task planning [13]. Our framework adopts
the Pythonic program representation from [13] to interact with
LLMs. However, our task has a much longer horizon as it
involves both navigation and manipulation, and we not only
exploit LLM’s actionable knowledge but also their common
sense understanding of spatial layout and object locations.

LLMs for Robotics Tasks. Previous research has integrated
commonsense knowledge into robot tasks [5] [1] [19]. Some
work extracts commonsense knowledge on object configurations
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Fig. 1: The proposed system architecture. We exploit LLM’s commonsense reasoning capability to construct maps from partial
descriptions, identify misplaced objects in the first two stages, and eventually use LLM to complete the action plan for execution.

from LLMs and applies it to various scene geometries for object
rearrangement [2] [9], whereas others focus on the common
sense of object relationships in the environment for efficient
object-goal navigation [18]. Another recent work [17] seeks to
learn user preference with LLMs for object re-arrangements.
Our work is different from these prior works in that, we study
LLMs’ common sense knowledge of spatial layouts and object
placements in typical human-living environments, and integrate
it with planning to achieve both navigation and object re-
arrangement with partial description of the environment.

III. METHODOLOGY

A. Problem Formulation

In this task, we focus on putting misplaced objects back to
their typical locations with a partial prior map, e.g., returning
a book on the sofa to the shelf, and we assume only partial
map information of the environment and flawless execution of
low-level actions. Ideally, the task consists of three stages.

i. Model initialization. The user provides a description of
the environment’s layout, which could only be partial, as
well as descriptions of the objects in the room.

ii. Planning and model update. The agent generates a high-
level plan for re-arranging the objects, e.g., "move the book
on the living room sofa to the study room bookshelf." If the
target location is not in the given partial map description,
the LLM would propose a potential position for the study
room and add it to the current map representation.

iii. Repeat the previous stage for every misplaced object.
However, this formulation makes it hard to evaluate a

system’s performance, as the model update and planning are
intervened. Here we make a simplifying assumption that the
agent should recover the complete map information before
planning. The actual formulation is as follows.

i. Model initialization. This step remains the same.
ii. Map recovery. Given the partial description of the envi-

ronment, the agent interacts with the user to recover a

full map representation. The challenge is that the agent
should have commonsense understanding of the typical
spatial layouts of household environments to minimize
interactions with the user.

iii. Planning. Given the description of objects in the scene
from the user and the map representation, the agent returns
misplaced objects to their desired locations. The challenges
are to identify the misplaced objects and their desirable
locations, and to generate executable plans.

iv. Repeat the previous stage for every misplaced object.

B. Proposed Framework

Given the partial human description of the map T , language
description of scene S, and description of locations of all
movable objects O in the scene, our framework consists of
three stages.

1) Stage 1: Construct Map Representation from Partial
Information: We iteratively recover a full map representation
G from the partial language description T with an LLM, i.e.,

G0 = LLM(T, P1,0) (1)
Gi = LLM(Gi−1, P1,i), i = 1, 2, 3, ... (2)

where Gi−1 is an intermediate map representation, and P1,i is
a prompt provided by the human indicating the correctness of
the map so that the LLM can update it in the next round. The
iteration stops when the complete graph has been obtained.
The final map G is the last map generated by the LLM, i.e.,

G = GN (3)
where N is the number of iterations taken. Here we use a
Pythonic topological graph representation for G where each
node is a subspace of the environment with a distinct semantic
meaning, e.g., living room. We use such a representation for
two reasons: (i) Topological structure is sufficient to enable the
agent to navigate across places, assuming low-level navigation
skills are provided by the simulator; (ii) Pythonic programming
language offers a concise and structured description of the



TABLE I: Results on the map reconstruction task.

Environment # Places Left-Out Places # Interaction Rounds

Ours Random Guess

VH Apartment 5 Bathroom 1.20 ± 0.45 2.82 ± 1.50
Bedroom 1.60 ± 0.55 3.32 ± 1.43

Real Apartment 15 Bathroom 3.20 ± 1.30 8.00 ± 4.56
Bedroom 2.40 ± 0.55 7.20 ± 4.01

Hospital 20 Nurse’s Station 1.40 ± 0.55 7.60 ± 5.64
Bathroom 2.20 ± 2.17 5.60 ± 2.93

School 17 IT Service 3.40 ± 3.13 6.60 ± 3.39
Bathroom 3.60 ± 1.34 5.00 ± 5.10

Airport 25
Immigration 1.80 ± 0.45 7.20 ± 6.85
Bathroom 1.60 ± 0.55 6.20 ± 5.23
Info Desk 1.60 ± 1.34 8.20 ± 3.31

Mall 18 Bathroom 5.80 ± 0.83 7.40 ± 3.38

topological graph, compared to free-form natural language.
To illustrate, an example is presented in Appendix VI-C.
2) Stage 2: Generate High-level Action Plan: In this stage,

we generate a high-level action plan ζ from map representation
G and the description of the location of objects O, i.e.,

ζ = LLM(G,O, P2) (4)
where P2 is a prompt stating the objective of generating a
high-level plan.

Here ζ is in the form of a list of Pythonic func-
tion skeletons that achieve the objective at the high
level, e.g., move_object_from_placeA_to_placeB.
The challenge here is identifying misplaced objects and
providing a sketch solution accordingly. The high-level plans
will be grounded into executable actions in the next stage.
We disentangle stage 2 and stage 3 because we found that
this progressive-style query allows the LLM to produce more
sensible outputs. This is similar to humans, who may better
solve a problem if guidance is given along the way.

3) Stage 3: Generate Executable Actions: Finally, we
generate an executable action plan ξ from ζ, i.e.,

ξ = LLM(ζ, P3) (5)
where P3 is a prompt specifying the set of executable actions
and asking for a concrete action plan. Here, LLM needs to
understand the capabilities of our agent and complete the
skeletal program ζ with actions executable by our agent.

The full system architecture is illustrated in Figure 1.

IV. EXPERIMENTS

In this subsection, we seek to verify the following hypotheses
for our framework:
H1. LLMs embody commonsense knowledge about spatial

layouts of typical human-living environments, enabling
map construction with only partial descriptions.

H2. LLMs have commonsense knowledge about the typical
placement of common objects.

H3. Hierarchical planning enables LLMs to better reason at a
long horizon, compared to "end-to-end" planning.

As H1. focuses on map representation construction while H2.
and H3. are related to object manipulation, we will use separate

Fig. 2: Example of a real-world map. The regions marked
by the blue boxes represent the areas missing from the user
descriptions, which are subsequently recovered by the LLM.

experiments to verify the hypotheses. In all experiments, we
use GPT-3.5-turbo, 2023 March 23 version from OpenAI.

A. Experiments on Map Construction

This subsection focuses on H1.. We use simulation environ-
ments and real-world scenes to test the model’s capability of
recovering the full map representation from partial information.
For simulation environments, we will be using maps from
the VirtualHome (VH) [11]. The platform simulates diverse
household scenes, which suits our intended application sce-
narios. Moreover, we use real-world maps of diverse places
to better understand LLM’s capability. We choose common
public and private places, including hospitals, malls, airports,
and apartments, to cover diverse human-living environments.

1) Metrics:
i. Number of Interaction Rounds: The number of rounds

required to recover one missing place on average. This
number quantifies the amount of human effort required
to exploit such common sense for map recovery.

2) Results: Results are presented in Table I. It can be
observed that LLMs are capable of suggesting the correct
location for unseen places within three interaction rounds.
However, our method performs less well on a mall layout, due
to a non-typical layout in one of the test cases: a bathroom is
next to a health store. Nevertheless, compared to the random
guesser, our framework reduces interactions by up to 80% and
has a much smaller variance in performance, supporting H1..

One example of a real-world map is presented in Figure 2.
More examples are given in Appendix VI-C.

B. Experiments on Room Tidying

This subsection focuses on H2. and H3.. As object relocation
involves actions and executions, we perform our evaluation in
purely simulation environments, i.e., VirtualHome [11]. The
simulator contains models for approximately 130 kinds of
common household objects, which makes the task challenging.



TABLE II: Results on the room arrangement task. The full table with standard deviations is in Appendix VI-D.

Room Method

Number of Misplaced Objects

2 4 8 12

SRC ER GCR SRC ER GCR SRC ER GCR SRC ER GCR

Living Room Our Method 1.00 1.00 1.00 0.80 0.76 0.95 0.60 0.83 0.73 0.40 0.70 0.69
ProgPrompt 0.60 1.00 0.70 0.40 0.92 0.70 0.00 0.98 0.20 0.00 0.79 0.15

Kitchen Our Method 0.60 1.00 0.70 0.60 0.90 0.83 0.60 0.93 0.85 0.20 0.76 0.78
ProgPrompt 0.60 0.96 0.70 0.20 0.97 0.65 0.20 0.98 0.50 0.00 0.94 0.17

Bathroom Our Method 1.00 1.00 1.00 0.60 1.00 0.90 0.40 1.00 0.90 0.40 0.96 0.57
ProgPrompt 0.40 0.89 0.50 0.20 0.93 0.45 0.00 0.89 0.35 0.00 0.81 0.20

Bedroom Our Method 0.80 0.90 0.90 0.80 0.96 1.00 0.40 0.96 0.93 0.60 0.98 0.65
ProgPrompt 0.40 0.91 0.60 0.20 0.82 0.35 0.00 0.96 0.25 0.00 0.94 0.22

To initialize the environment, we randomly place k movable
objects at locations where they typically do not appear, e.g., we
could place a cup on a sofa. Then we execute our framework
as described in Section III-B. However, as we now focus on
room tidying only, we will ensure that the recovered map
representation is correct.

1) Metrics:
i. Success Rate (SR): One success is an indicator variable

that takes the value one only if all objects are returned
to their desired places, as deemed appropriate by humans.
The success rate is the fraction of success among all trials,
reflecting the overall system performance.

ii. Execution Rate (ER): ER is defined as the fraction of
atomic actions in the action plan executable by the agent,
regardless of whether or not it contributes to the task
objective (return objects to their desired places). This
metric reflects the LLM’s ability to understand the agent’s
capability and perform planning and control.

iii. Goal Condition Rate (GCR): GCR is the fraction of the
objects returned to their desired places over the total
number of misplaced objects. This metric measures the
extent to which the agent can complete the task and can
be viewed as a more granular metric compared to SR.

2) Results: Full results are presented in Table II. Across all
environments and the number of misplaced objects, our method
can return most of the objects (GCR > 60%). In environments
with fewer misplaced objects, our SR and GCR are close to 1.
This shows that LLMs have common sense knowledge about
object placement, supporting H2..

The GCR of our method exceeds 60% for all setups, and
sometimes 80% for scenarios with a small number of misplaced
objects, such as 2 or 4. It shows the ability of LLMs to identify
misplaced objects and their proper locations, supporting H2..

Compared to ProgPrompt, our approach exhibits significant
improvements in SR and GCR. In particular, when there are a
large number of misplaced objects, e.g., 8 and 12, the baseline
ProgPrompt almost never completes a trial (SR ≈ 0). This
shows that our hierarchical planning is effective in enabling
LLMs to reason about action plans. It is interesting to see
that ProgPrompt has a high ER even when the SR is zero,
suggesting that ProgPrompt tends to generate executable but
irrelevant actions for the task, such as picking up an object

and then putting it back in the same location. This supports H3.
that our hierarchical planning enables LLMs to better reason
about action plans. In fact, this result is rather intuitive, just
like humans who write better articles with an outline. We hope
this finding to be transferable to other tasks.

However, one common failure case of our method is its
tendency to put objects in one place regardless of their
functionality and desirable locations. For example, when there
are clothes, fruits, and plates on a sofa, LLMs may move all the
items inside the kitchen cabinet. We conjecture that this is due
to its limitation in understanding the physical and functional
structure of human-living environments.

V. DISCUSSION

In this paper, we presented a framework that enables an
agent to perform room tidying with a partial map description.
Specifically, we exploit LLMs’ common sense about spatial
layout and object arrangements to recover map information and
generate high-level plans to return misplaced objects. Then,
we exploit its capability of planning to ground the high-level
task plans into low-level actions for execution. We show that
our framework enables successful map recovery and object
re-arrangement with limited human guidance.

Apart from the results, there are several key takeaways. First,
LLMs have a common-sense understanding of typical human-
living environments, which could be useful for robot navigation
tasks, especially when the map information is incomplete.
Second, LLMs understand typical object placement, which is
important for housekeeping tasks. Third, hierarchical planning
allows LLMs to better reason about action plans. We hope
these insights to be useful in future research.

While our approach shows promising results, our system has
some limitations. First, it does not have a recovery mechanism
for cases where the objects are returned to the wrong place.
Second, this framework requires humans to be in the loop,
which might be inconvenient for users in practice. Moreover,
common sense is only applicable to typical scenarios, but there
might be variance in user preference in reality. We acknowledge
the limitations, but we hope this work provides insights into
exploiting LLMs for household tasks.
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VI. APPENDIX

A. Example of Map Construction
As an illustration, the following conversation history between

a user and ChatGPT shows how we construct a complete
Pythonic topological map representation of the environment
from a partial natural language description in stage 1.

---- The conversation begins ----
User: I am in my apartment. Upon stepping into the
living room, the kitchen is on my right-hand side
and one study room is on my left-hand side. Please
tell me the potential position for a bedroom.
Please utilize Python to create a topological graph
of the apartment, with nodes representing rooms and
edges indicating the connections between them.

ChatGPT: Certainly! I can help you visualize the
apartment layout using Python and create a topologi-
cal graph for it. To represent the graph, we can use the
NetworkX library in Python. Here’s an example code
that creates the topological graph for your apartment
layout:
import networkx as nx



# Create a directed graph
G = nx.DiGraph()

# Add nodes representing the rooms
G.add_node(’Living Room’)
G.add_node(’Kitchen’)
G.add_node(’Study Room’)
G.add_node(’Bedroom’)

# Add edges representing the
# connections between rooms
G.add_edge(’Living Room’, ’Kitchen’)
G.add_edge(’Living Room’, ’Study Room’)
G.add_edge(’Living Room’, ’Bedroom’)

In this code, we create a graph from NetworkX. We
add nodes for each room (’Living Room’, ’Kitchen’,
’Study Room’, and ’Bedroom’) using the add_node
method, and we add edges to represent the connec-
tions between the rooms using the add_edge method.
You can modify the code to add more rooms or adjust
the connections as per your apartment layout.

User: Hi, I explored the living room and discovered
that there is no bedroom connected to it. Could you
please suggest a potential position for the bedroom
and update the topological graph accordingly?

ChatGPT: Certainly! If there is no bedroom con-
nected to the living room, we can consider adding
the bedroom adjacent to the kitchen. Here’s the
updated code that reflects this potential position for
the bedroom:
import networkx as nx

# Create a directed graph
G = nx.DiGraph()

# Add nodes representing the rooms
G.add_node(’Living Room’)
G.add_node(’Kitchen’)
G.add_node(’Study Room’)
G.add_node(’Bedroom’)

# Add edges representing the
# connections between rooms
G.add_edge(’Living Room’, ’Kitchen’)
G.add_edge(’Living Room’, ’Study Room’)
G.add_edge(’’Kitchen’, ’Bedroom’’)

In this updated code, I added a new node for
the ’Bedroom’ using the add_node method, and
I also added a new edge from the ’Kitchen’ to
the ’Bedroom’ using the add_edge method. This
represents the potential position for a bedroom in
your apartment layout.
Running this code will generate a topological graph
that includes the ’Bedroom’ as a node connected to
the ’Kitchen’.

User: I explored the kitchen and discovered the
bedroom. Thanks for your suggestions. Now, I am

looking for the bathroom. Could you please suggest
a potential position for bathroom and update the
topological graph accordingly?

ChatGPT: Certainly! Based on the information you
provided, we can consider adding the bathroom
adjacent to the bedroom. Here’s the updated code
that reflects this potential position for the bathroom:
import networkx as nx

# Create a directed graph
G = nx.DiGraph()

# Add nodes representing the rooms
G.add_node(’Living Room’)
G.add_node(’Kitchen’)
G.add_node(’Study Room’)
G.add_node(’Bedroom’)

# Add edges representing the
# connections between rooms
G.add_edge(’Living Room’, ’Kitchen’)
G.add_edge(’Living Room’, ’Study Room’)
G.add_edge(’Kitchen’, ’Bedroom’)
G.add_edge(’Bedroom’, ’Bathroom’)

In this updated code, I added a new node for the
’Bathroom’ using the add_node method, and I added
a new edge from the ’Bedroom’ to the ’Bathroom’
using the add_edge method. This represents the
potential position for the bathroom adjacent to the
bedroom.
Running this code will generate a topological graph
that includes the ’Bathroom’ as a node connected to
the ’Bedroom’.

---- The conversation ends ----

Remarks: In the above conversation, ChatGPT took two
rounds for the bedroom and one round for the bathroom to
complete the map construction.

B. Example of Room Tidying

As an illustration, the following conversation history between
a user and ChatGPT shows how we generate high-level plans
and ground these to executable actions in stage 2 and 3.

---- The conversation begins ----
User: Imagine yourself as a housekeeper in my
apartment. At the moment, you find yourself in the
living room where you observe a cupcake and a
clothes pile resting on the sofa. Additionally, on the
table, there is a mug, a book and a toothbrush on the
table. In this situation, what steps would you take?

ChatGPT: Here are the function names for the actions
I would take in this scenario:
1. put_cupcake_in_livingroom_sofa_to_kitchen_counter
2. put_clothespile_in_livingroom_sofa_to_bedroom_closet
3. put_plate_in_livingroom_table_to_kitchen_sink
4. put_book_in_livingroom_table_to_bedroom_nightstand
5. put_toothbrush_in_livingroom_table_to_bathroom_counter



User: Please modify the given function,
"put_toothbrush_in_livingroom_sofa_to_bathroom_counter"
as demonstrated in the example function below.
[ProgPrompt Sample tasks]

ChatGPT:
def put_toothbrush_in_livingroom_sofa_to_
bathroom_counter():

# 0: walk to living room
walk(’livingroom’)
# 1: find sofa
find(’sofa’)
# 2: look for toothbrush on the sofa
lookat(’sofa’)
find(’toothbrush’)
# 3: grab toothbrush
assert(’close’ to ’toothbrush’)
grab(’toothbrush’)
# 4: walk to bathroom
walk(’bathroom’)
# 5: find bathroom counter
find(’bathroomcounter’)
# 6: put toothbrush on counter
assert(’toothbrush’ in ’hands’)
puton(’toothbrush’, ’bathroomcounter’)
# 7: Done

---- The conversation ends ----



C. Examples of Real-World Map Reconstruction

(a) Real-world apartment (b) Real-world mall

(c) Real-world hospital

Fig. 3: Examples of real-world maps. The regions marked by the blue boxes represent the areas missing from the user
descriptions, which are subsequently recovered by the LLM.

D. Additional Results
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