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ABSTRACT 
Despite the clear benefts that social connection ofers to well-being, 
strangers in close physical proximity regularly ignore each other 
due to their tendency to underestimate the positive consequences 
of social connection. In a between-subjects study (N = 49 pairs, 98 
participants), we investigated the efectiveness of a humanoid robot, 
a computer screen, and a poster at stimulating meaningful, face-to-
face conversations between two strangers by posing progressively 
deeper questions. We found that the humanoid robot facilitator was 
able to elicit the greatest compliance with the deep conversation 
questions. Additionally, participants in conversations facilitated 
by either the humanoid robot or the computer screen reported 
greater happiness and connection to their conversation partner 
than those in conversations facilitated by a poster. These results 
suggest that technology-enabled conversation facilitators can be 
useful in breaking the ice between strangers, ultimately helping 
them develop closer connections through face-to-face conversations 
and thereby enhance their overall well-being. 
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1 INTRODUCTION 
Engaging in social interactions with other people, even strangers, 
can have far-reaching physical and mental health benefts [32, 40, 
45]. More specifcally, engaging in face-to-face social interactions 
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Figure 1: In a between-subjects study, we investigated the 
efectiveness of a humanoid robot, a computer screen, and 
a poster at stimulating meaningful, face-to-face conversa-
tions between two strangers by posing progressively deeper 
questions. The image shows participants in the computer 
screen condition discussing the question, “What is one thing 
you’re most grateful for in your life?” The room was always 
equipped with a humanoid robot and a computer screen to 
control the presence of novel objects for all participants. 

has been shown to be linked to greater increases in well-being 
than computer-mediated communication (e.g., instant messaging, 
social media) [28]. As the adoption of technology becomes more 
ubiquitous, investigating how technologies can best be leveraged 
to maximize well-being becomes increasingly important. 

The relationship between technology and social connection has 
been complicated. On one hand, indiscriminately consuming sen-
sationalized content on today’s social media platforms can lead to 
isolation, loneliness, social comparison, anxiety, and other harmful 
efects [21, 56, 60]. On the other hand, technology can be instru-
mental in helping people forge and maintain lasting relationships 
[29, 31, 45], especially by enabling instant communication across 
vast physical barriers (e.g., Zoom, Skype, iMessage) [46]. In this 
study, we set out to explore whether technology can also be benef-
cial when used to encourage meaningful face-to-face connections 
between people in the same physical space. 

Even without physical distance, forging meaningful connections 
with people can still be difcult. Recent studies have shown that 
despite being able to interact face-to-face, people routinely ignore 
strangers in their close proximity, which partly results from their 
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tendency to underestimate the positive consequences of social en-
gagement and overestimate the negative consequences [11, 12, 42], 
mistakenly believing that others would be uninterested in talking 
to them [47]. Moreover, even when people do talk to strangers, 
they tend to overestimate how awkward discussing personal top-
ics might be and underestimate how interested others may be in 
their personal revelations, which can keep them from engaging in 
deeper and more meaningful conversations [26]. Given that talking 
about deep topics (e.g., “What is one thing you are most grate-
ful for?”) often leaves people feeling happier and more connected 
to their conversation partner than talking about shallower topics 
(e.g., “What is your favorite TV show?”), systematic miscalibrations 
about conversations can lead people to be less social than would 
be optimal for their well-being in everyday life [11, 26, 63, 64]. 

To explore how technology might be able to help strangers over-
come the reluctance to engage in deep conversations with each 
other, we designed a study that leveraged diferent conversation 
facilitators to encourage pairs of unacquainted individuals to con-
verse with each other. We investigated three diferent conversation 
facilitators that vary in their intrusiveness and human-likeness: a 
humanoid robot, a computer screen, and a poster. We found that 
participants in conversations facilitated by either the humanoid 
robot or the computer screen reported greater happiness after the 
experience as well as a higher level of connectedness to their con-
versation partner than those in conversations facilitated by a poster 
displaying the same question prompts. As technology becomes an 
essential part of our social lives, our work opens new possibilities 
for technologies to facilitate in-person social interactions and deep 
conversations for greater connectedness and emotional well-being. 

2 BACKGROUND 
In this section, we review literature related to how strangers en-
gage in conversations, including the barriers they experience when 
starting conversations. We also examine prior work investigating 
the current state of computer-mediated conversations in groups 
of people who have not previously met before. Noting the unique 
social attributes of humanoid robots and intrigued by the role they 
could potentially play in helping strangers break the ice, we also 
reviewed work exploring how robots can shape conversations be-
tween people. 

2.1 Conversations between Strangers 
An average person’s daily routine often includes many opportuni-
ties for social interaction with strangers, an activity that increases 
not only happiness and well-being [17, 32, 40, 44, 45] but also knowl-
edge bases [4]. Compared to other forms of socialization, such as 
talking over the phone or sending an email, these in-person social 
occasions give people the advantage of having face-to-face inter-
actions with another person at the same time and in the space. 
However, in the absence of a strong norm for face-to-face social-
ization, people often readily forgo these opportunities to talk to 
strangers and form meaningful connections with them even if doing 
so can improve their emotional well-being [11] and generate infor-
mational benefts [4]. For instance, multiple studies have shown 
that people tend to underestimate how positively they would feel 
after talking with strangers in close physical proximity, such as 

Zhang, et al. 

on a commuter train [12, 47]. Obstacles preventing people from 
conversing with strangers partly stem from the fact that they are 
uncertain whether the other person will be interested in talking 
to them, whether it is socially appropriate to start a conversation, 
or even what they should talk about [11, 42]. Even if individuals 
overcame these psychological barriers and actually started a con-
versation with a stranger, two unacquainted interlocutors are more 
likely to converse over a shallow, neutral topic like the weather 
because they want to appear more polite and less intrusive to the 
other person [53]. 

To overcome the barriers people experience when starting con-
versations with strangers, psychologists have suggested several 
solutions to help people forge meaningful connections with one 
another. Some researchers designed a series of scavenger hunts that 
involved “repeatedly fnding, approaching, and talking to strangers” 
and found that this intervention program improved people’s outlook 
on connecting with strangers [43], whereas others have focused 
on helping people identify meaningful conversation topics to reap 
the benefts of self-disclosure. For instance, Aron et al.’s famous 36 
personal questions, publicized in The New York Times [22], is a 
fast-friend paradigm that elicits self-disclosure between strangers 
as “a practical methodology for creating closeness” [3]. More re-
cently, Kardas et al. provided a list of deep and shallow discussion 
questions to pairs of strangers, and across a dozen experiments, 
they found that pairs who discussed the deep questions (e.g., “For 
what in your life do you feel most grateful?”) felt happier, more 
connected, and less awkward than they initially expected [26]. In 
our study, we explore how diferent forms of technology can be best 
leveraged to lower the psychological barriers of social connection 
and encourage meaningful face-to-face conversations. 

2.2 Computer-Mediated Conversations between 
Strangers 

Technology has been frequently used to facilitate conversations be-
tween two strangers in many computer-mediated scenarios. Promi-
nent examples of such technology includes online dating and on-
line chatting. Based on a survey conducted in 2019, Anderson et 
al. reported that 23% of Americans have had a long-term relation-
ship with another person they met on a dating app [1]. Through 
the matching process in dating apps, users can confrm their part-
ner’s interest and thus start a conversation [19]. Another popular 
computer-mediated venue used to talk to strangers is anonymous 
online chatting. These online chat rooms ofer anonymity for users, 
which in turn lowers the stakes associated with engaging in unfl-
tered or intimate conversation with strangers [7]. 

Additionally, Shin et al. found that a machine learning pow-
ered chatbot that suggests personalized topics and questions while 
people chat with each other in an online chat room can increase 
conversation quality as well as perceived closeness between con-
versation partners [50]. In face-to-face conversations, Yang et al. 
built a distributed mobile communications system that suggests 
conversation topics via Bluetooth Service Discovery Protocol [61] 
and Nguyen et al. found that using Google Glass to deliver real-time 
personalized discussion topics (e.g., a mutual interest or hobby) to a 
stranger pair through a ranking recommendation algorithm could 
strengthen participants’ interpersonal interaction [35]. 
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While these technology-mediated methods of encouraging con-
versations between strangers have demonstrated that technology 
can positively infuence the conversation experience between un-
acquainted individuals, there have not been many technologies 
developed for actively prompting people to engage in face-to-face, 
in-person conversations with strangers. However, we believe that 
solutions may be “hidden” in plain sight in our everyday envi-
ronments. For example, public spaces often use digital screens to 
display commercial content or information for public benefts (e.g., 
personal hygiene practices in a doctor’s ofce). Could we use those 
monitors to display conversation prompts that have been shown to 
foster more meaningful connections among strangers? Given their 
prevalence in public spaces, computer screens in public spaces may 
present missed opportunities to facilitate better social connections 
among strangers. 

2.3 Robot-Mediated Conversations and 
Interactions between People 

Prior work in human-robot interaction (HRI) suggests that robots 
can shape conversations and interactions between people (see [48] 
for a review). Robots can exert infuence on a group’s conversation 
and moderate participation among its members by producing or-
ganic gestures [13, 27], orienting their gaze [15, 34], and making 
supportive comments [51]. When operating as part of a human-
robot team, a robot that expresses vulnerable self-disclosures has 
been shown to both increase the number of vulnerable expressions 
by the human team members [52] and encourage greater conver-
sations between the human team members [54]. Robots have also 
demonstrated their efectiveness in successfully mediating confict 
between children [49] and increasing a team’s awareness of an on-
going confict [23]. Finally, robots have shown promise in emerging 
use cases that can be highly personal, such as facilitating couples’ 
counseling sessions that have resulted in increased intimacy and 
positivity between participating couples [58]. 

We chose a humanoid robot as one of the conversation facilita-
tors because of the range of human behaviors it can infuence and 
demographics it has been shown to be able to impact, as well as its 
demonstrated ability to elicit greater compliance from human users 
compared to purely video-based agents [5]. No work to our knowl-
edge has investigated a robot’s ability to engage two strangers in a 
conversation for the purpose of forming interpersonal connections, 
nor how robots compare to other technologies in this undertaking. 

3 METHODS 
In a between-subjects study, we recruited 49 pairs of participants (98 
individuals total) who were unacquainted with each other to sit for 
10 minutes in a waiting room under the cover story of a short-term 
memory retention challenge. While in the room, a device serving 
as a conversation facilitator—a humanoid robot, a computer screen 
slideshow, or a poster on the wall—would present a pair with pro-
gressively deeper and more intimate questions to discuss with each 
other. We video-recorded these interactions for behavioral mea-
sures and collected participants’ self-reported survey responses 
before and after their conversations. The study protocol was ap-
proved by the University of Chicago’s Institutional Review Board 
(IRB20-1951). 

3.1 Hypotheses 
In this study, we investigated three diferent conversation facilita-
tors (humanoid robot, computer screen, and poster) and their ability 
to alleviate the psychological barriers preventing strangers from 
engaging in conversation with each other. Of the diferent conver-
sation facilitators in our study, we predicted that the facilitators 
with greater social presence would be more efective at breaking 
the ice and getting the strangers to interact with each other. Since 
prior work has demonstrated that physically embodied social robots 
command greater social presence than purely video-based agents 
[5, 24], we hypothesized: 

• H1 – More participants will speak with the other par-
ticipant while they are in the waiting room when the con-
versation facilitator is a robot, then a computer screen, then 
a poster, in that order. 

• H2 – Participants will think it was easier to start a conver-
sation and feel less awkward and vulnerable while starting 
the conversation when the conversation is facilitated by a 
robot, then a computer screen, then a poster, in that order. 

As the conversation questions being posed got progressively 
more personal, we anticipated that participants would experience a 
higher level of vulnerability and awkwardness [6, 30] during their 
conversation experience, especially when asked to discuss deeper 
questions. Naturally, the escalated vulnerability and awkwardness 
may cause them to be less inclined to discuss the deep questions. 
It is possible, however, that technological conversation facilitators 
could induce greater compliance in participants responding to the 
conversation questions they pose, thereby helping participants 
overcome their natural inclination to avoid discussing the deep 
questions. Robots, in particular, may be likely to create the greatest 
participant compliance, since prior work has demonstrated that 
people are more willing to follow the instructions of a physically 
embodied robot as opposed to a video of that same robot displayed 
on a computer screen [5]. As such, we predicted that: 

• H3 – Participants will spend more time discussing the 
deep questions when the conversation is facilitated by the 
robot, followed by the computer screen and then the poster, 
in that order. 

Prior work in psychology has also identifed positive correla-
tions between vulnerable self-disclosure and interpersonal close-
ness [3, 10]. Furthermore, studies have also suggested that deeper 
conversations, as opposed to small talk, are more efective at elicit-
ing positive emotions and interpersonal closeness [3, 33]. Because 
the progressively deeper conversation questions in our study were 
specifcally designed to stimulate more personal discussions and 
encourage more self-disclosure, we hypothesized that: 

• H4 – Participants in the robot condition will experience the 
highest level of interpersonal closeness, followed by those 
in the computer screen and poster conditions, in that order. 

• H5 – Participants in the robot condition will have the most 
positive conversation experience, followed by the com-
puter screen and poster conditions, in that order. 
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Figure 2: The study investigated the efectiveness of three diferent conversation facilitators: a humanoid robot (left), a computer 
screen (middle), and a poster (right). The questions posed in each condition were identical. 

3.2 Experimental Conditions 
The experiment included three between-subjects conditions that 
corresponded to the type of device facilitating the conversation: a ro-
bot condition, a computer screen condition, and a poster condition 
(see Figure 2). The poster was chosen to be a baseline conversation 
facilitator as it is represents a common and low-cost method of 
information delivery in public spaces. Like posters, digital displays 
are also frequently utilized in public places to present informa-
tion, which informed our choice of a computer screen conversation 
facilitator that displays dynamic content. Finally, we elected to 
have a humanoid robot serve as the third conversation facilitator 
because they have demonstrated unique advantages in eliciting 
greater compliance from people in social interactions [5], which 
we hypothesize may encourage strangers to talk with one another 
more efectively than the other conversation facilitators. As the 
content the conversation facilitators were delivering was social in 
nature, we believed it would be benefcial to use a human-like robot 
that was able to convey this content using similar social signals to 
the ones humans use (e.g., eye gaze, gestures). 

In the robot condition, an experimenter controlled a Softbank 
Robotics NAO robot using the Wizard of Oz paradigm [41]. The 
humanoid robot introduced itself and posed three questions to the 
participants, pausing for approximately three minutes after each 
question for the participants to discuss it together. We selected a 
NAO robot to facilitate the conversation because it was designed 
to interact with people through speech and gestures. In order to 
standardize the range of manipulations across all three conditions, 
we programmed the robot to not respond to participants unless 
they asked it to repeat a question. After the interaction concluded, 
the robot thanked the participants for sharing their thoughts with 
each other. 

In the computer screen condition, a monitor with a screen 24 
inches wide by 14 inches high displayed one of the three questions 
for approximately three minutes. The monitor’s (slideshow) transi-
tions from question to question were complemented with a sound 
efect of a ringing bell, alerting participants to the new question. We 

selected a computer screen to be one of the conversation facilitators 
due to its programmable visual interface as well as the fact that it 
is highly scalable and easy to implement in the real world. 

In the poster condition, a 24 inch by 36 inch poster prompted 
participants to engage in a conversation using a list of three ques-
tions. The poster was fxed to the wall behind the computer screen 
and the humanoid robot in a way that it was not occluded from the 
participants’ line of sight. The poster was chosen to be a baseline 
condition where the same information was delivered to participants 
without assistance from technological devices. Finally, unlike the 
robot and monitor, which were always present in the room regard-
less of conditions (but were turned of when not in use), the poster 
was only present in the poster condition. 

3.3 Conversation Questions 
In all three conditions, the conversation facilitator prompted the 
participants to engage in a conversation with the same set of ques-
tions (see Figure 2), presented in the following order: 

(1) What is the best TV show you’ve seen in the last month? 
(2) What is one thing you’re most grateful for in your life? 
(3) What is one of your most meaningful memories? Why is it 

meaningful to you? 

The order of the questions was meant to ease the transition from 
a shallow question (1) to the deeper questions (2, 3). We selected 
and modifed these questions from the 36 personal questions used 
in Aron et al. [3] to examine human connection between strangers. 

3.4 Cover Story 
In our study, we used a cover story in the form of a short-term 
memory challenge to better measure how participants would re-
spond to prompts for conversation without any prior expectations 
that they would be talking with a stranger. At the time they were 
recruited, participants were told that they were participating in a 
memory challenge that required a waiting time before they were 
tested on their information retention. 
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To avoid priming participants with the true purpose of our study, 
we informed participants that the study centered on short-term 
memory retention. Participants began by reading an article about 
a neutral topic (externalities, self-serving bias, measuring well-
being, or working memory). Then, they were told to spend 10 
minutes in a waiting room before they would be tested on how 
much of the article they could recall. During their 10 minutes in 
the waiting room, we conducted our actual experiment, where a 
conversation facilitator (i.e., humanoid robot, computer screen, or 
poster) attempted to get the two participants in the waiting room to 
engage in conversation. After spending 10 minutes in the waiting 
room, participants answered a series of questions about the article 
in part of the post-experiment survey. Upon their completion of 
the post-experiment survey, the participants were debriefed by an 
experimenter about the true purpose of the study and were also 
given the opportunity to withdraw their data from the study. No 
participant to our knowledge anticipated the true purpose of the 
study during the experiment. While a few participants speculated 
whether the conversation facilitators were trying to “distract them 
from the memory challenge” and “get them to forget the passage 
they read earlier”, we do not believe participants saw through the 
cover story and altered their behavior because of it. 

3.5 Study Protocol 
The study was conducted at Mindworks, a behavioral science center 
open to the public in downtown Chicago, over a period of approxi-
mately three months, from February 19th, 2022 to May 1st, 2022. We 
mostly conducted experiments on Fridays, Saturdays, and Sundays, 
at a rate of 3 − 5 pairs per day. Individuals walking by the center 
were recruited to participate in a “Memory Challenge” study. The 
research assistants conducting the experiment recruited partici-
pants from distinct groups who did not know each other before 
they started the experiment. Once two participant candidates be-
came available around the same time, they were prompted to follow 
a researcher into a private room and were seated in front of two 
computers that were placed back-to-back and separated by a di-
vider. After consenting, participants completed a Qualtrics survey 
featuring a short article on a neutral topic (i.e., the cover story), 
followed by a question on their current mood on a scale from −5 
(very negative) to +5 (very positive). Once both participants fnished 
the pre-conversation questionnaire, the researcher guided them to 
an adjacent waiting room approximately 7ft by 7ft in size. 

Next, the researcher instructed the participants to remain seated 
in the room for 10 minutes before returning to the computer room to 
test how much information they retained about the article. Regard-
less of the experimental condition, the waiting room was always 
equipped with a humanoid robot and a monitor to hold the pres-
ence of novel objects in the room constant for all participants (see 
Figure 1). Because the robot itself could be an interesting topic of 
conversation, we controlled for the possibility that the presence of 
these devices might infuence the participants’ conversation expe-
rience (e.g., all participants would be equally likely to discuss the 
appearance of the robot). A poster was only present in the waiting 
room during the poster condition. Once the two participants were 
alone in the waiting room, conversation questions were posed to 

the participants by either a robot, a computer screen, or a poster, 
depending on the condition each pair was randomly assigned into. 

In the robot condition and the computer screen condition, an-
other researcher (not visible to the participants) would control the 
robot and the monitor to pose the conversation questions. The 
technological facilitators posed the frst conversation question as 
soon as the two participants were left alone. If the conversation 
continued past 3 minutes or the conversation stalled for 10 seconds, 
the technological facilitator would interrupt the participants to 
pose the next conversation question. 

After the participants spent 10 minutes in the waiting room, 
a researcher would re-enter the waiting room to announce that 
the waiting period was over and guide the participants back to 
the initial computer room, where they answered questions related 
to the short article they had read as well as their conversation 
experience in the waiting room. 

After completing the post-conversation survey, each participant 
was debriefed on the true objective of the study. The study took 
approximately 20 minutes, and all participants were given compen-
sation equivalent to $4.00. 

3.6 Measures 
To assess how efective the devices were at facilitating deep con-
versations between human participants, we examined participants’ 
behavior in the waiting room as well as their responses to the post-
conversation questionnaire. Throughout the questionnaire, we used 
scales of diferent ranges based on the original sources of the scales 
we referenced in order to make our work more easily comparable 
to other work. 

3.6.1 Demographics and Personality Atributes. We gathered gen-
eral demographic data about participants including age, ethnicity, 
and gender. Additionally, we assessed participants’ personality on 
the dimensions of extraversion and openness to new experiences 
through the Ten Item Personality Measure (TIPI) [16] on a 7-point 
Likert scale from 1 (disagree strongly) to 7 (agree strongly). 

3.6.2 Starting the Conversation. If the participants talked to each 
other during their time in the waiting room, we asked them to rate 
how awkward, uncomfortable, easy, and vulnerable they felt when 
starting the conversation (e.g., “How awkward was it to start the 
conversation?”) on scales from 1 (not at all) to 10 (very much so). 

3.6.3 Conversation Experience. We used scales ranging from 1 (not 
at all) to 10 (very much so) to examine the participants’ conver-
sation experience. The majority of the questions were adapted 
from Kardas et al. [26], which included: “How happy do you feel 
about your conversation?”, “How awkward was the conversation?”, 
“How uncomfortable was the conversation?”, “How pleasant was 
the conversation?”, “How enjoyable was the conversation?”, and 
“How vulnerable did you feel during the conversation?” In addi-
tion, participants also reported how their interest in engaging in 
a conversation with people they did not know had changed after 
the experience in the waiting room using a scale that ranged from 
−5 (decreased greatly) to +5 (increased greatly). Finally, participants 
reported their mood after their experience in the waiting room on 
the same scale ranging from −5 (very negative) to +5 (very positive). 
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3.6.4 Social Perception of the Other Participant. To directly probe 
what participants thought of their conversation partner, we asked 
them to respond to four scales each ranging from 1 (not at all) to 10 
(very much so) : “How connected do you feel to your conversation 
partner?”, “How much do you like your conversation partner?”, 
“How well do you feel you got to know your conversation partner?” 
and “How much did you learn from your conversation partner?” 

3.6.5 Facilitator Social Atributes. As a means to assess the con-
versation facilitator’s warmth and sincerity, we used the “warmth” 
sub-scale from the Robotic Social Attribute Scale (RoSAS) [8] and 
the “sincerity” sub-scale from the Multi-Dimensional Measure of 
Trust (MDMT) [57] respectively. Both were 10-point scales from 
1 (defnitely not associated) to 10 (defnitely associated). Addition-
ally, we included 7-point questions from 1 (strongly disagree) to 7 
(strongly agree) derived from the “Co-presence” sub-scale from the 
Social Presence Scale [18] to measure the degree of social facili-
tation the conversation facilitator had on the participants. While 
there is no clear consensus on the defnition of social presence, we 
fnd it most appropriate for this study to defne social presence as 
the degree to which a person’s perceptions of an agent shape social 
interaction with that agent [5]. 

3.6.6 Facilitator Usefulness. To measure how useful people be-
lieved the conversation facilitators could be, we introduced three 
diferent scenarios, including Networking Session, Grocery Store, 
and Home Use to probe for participant intuitions (e.g., “The ro-
bot could be useful in a networking session where you do not 
know the majority of the attendees.”). For each scenario, partici-
pants responded on a scale from 1 (strongly disagree) to 10 (strongly 
agree). 

3.6.7 Interactive IOS Scale for Multiparty Interactions: A Measure 
of Interpersonal Closeness with Multiple Interactants. We prompted 
participants to report their perceived interpersonal closeness by 
arranging three circles (representing the participant, the conver-
sation partner, and the facilitator) via an interactive web interface 
we developed for this study. As shown in Figure 3, the three circles 
were initially positioned in a diagonal, and participants were asked 
to “drag the circles into the arrangement that best represents your 
relationship with the other participant and the [Robot / Computer 
Screen / Poster].” This measure is adapted from Aron’s Inclusion of 
Other in the Self Scale [2] to capture people’s perception of social 
closeness among multiple interactants, and it is also grounded in 
a wealth of psychological studies that measured social distance 
based on physical distance between individuals [20] as well as their 
computerized protagonists [39]. Hence, we also measured the in-
terpersonal closeness of the two participants using the distance (in 
pixels) between the center of the “You” circle and that of the “Other 
Participant” circle. The JavaScript code and instructions for how to 
use this scale can be found here1. 

3.6.8 Behavioral Measures: Conversation Qestion Compliance. Three 
independent coders watched videos of the participants in the wait-
ing room and marked the time participants spent talking and whether 
that time was spent discussing the conversation questions posed 
by the facilitator. The coders were in agreement 95% of the time. 

1https://github.com/SeboLab/interactive_ios_scale 

Zhang, et al. 

Figure 3: We developed the Interactive IOS Scale for Multi-
party Interactions measure to assess the level of connection 
participants perceived between themselves, the other par-
ticipant, and the conversation facilitator (robot, computer 
screen, or poster). We have open sourced this measure to 
enable other researchers to adapt it to their use cases. 

This agreement percentage was calculated by selecting an overlap 
set of 5 videos (11% of the total data) and computing the percentage 
in which labeled time intervals intersected across the three coders. 

Based on the coding results, we computed the following behav-
ioral measures: 

• Total Talking Percentage: Percentage of the total duration 
spent in the waiting room that participants spent talking. 

• On Topic Percentage: Percentage of the total talking time 
that participants spent discussing the questions posed by the 
conversation facilitator. 

• Deep Question Compliance Percentage: Percentage of the to-
tal talking time that participants spent discussing the two 
deep questions posed by the conversation facilitator. This 
measure was denoted by � , with �2 and �3 representing the 
amount of time spent discussing question 2 and question 3, 
respectively, and �����_���� representing the total amount 
of talking time. � � 

�2 + �3 
� = 

�����_���� 

3.6.9 Content Analysis on Conversation Depth. To supplement the 
Conversation Question Compliance metric, we analyzed the content 
of the conversations with both human coding and dictionary-based 
computerized coding program. We had three independent coders re-
view the recordings of the participants’ conversations and assigned 
a numerical depth rating between 1 to 5. The coders followed the 
following scheme when assigning their ratings: 

https://github.com/SeboLab/interactive_ios_scale
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• Depth rating of 1: Less than 20% of the conversation is spent 
discussing personal topics (including but not limited to the 
questions posed by the conversation facilitator) 

• Depth rating of 3: About 50% of the conversation is spent 
discussing personal topics 

• Depth rating of 5: More than 80% of the conversation is spent 
discussing personal topics 

Examples of personal topics included marriage, immigration, and 
major career decisions. The coders were in agreement 94% of the 
time. This agreement percentage was calculated by selecting an 
overlap set of 6 videos (12% of the total data) and computing the 
average of the absolute diference across the 6 videos. 

In addition, we transcribed all conversations using Otter.ai and 
analyzed them with Linguistic Inquiry and Word Count (“LIWC”) [37], 
a rigorously developed and widely adopted text analysis program 
that can calculate the percentage of words in given linguistic, psy-
chological and topical categories. Given our research questions, we 
were particularly interested in examining whether conversations 
across diferent conditions involved diferent amount of personal 
disclosure and sense of connection. 

3.6.10 Coding of Free Response Qestions. To get a more holistic 
understanding of the participants’ experience during the conversa-
tion and with the conversation facilitator, we included several free 
response questions in the post-experiment survey: “Please briefy 
describe what happened during the time you just spent in the wait-
ing room” and “How would you best describe the role of the [robot / 
computer monitor / poster] in the conversation?” We then had two 
independent coders (Cohen’s kappa coefcient � > 0.85) review the 
participants’ responses and label their entries with whether or not 
they belong to certain predetermined categories. The categories we 
used for the question pertaining to the time participants spent in the 
waiting room included “answered questions,” “discussed personal 
topics,” “discussed the study,” and “discussed miscellaneous shallow 
topics.” The categories we used for the question about the partic-
ipants’ perception of the conversation facilitator’s role included 
“facilitator,” “involved,” and “no role.” 

3.7 Participants 
A total of 49 pairs (98 individuals) participated in the study. Of the 
49 pairs, we excluded 5 pairs from our analysis due to technical 
difculties (e.g., robot or computer screen lost connection). Of the 
remaining 44 participant pairs (88 individuals) included in our data 
analysis, 14 were in the robot condition, 15 were in the computer 
screen condition, and 15 were in the poster condition. 

Of the 88 participants, 3 did not disclose their demographic 
data. The remaining 85 participants ranged in age from 18 to 65 
(� = 32.47, �� = 10.96). 50 participants identifed as female, 33 as 
male, and 2 as non-binary. 

Among the participants, 48 identifed as White, 12 as East Asian, 
8 as South Asian, 12 as Hispanic, 5 as Black, 2 as Middle Eastern, and 
3 as Other. Those who identifed themselves as multiple ethnicities 
were double counted in those ethnicities. 

Participants reported their extraversion (� = 4.36, �� = 0.78) 
and openness to new experiences (� = 4.53, �� = 0.82) on a 
7-point scale. No statistically signifcant diferences were found 
across the three conditions on personality traits. 

4 RESULTS 
To analyze our data where each participant was represented as 
a single data point, we used linear mixed-efects models (LMM) 
to account for participants being grouped into conversation pairs. 
In our LMMs, we assigned the condition (robot, computer screen, 
or poster) as a fxed efect and designated conversation pair as a 
random efect. We examined the residuals in our LMMs and evalu-
ated residual errors for lack of trends and heteroscedasticity. We 
reported the fxed efect’s linear coefcient (�), standard error (��), 
and � value from each LMM. The sign (positive, negative) of the 
linear coefcient (�) is dependent on the direction of comparison 
between conditions, i.e., which condition is the reference condi-
tion. We used the poster condition as the reference condition in 
our LMMs when comparing the poster condition to the robot and 
computer screen conditions. When comparing the robot condition 
to the computer screen condition, we used the robot condition as 
the reference condition. 

For pair-level data where each conversation pair is represented 
as a single data point, we used analysis of variance (ANOVA) tests 
to examine the efect of the experimental conditions on the pair. 
We then conducted Tukey’s Honest Signifcant Diferences tests 
and reported the � value for the pairwise-comparison among the 
three conditions. 

4.1 Social Presence and the Role of the 
Conversation Facilitator 

As a manipulation check to ensure that participants viewed the 
conversation facilitators diferently as we intended, we frst an-
alyzed the perceived social presence of each conversation facili-
tator. We anticipated that the robot would have the greatest per-
ceived social presence, then the computer screen, and fnally, the 
poster. We did fnd that participants reported the robot (� = 5.02, 
�� = 1.22) as having a signifcantly higher social presence than 
the poster (� = 3.55, �� = 1.32, � = +1.47, �� = 0.33, � < 0.001) 
and a marginally higher social presence than the computer screen 
(� = 4.40, �� = 0.98, � = −0.62, �� = 0.33, � = 0.070). Partici-
pants also reported the computer screen as having a greater social 
presence than the poster (� = +0.85, �� = 0.33, � = 0.013). 

To gauge how participants perceived the role played by the difer-
ent conversation facilitators, we further examined their responses 
to the open-ended question, “How would you best describe the role 
of the [robot / computer monitor / poster] in the conversation?” 
Participants in the robot condition (� = 32.14%, �� = 47.56) were 
signifcantly more likely to mention that they saw the robot as a 
“facilitator” than participants in the poster condition (� = 10.00%, 
�� = 30.51, � = 22.14, �� = 10.55, � = 0.042). We did not observe 
signifcant diferences between the computer screen condition and 
the robot (� = 0.256) or the poster condition (� = 0.340). 

Conversely, signifcantly more participants in the poster con-
dition (� = 36.67%, �� = 49.01) mentioned that they perceived 
the poster to have “no role” in their conversation experience com-
pared to participants in the robot condition (� = 0.00%, �� = 0.00, 
� = −36.67, �� = 11.80, � = 0.003). No signifcant diferences were 
observed between the computer screen condition and the other two 
conditions. 

https://Otter.ai
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Overall, these results confrmed that participants’ experience 
with the conversation facilitators was consistent with our intention 
of the study, and the robot stood out as having the greatest social 
presence. However, it is important to note that the three conversa-
tion facilitators likely difered on more dimensions than just social 
presence. 

4.2 Starting a Conversation with Strangers 
Our frst hypothesis (H1) predicted that more participants in the 
robot condition would engage in conversation with the other par-
ticipant in the waiting room than those in the computer screen 
condition, who would in turn engage more than those in the poster 
condition. Interestingly, every pair of participants ended up starting 
a conversation with each other across all conditions. This is likely 
due to the fact that participants who visited the behavioral science 
center and volunteered to take a novel study were already in a rela-
tively exploratory mindset that deviated from everyday routines. 
They were also guided into the waiting room simultaneously and 
were the only two people in that small room. Despite our intention 
to stage a waiting room scenario to mimic real life, it is evident that 
our setup still difered considerably from real-world scenarios (e.g., 
doctor’s ofce waiting rooms, public buses), where people hold 
very diferent expectations about having conversations in public 
settings. Since we did not see any diferences in the number of 
participant pairs that talked, H1 is not supported. 

To address H2, which pertained to the participants’ thoughts on 
their experience starting the conversation with someone they had 
never met before, we examined participants’ ratings of how awk-
ward, uncomfortable, easy, and vulnerable they felt at the beginning 
of the conversation. We did not fnd any signifcant diferences in 
participant ratings. Overall, on a scale of 1 (not at all) to 10 (very 
much so), participants reported it being easy to start a conversation 
across all three conditions: robot (� = 7.46, �� = 2.33), computer 
screen (� = 7.20, �� = 2.37), and poster (� = 6.70, �� = 2.71). 
They also felt somewhat vulnerable across all three conditions: ro-
bot (� = 4.14, �� = 2.24), computer screen (� = 4.50, �� = 2.71), 
and poster (� = 3.20, �� = 2.09). It is possible that the type of 
conversation facilitator had no infuence on how participants per-
ceived the start of the conversation. It is also possible, however, 
that the ensuing conversation overshadowed the brief amount of 
time participants spent actually getting the conversation started. 
Regardless, H2 is not supported by our data. 

4.3 Conversation Question Compliance 
To test H3, which pertained to each facilitator’s ability to focus 
participants’ conversation around the two deep questions, we ana-
lyzed participants’ actual conversation behaviors (see Figure 4) on 
the following metrics. 

For Total Talking Percentage, we did not notice any signifcant 
diferences between the robot (� = 92.41%, �� = 10.09), computer 
screen (� = 95.32%, �� = 8.56), and poster (� = 90.13%, �� = 
18.93) conditions. 

For On Topic Percentage, participants in the robot condition (� = 
48.11%, �� = 26.24) spent a signifcantly greater percentage of time 
talking about the conversation questions than those in the poster 
condition (� = 27.00%, �� = 21.77, � = 3.21, � = 0.040, �2 = 0.14), 

Zhang, et al. 

Figure 4: Participants spent more time discussing the deep 
conversation questions in the robot condition compared to 
the poster condition. (**) denotes � < 0.01, (*) denotes � < 0.05, 
and (+) denotes � < 0.10. Error bars depict one standard error 
from the mean. 

as shown in Figure 4. However, the diference between the robot 
condition and the computer screen condition was non-signifcant, 
despite it being in the predicted direction (� = 36.41%, �� = 18.99, 
� = 0.348). Similarly, participants in the computer screen condition 
had a higher On Topic Percentage than those in the poster condition 
(� = 0.490), but the diference was not statistically signifcant. 

Next, we examined the Deep Question Compliance Percentage, the 
metric that provides the most direct answer to H3, pertaining to 
the expected diference in participants’ compliance with discussing 
the two deep conversation questions posed by the facilitator. As ex-
pected, participants in the robot condition (� = 38.81%, �� = 19.06) 
had the highest Deep Question Compliance Percentage, signifcantly 
more than those in the poster condition (� = 15.23%, �� = 18.57, 
� = 6.60, � = 0.002, �2 = 0.24) and marginally more than those the 
computer screen condition (� = 23.43%, �� = 15.26, � = 0.061), as 
shown in Figure 4. There was no signifcant diference between the 
computer screen condition and the poster condition (� = 0.419). As 
such, H3 is partially supported. 

In addition to our primary measures, we also examined par-
ticipants’ responses to the question “Please briefy describe what 
happened during the time you just spent in the waiting room.” Con-
sistent with results above, signifcantly more participants in the 
robot condition (� = 82.14%, �� = 39.00) mentioned that they 
“answered the conversation questions” than in the poster condition 
(� = 46.67%, �� = 50.74, � = +35.48, �� = 13.45, � = 0.012). There 
were no signifcant diferences between the computer screen condi-
tion and the robot (� = 0.257) or the poster condition (� = 0.138). 

4.4 Participant Interpersonal Closeness 
To address H4, which predicted that participants in the robot con-
dition would feel the closest to their conversation partners, we frst 
examined participants’ responses to a series of statements related 
to how they viewed their conversation partner. We did not see any 
signifcant diferences between the three conditions for any of these 
measures. 
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Figure 5: The length of the lines between the centers of the circles denote the average perceived distance (in pixels) between the 
participant themselves, their conversation partner, and the facilitating device. When participants were asked to rearrange the 
circles to most accurately represent the relationship between the three entities, the distance between themselves and their 
conversation partner was closer when the facilitator was a robot or a computer screen, as opposed to a poster. (***) denotes 
� < 0.001 and the radius of each circle is 75 pixels. 

However, participants’ responses to the Interactive IOS Scale for 
Multiparty Interactions measure revealed signifcant diferences 
across conditions, likely because this measure is both more pre-
cise (arranging circles ofers more granularity) and more accu-
rate due to the presence of a neutral reference point – the con-
versation facilitator (see Figure 5). We found that participants in-
dicated a signifcantly greater distance between themselves and 
their conversation partner in the poster condition (� = 187.95 
pixels, �� = 110.85) than in both the robot condition (� = 102.03 
pixels, �� = 66.55, � = −85.92, �� = 20.74, � < 0.001) and the com-
puter screen condition (� = 99.73 pixels, �� = 43.07, � = −88.22, 
�� = 20.38, � < 0.001). By contrast, there were no signifcant 
diferences between the computer screen condition and the robot 
condition (� = −2.30, �� = 20.74, � = 0.912). Overall, results from 
our Interactive IOS Scale for Multiparty Interactions measure demon-
strated that participants felt closer to their conversation partner 
when the conversation was facilitated by a robot or a computer 
screen, as opposed to a poster. We conclude that H4 is partially 
supported. 

4.5 Conversation Experience 
To investigate H5, pertaining to participants’ enjoyment of the 
conversation based on the conversation facilitator, we examined 
how participants responded in the post-conversation questionnaire 
about their conversation experience: awkward, uncomfortable, vul-
nerable, pleasant, enjoyable, and happy. We observed signifcant 
diferences between our experimental conditions for how vulnera-
ble participants felt during the conversation and how happy par-
ticipants felt about the conversation (see Figure 6). We also saw 
marginally signifcant diferences for how enjoyable participants 
felt the conversation was. 

Participants in the poster condition (� = 7.40, �� = 2.16) re-
ported that the conversation experience was marginally less en-
joyable than those in the computer screen condition (� = 8.23, 

�� = 1.25, � = +0.83, �� = 0.48, � = 0.088). There were no signif-
cant diferences between the robot (� = 8.21, �� = 2.08) and the 
poster condition nor between the robot and the poster condition. 

Participants in the poster condition (� = 6.96, �� = 2.30) re-
ported feeling signifcantly less happy about the conversation than 
both participants in the robot condition (� = 8.14, �� = 1.82, 
� = +1.18, �� = 0.49, � = 0.021) and the computer screen condition 
(� = 7.97, �� = 1.25, � = +1.00, �� = 0.48, � = 0.044). There 
was no signifcant diference in the happiness participants reported 
feeling about the conversation between the robot condition and 
the computer screen condition. Therefore, we conclude that H5 is 
partially supported. It is interesting to note that participants who 
felt the most vulnerable also reported feeling the happiest. 

Furthermore, participants in the robot condition (� = 5.21, 
�� = 2.87) reported feeling signifcantly more vulnerable during 
the conversation than those in the poster condition (� = 2.93, 
�� = 2.32, � = +2.28, �� = 0.74, � = 0.004). Those in the computer 
screen condition did not report feeling signifcantly more or less 
vulnerable (� = 4.00, �� = 2.56) than participants in the robot 
(� = 0.107) or poster conditions (� = 0.148). 

Additionally, when analyzing participants’ change in mood be-
fore and after the experiment, we noticed signifcant mood improve-
ments among participants within the robot and computer screen 
conditions. More specifcally, participants in the robot condition 
reported feeling slightly negative before the conversation experi-
ence (� = −0.75, �� = 3.90) and felt signifcantly more positive 
after the conversation (� = +1.25, �� = 2.08, � = −2.00, �� = 0.76, 
� = 0.012). Similarly, participants in the computer screen condition 
started with a slightly negative mood (� = −0.77, �� = 3.92) and 
ended up feeling more positive after the conversation (� = +1.30, 
�� = 2.18, � = −2.07, �� = 0.76, � = 0.010). 
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Figure 6: Participants rated their conversation experience in 
terms of how enjoyable the conversation was, how happy 
they felt about the conversation, and how vulnerable they 
felt during the conversation. (**) denotes � < 0.01, (*) denotes 
� < 0.05, and (+) denotes � < 0.10. Error bars depict one 
standard error from the mean. 

4.6 Supplemental Analysis on Conversation 
Depth 

Building onto our Deep Question Compliance Percentage reported 
in Section 4.3, we analyzed the depth ratings assigned by indepen-
dent coders and found that conversations in the robot condition 
(� = 3.38, �� = 0.87) were viewed as signifcantly deeper (i.e., 
participants spent more time discussing personal topics) than those 
taken place in the poster condition (� = 2.22, �� = 1.25, � = 12.41, 
� = 0.006, �2 = 0.38). Likewise, conversations in the computer 
screen condition (� = 3.91, �� = 0.62, � < 0.001) were also signif-
icantly deeper than those in the poster condition. No signifcant 
diference was observed between the robot and the computer screen 
condition (� = 0.299). 

Next, exploratory analysis on the transcripts of participants’ con-
versations using the LIWC software provided additional insights 
on their conversation experience. In particular, we observed signif-
cant diferences across experimental conditions in the frequency of 
emotional tone (� = 3.49, � = 0.040, �2 = 0.14), negation (� = 5.05, 
� = 0.011, �2 = 0.20), as well as biological processes (� = 9.69, � 
< 0.001, �2 = 0.32) and corresponding subcategories such as body 
(� = 4.02, � = 0.025, �2 = 0.16) and health (� = 8.76, � < 0.001, 
�2 = 0.30). Tukey HSD pairwise comparisons further revealed that 
conversations in the robot condition were signifcantly more posi-
tive in its emotional tone (� = 0.032) and used negation signifcantly 
less often than (� = 0.037) those in the poster condition. In addi-
tion, participants in the robot condition discussed topics related 
to biological processes signifcantly more often than those in the 
poster condition (� < 0.001) or the computer screen condition (� 
= 0.007). Finally, conversations in the computer screen condition 
also involved less negation than those in the poster condition (� = 
0.016), but diferences in other categories did not reach statistical 
signifcance. We have also included the results for all LIWC cate-
gories as a supplementary document. While the meaning of specifc 

Zhang, et al. 

LIWC categories may be open to interpretation and may not com-
pletely capture the nuances of the conversations on its own, the 
patterns that this analysis has revealed suggest that participants in 
conversations facilitated by the humanoid robot likely had a more 
positive tone and more frequently discussed topics such as health 
and body, which were of signifcant personal relevance during the 
COVID-19 pandemic. Together with our Deep Question Compliance 
Percentage and human coded depth ratings, these results provide 
additional support for H3, H4, and H5. 

4.7 Openness to Further Conversations and 
Perceived Facilitator Usefulness 

In addition to our main conversation experience metrics, partici-
pants also reported how their interest in engaging in a conversation 
with strangers had changed after the study on a scale that ranged 
from −5 (decreased greatly) to +5 (increased greatly). Overall, par-
ticipants indicated that they were more interested in engaging in 
such experiences. Specifcally, we observed a signifcantly greater 
increase in the robot condition (� = +2.21, �� = 1.64) than the 
poster condition (� = +1.13, �� = 1.48, � = +1.08, �� = 0.40, 
� = 0.009). While the robot condition also showed a greater in-
crease than the computer screen condition, this diference was only 
marginally signifcant (� = +1.53, �� = 1.50, � = −0.68, �� = 0.40, 
� = 0.096). 

We also probed the participants for how useful they thought 
the conversation facilitators would be in three diferent scenarios: 
a networking session, a grocery store, and at home with family 
members. For a networking session, participants rated the computer 
screen (� = 7.60, �� = 2.19) to be signifcantly more useful than 
the poster (� = 5.87, �� = 3.08, � = +1.73, �� = 0.72, � = 0.021). 
No diference was observed between the robot and the computer 
screen nor the robot and the poster. In a grocery store, participants 
believed that the robot (� = 6.46, �� = 2.47) would be signifcantly 
more useful than the poster (� = 4.97, �� = 2.87, � = +1.50, 
�� = 0.74, � = 0.049). No diference was observed between the 
robot and the computer screen nor the computer screen and the 
poster. For home use, we did not see any signifcant diferences 
across all three conditions. To summarize, participants rated the 
computer screen more useful than the poster in networking sessions, 
and the robot more useful than the poster in a grocery store. 

4.8 Extraversion and Openness to New 
Experiences 

We also examined how participants’ extraversion and openness to 
new experiences may have infuenced their conversation experience 
and self-reported interpersonal closeness by introducing these per-
sonality traits as additional fxed efects in our statistical analyses. 
Overall, these personality traits did not infuence participants’ expe-
rience nor perceptions of the robot or their conversation partner ex-
cept for two exploratory measures. First, those high in extraversion 
were less likely to mention that they answered the conversations 
questions when responding to the open-ended question, “Please 
briefy describe what happened during the time you just spent in 
the waiting room” (� = −13.67, �� = 6.19, � = 0.030). Second, those 
who scored higher in openness to new experiences were less likely 
to see the robot as a facilitator (� = −16.44, �� = 5.00, � = 0.001) 
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when answering the open-ended question, “How would you best 
describe the role of the [robot / computer monitor / poster] in the 
conversation?” (� = −16.44, �� = 5.00, � = 0.001). 

Most importantly, our fndings held true after controlling for 
those personality traits, which is consistent with research sug-
gesting that both introverts and extroverts can beneft from be-
ing prompted to connect with people around them and “act extro-
verted” [62]. 

5 DISCUSSION 
In this study, we examined whether various conversation facilita-
tors – a humanoid robot, a computer screen, and a poster – hold the 
promise of helping people engage in deeper and more meaningful 
conversations with strangers in their physical proximity. Given the 
psychological barriers that frequently keep unacquainted people 
from engaging in meaningful conversations, such as miscalibrated 
beliefs that conversations with strangers will go poorly [12, 42] 
and preconceived notions that strangers are not interested in one’s 
personal revelations [26], we focused our eforts on examining 
diferent conversation facilitators’ efectiveness at reducing these 
barriers. Our results demonstrate that technology-enabled conver-
sation facilitators (humanoid robot and computer screen) can elicit 
greater engagement in conversations about deep and meaningful 
personal questions, increase interpersonal closeness, and foster a 
more positive conversation experience between strangers compared 
with a poster posing the same questions. 

Of the three conversation facilitators, the robot facilitator was 
more efective at getting participants to discuss the two deeper 
conversation questions than the poster, and it was also marginally 
more efective than the computer screen, supporting H3. This re-
sult is consistent with prior work demonstrating that people are 
more likely to follow the instructions of a physically embodied 
robot than a video-based agent [5]. While deploying video based 
devices (e.g., computer screen) or non-digital devices (e.g., poster) 
can be simpler and come at a lower cost and on a larger scale, our 
fndings suggest that the humanoid robot could present a unique 
advantage in facilitating social interactions, especially when such 
interactions may seem uncomfortable initially (e.g., talking with 
strangers). Furthermore, although not directly tested in our study, 
physically embodied agents in real-world deployments can lever-
age their unique capabilities to apply non-verbal cues — such as 
gaze, gestures, orientation, or physical proximity — to be even more 
persuasive and elicit greater compliance from people [9, 14]. 

Furthermore, accordingly to qualitative coding from three inde-
pendent coders, participants spent a greater percentage of their con-
versations discussing personal topics, which suggests that technology-
enabled conversation facilitators are better at encouraging self-
disclosure between strangers. Consistent with this result, quanti-
tative analysis on participants’ conversation transcripts with the 
Linguistic Inquiry and Word Count (LIWC) software [38] also fnds 
that participants in the robot condition had more positive conver-
sations and more frequently discussed topics of personal relevance 
(e.g., biological processes). Taken together, these results provide 
converging evidence that technology has the potential to create op-
portunities for strangers to connect with each other over deep and 
meaningful conversations. As such, researchers and public space 

planners should weigh the unique advantages of technological de-
vices against the lower cost of non-digital devices (e.g., posters) 
when deciding how to best facilitate meaningful connections among 
people in public spaces. 

Prior work has established that starting conversations with 
strangers is often difcult and awkward. For example, only 7% 
of people reported that they are open to talking to strangers in 
a waiting room [12]. While we expected conversation facilitators 
with greater social presence (i.e., humanoid robot, computer screen, 
poster, in that order) to be more successful at getting participants 
to talk to each other, to our surprise, every participant pair in our 
study conversed with each other regardless of their experimental 
condition, which resulted a "ceiling efect" that prevented us from 
conducting meaningful analyses on H1. Furthermore, all partici-
pants reported a similarly high level of easiness and a similarly low 
level of awkwardness, discomfort, and vulnerability when starting 
the conversation regardless of the type of conversation facilitator, 
which led us to reject H2. In retrospect, our small and isolated 
waiting room evidently made starting conversation with strangers 
relatively easy—perhaps even somewhat normative. Furthermore, 
participants were already in a curious and exploratory mindset 
when joining our study, and as the only two people “stuck” in 
that room, participants might have felt the need to acknowledge 
one anothers’ presence and strike up a conversation. Therefore, 
in order to efectively test H1 and H2, future research needs to 
identify feld sites or stage lab environments that more closely re-
semble a dynamic real-world environment where people would 
likely experience much greater psychological barriers to engaging 
in conversations with strangers despite being in the same room. 

When it comes to interpersonal closeness (H4) and conversa-
tion experience (H5), our results showed that technology-enabled 
conversation facilitators (humanoid robot and computer screen) 
not only led to greater reported interpersonal closeness among 
participants, but also made the conversation experience more posi-
tive. This advantage is particularly critical, as various studies have 
demonstrated the benefts that deep social connectedness can have 
on one’s well-being [3, 11, 25, 36]. Therefore, we suggest that inter-
ventions designed to foster communication between strangers in 
public spaces use interactive displays or technological devices to 
most efectively promote social connection and foster emotional 
well-being. 

The diference in interpersonal closeness discussed in the pre-
vious paragraph was identifed using the Interactive IOS Scale for 
Multiparty Interactions, a measure that we developed for this study. 
It allowed participants to rearrange three circles representing them-
selves, their conversation partner, and the conversation facilitator 
to best portray the social dynamics and interpersonal closeness 
of the diferent actors in the group. We have made our Interactive 
IOS Scale for Multiparty Interactions measure open source so that 
others can use and adapt it to measure the interpersonal closeness 
between interactive agents. 

Consistent with previous research on the emotional benefts 
of talking to strangers, we observed that participants in the ro-
bot and computer screen conditions reported feeling signifcantly 
more positive after the conversation than before [12]. Curiously, 
participants in the robot condition, on average, reported feeling 
both the happiest about the conversation and the most vulnerable 
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during the conversation. While vulnerability is typically considered 
a negative emotion, it has also been demonstrated to have positive 
consequences, as it facilitates social engagement and encourages a 
greater degree of self-disclosure, which may then lead to greater 
trust within the conversation pair [52, 59]. Possible factors that 
could contribute to this greater reported happiness are numerous 
and nuanced and require future research. It is possible that greater 
compliance with the deeper conversation questions encouraged 
more self-disclosure, which is an inherently vulnerable undertaking 
that can contribute to greater happiness and emotional well-being. 

Our fndings have important implications for designing better 
social engagement in public spaces. People often spend a substantial 
portion of their daily life around other people. Despite frequently 
crossing paths with other individuals in public spaces, people rou-
tinely ignore strangers in their close proximity [11, 12, 42], even 
though studies have shown that engaging in social interactions 
with other people, strangers included, can have far-reaching phys-
ical and mental health benefts [32, 40, 45]. Using a poster as the 
baseline, we found that humanoid robots and computer screens can 
bring about greater engagement in deep conversations, increase 
interpersonal closeness, and foster a more positive conversation 
experience between strangers. These fndings suggest that public 
space planners should consider leveraging the capabilities of ex-
isting and new technologies to encourage social connection and 
promote emotional well-being. For example, deploying a digital 
display in a city tour bus that provides conversation prompts and 
encourages social connection could possibly be enough stimulus 
to overcome the psychological barriers preventing unacquainted 
visitors from engaging in meaningful conversations with each other. 
When planning any real-world deployment, it is also important 
to consider that diferent conversation facilitators have unique 
attributes that resonate better with certain scenarios and spaces 
than others. As reported by our participants, computer screens 
are expected to be more useful in networking session scenarios; 
by contrast, humanoid robots are expected to be more useful in 
settings like a grocery store. Leveraged efectively, we believe that 
technological devices can help promote deep social connections 
and enjoyable conversations between strangers. 

6 LIMITATIONS 
Our study was conducted in a behavioral science center where 
members of the public could visit on a walk-in basis. It is likely 
that participants who volunteered to take part in a novel study 
were already in a relatively exploratory mindset and were thus 
more inclined to talk to strangers. While we designed the study 
environment to mimic a real life waiting room, it was likely still 
evident that our setup was a part of a novel experiment that difered 
considerably from real-world scenarios (e.g., clinic waiting rooms, 
cofee shops, commuter trains), where people hold very diferent 
expectations about having conversations in public settings [12]. 
These factors could have contributed to why 100% of participants 
in our study ended up talking to their conversation partner when 
only 7% of survey respondents in a prior study reported that they 
would be open to talking to strangers in a waiting room [12]. As 
we wanted a controlled experimental environment to bring out any 
efects the diferent conversation facilitators may have, conducting 
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the study in a real-world waiting room would have made it impossi-
ble to maintain the same level of experimental control. Despite the 
disparity between our experimental setup and real-world waiting 
rooms, our fndings still hold as our setup was consistent across 
all three conditions. Furthermore, we anticipate that the humanoid 
robot will be even more efective in facilitating meaningful con-
versations between strangers than a computer monitor in a feld 
environment due to the robot’s greater social presence. Future work 
should investigate the efcacy of technology-enabled conversation 
facilitators in real-world environments. 

Additionally, in order to keep the behaviors of all three facilita-
tors closely comparable, we did not leverage the humanoid robot’s 
full range of non-verbal capabilities in this study. Thus, our exper-
iment is a conservative test on the diference between the robot 
condition and the other two conditions, and diferences across con-
ditions can be directly attributed to the delivery medium itself and 
not their additional features. Even with these conservative design 
decisions, our results still point to the robot and computer screen 
being more capable of increasing interpersonal closeness and fos-
tering a more positive conversation experience between strangers. 
We predict that a humanoid robot with more social interaction ca-
pabilities (e.g., gaze, backchanneling, etc.) will perform even better 
than the two other conversation facilitators. Future research should 
investigate whether incorporating more social capabilities would 
enhance the humanoid robot facilitator’s efectiveness in helping 
strangers break the ice. Future research can also examine whether 
displaying a virtual robot on a computer screen may reap similar 
benefts as presenting an embodied robot in front of participants. 

7 CONCLUSION 
How technology shapes our social life is a complex and fascinat-
ing research question. Some scholars (e.g., Sherry Turkle) have 
expressed concerns about how “always-on digital connections” can 
lead us to be “alone together,” where people, despite being in the 
same physical space, are fxated on their own devices and feel miles 
apart from each other [55]. Although detrimental to people’s social 
and emotional well-being, such tendencies are quite understand-
able because talking to people who we do not know is difcult, and 
engaging in deep conversations with people is even more daunting. 

By contrast, our research shows that technology has the poten-
tial to efect positive change by breaking through the social norm of 
keeping to ourselves that stems from our tendency to overestimate 
the risks and underestimate the benefts of face-to-face conversa-
tions. Specifcally, we have investigated whether technologies can 
“break the ice” between strangers in the same space and help them 
connect over deep and meaningful conversations. We introduced 
three conversation facilitators that posed an identical set of pro-
gressively deeper conversation questions to pairs of strangers in 
a waiting room setting. Compared to a poster, a humanoid robot 
conversation facilitator elicited greater compliance with discussing 
the deeper questions from the participants. Moreover, participants 
in conversations facilitated by technology-enabled facilitators such 
as a humanoid robot and a computer screen also found their conver-
sations to be more enjoyable while also feeling closer to each other 
and generally happier afterwards, despite feeling more vulnerable 
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with each other during the conversation. Even though technol-
ogy has been frequently labeled as a major contributing factor to 
people’s declining engagement with each other in close physical 
proximity, our research demonstrates that technology can also be 
used as a tool to reduce psychological barriers and to create oppor-
tunities for strangers to connect with each other over face-to-face, 
heart-to-heart conversations. 
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