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ABSTRACT

Recent studies have discovered that widely used text-to-image diffusion models
can replicate training samples during image generation, a phenomenon known as
memorization. Existing detection methods primarily focus on identifying mem-
orized prompts. However, in real-world scenarios, image owners may need to
verify whether their proprietary or personal images have been memorized by the
model, even in the absence of paired prompts or related metadata. We refer to
this challenge as image-level memorization detection, where current methods re-
lying on original prompts fall short. In this work, we uncover two characteristics
of memorized images after perturbing the inference procedure: lower similarity
of the original images and larger magnitudes of TCNP. Building on these in-
sights, we propose Inversion-based Inference Perturbation (IIP), a new framework
for image-level memorization detection. Our approach uses unconditional DDIM
inversion to derive latent codes that contain core semantic information of origi-
nal images and optimizes random prompt embeddings to introduce effective per-
turbation. Memorized images exhibit distinct characteristics within the proposed
pipeline, providing a robust basis for detection. To support this task, we construct
a comprehensive setup for the image-level memorization detection, carefully cu-
rating datasets to simulate realistic memorization scenarios. Using this setup, we
evaluate our IIP framework across three different memorization settings, demon-
strating its state-of-the-art performance in identifying memorized images in vari-
ous settings, even in the presence of data augmentation attacks.

1 INTRODUCTION

In recent years, text-to-image diffusion models such as Stable Diffusion (SD) (Rombach et al., 2022)
and DALL-E (Ramesh et al., 2021) have achieved remarkable advancements, showcasing impres-
sive generation fidelity and diversity when conditioned on given prompts. However, these models
have also been found to reproduce elements or even exact duplicates of their training images, a phe-
nomenon broadly known as memorization (Schuhmann et al., 2022; Carlini et al., 2023; Somepalli
et al., 2023a;b). Existing memorization detecting methods primarily focus on identifying whether
specific prompts lead to memorized outputs (Wen et al., 2024; Ren et al., 2024) (Fig. 1 (Top)). The
proposed magnitude of text-conditional noise prediction (MTCNP) (Wen et al., 2024) can effectively
detect memorized prompts during the generation procedure (Fig. 2 (Top)).

However, in real-world scenarios, users may encounter situations where they need to verify whether
a specific image has been memorized by widely used text-to-image diffusion models. For instance,
an image owner might wish to confirm whether their proprietary or personal content has been em-
bedded into the model’s memory, potentially violating copyright or privacy rights. Unlike existing
approaches that rely on textual prompts that generate the memorized images, this scenario requires
a direct, image-level assessment, as shown in Fig. 1 (bottom). Such a setting assumes that only the
image itself is accessible, without information about the original paired prompts or associated meta-
data, making existing detection methods(Wen et al., 2024; Ren et al., 2024) struggle to address this
challenge. We address this challenge as a new setting: image-level memorization detection, which
is the primary focus of our research.

In this paper, we reveal two characteristics of memorized images, which provide the basis for our
image-level memorization detection. We discover that memorized images exhibit lower similarity
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of the original images and maintain larger magnitudes of text-conditional noise predictions
(MTCNP) (Wen et al., 2024) after perturbation of the generation procedure.

Figure 1: Differences between memorized prompts
detection and image-level memorization detection.

Based on these findings, we propose a novel
image-level memorization detection frame-
work IIP free of original prompts. We are
motivated to obtain a latent code with pri-
mary semantic information of original images
and employ a perturbed inference procedure
subsequently (as illustrated in Fig. 2(bot-
tom)) This perturbation aims to derive both
lower similarity of the original images and
larger magnitudes of TCNP for memorized
images, starkly contrasting with that of non-
memorized images. Specifically, we employ
unconditional DDIM Inversion (Song et al.,
2020) at smaller timesteps to obtain semantic
latent codes and perturb the inference proce-
dure with optimized random prompts, which
effectively derive significant characteristics
for image-level memorization detection.

We distinguish three different settings of memorization for comprehensive setup, including mem-
orized vs non-memorized training images, memorized training vs non-training images (non-
memorized), and the generated memorized vs non-memorized images. Extensive experiments and
analysis demonstrate our method consistently achieves state-of-the-art performance across various
datasets and different open-source text-to-image diffusion models.

We summarize our contribution as follows:

Figure 2: Memorized prompt detection methods (top) vs. our image-level memorization detection
method IIP (bottom). Unlike previous methods, our approach focuses on identifying memorized
images from a model without requiring access to the original prompts. Detection is achieved by
evaluating the similarity of the original image and magnitude of TCNP values (Wen et al., 2024).
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• We take the initial steps to formalize image-level memorization detection task for text-to-
image diffusion models across various datasets with a comprehensive setup, which assists
in inspecting the security of training images against memorization risks.

• We uncover two characteristics of memorized images under inference perturbation with
random prompts. Based on these findings, we propose a novel Inversion-based Inference
Perturbation (IIP) framework to effectively detect memorized images without accessing
original prompts.

• Extensive experiments demonstrate that our method achieves state-of-the-art performance
in detecting memorized images in various settings. Additionally, our IIP framework shows
strong robustness against data augmentation attacks.

2 MEMORIZED PATTERNS OF IMAGES FOR DIFFUSION MODELS

2.1 PRELIMINARY

Diffusion Model. Diffusion models are probabilistic models (Ho et al., 2020) designed to learn
the data distribution p(x) by progressively denoising noises. In the text-conditioned latent diffusion
models, such as Stable Diffusion (Ramesh et al., 2022), the model learns the conditional latent
distributions p(z|c) using a denoising autoencoder ϵθ(zt, t, c), where c denotes the conditioned text
prompts. Based on image-text pairs, the conditional LDM Sohl-Dickstein et al. (2015); Ho et al.
(2020) is trained as follows:

LLDM = EE(x),c,t,ϵ∼N (0,1)[||ϵ− ϵθ(zt, t, c)||22] (1)

After training, the diffusion model generates images by employing classifier-free guidance (Ho &
Salimans, 2022):

ϵ̃(zt, t, cp) = ϵθ(zt, t, cnull) + sg(ϵθ(zt, t, cp)− ϵθ(zt, t, cnull)), (2)

Here, zt represents the latent code at timestep t, and sg denotes the guidance scale. The backbone
ϵθ, derived from DDPM (Ronneberger et al., 2015; Ho et al., 2020), is used for noise prediction,
where cp refers to the given prompt and cnull represents the null-text prompt.

Unconditional DDIM Inversion. During the inference stage of diffusion models, the predicted
noise undergoes further sampling to generate latent codes for previous timesteps. A commonly used
method for this is DDIM sampling (Song et al., 2020), which follows a determined process for
generating these latent codes. DDIM Inversion reverses the DDIM sampling process (from t = 0 to
T ) as follows:

zt+1 =

√
αt+1

αt
· (zt −

√
1− αt · ϵθ(zt, t, c)) +

√
1− αt+1 · ϵθ(zt, t, c) (3)

Due to its deterministic nature, DDIM Inversion enables the retrieval of latent codes for a given
image. Specifically, when using a null-text prompt cnull, referred to as unconditional DDIM In-
version, the inverted zT can reconstruct the original image with minimal error during the denoising
process (Song et al., 2020; Mokady et al., 2023).

Magnitude of text-conditional noise prediction. Memorized prompts consistently guide the gen-
eration toward fixed results, regardless of the initialization, indicating significant text guidance dur-
ing the denoising process. Wen et al. (2024) find that these prompts exhibit larger values of the latter
term in Eq. 2 across a range of timesteps T , which are referred to as the magnitude of text-conditional
noise prediction (TCNP).

1

T

T∑
t=1

||ϵθ(zt, t, cp)− ϵθ(zt, t, cnull)||2. (4)

2.2 PERTURBATED ANALYSIS.
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Figure 3: Perturbed results during different inference timesteps for memorized and non-memorized
prompts. The magnitude of TCNP for perturbations is present on the right.

Figure 4: KDE (top) and ROC (bottom) curves
of different metrics for perturbations across dif-
ferent timesteps. Results are evaluated using
2000 images generated from memorized and non-
memorized prompts following Wen et al. (2024).

We conduct preliminary experiments to un-
cover clues for identifying memorized images.
Our approach primarily involves perturbed in-
ference to explore potential features. Specifi-
cally, we remove original prompts at different
timesteps and replace them with meaningless
ones (e.g., “ata”) during the subsequent genera-
tion period. Interestingly, we discover two key
characteristics: after permutation operations, 1)
the similarity of images changes in a distinct
pattern, and 2) the MTCNP remains larger for
memorized images.
Memorized Images Exhibit Lower Similar-
ity. We apply perturbation during the genera-
tion period, and the results of memorized and
non-memorized images are shown in Fig. 3
(left). It can be observed that when the orig-
inal prompts are replaced after step 600, the
perturbed results display clear textual discrep-
ancy of the original images. In contrast, non-
memorized images show minimal discrepancy
compared to their original images. Although in
the latter inference stage, prompts reflect subtle
information in most cases such as texture and
color for diffusion models (Zhang et al., 2023b;
Hertz et al., 2022), memorized image-text pairs would reveal greater discrepancy of the original
results when prompts are exchanged during inference.
Memorized Images Maintain Larger MTCNP. We calculate the magnitude of TCNP before
and after inference perturbation, with the results shown in Fig. 3 (right). As confirmed by Wen et al.
(2024), original memorized prompts exhibit significantly larger Magnitude of TCNP compared to
non-memorized prompts. Our experiments extend this finding and reveal that even after applying
meaningless prompt instead of the original prompt in perturbed inference period, the magnitude of
TCNP for memorized images remains consistently larger. This phenomenon suggests that a larger
MTCNP does not solely depend on the original prompts, in latter inference stage, the primary se-
mantic information of image is obtained, which also results in larger MTCNP even without original
prompts.
Further Discussion. To validate these characteristics, we further apply permutation on 2000 im-
ages generated from 500 memorized and non-memorized prompts. The KDE plots of similarity
degree and MTCNP are shown in Fig. 4 (top), with the L1 score used as the similarity measure in
the latent space. Our findings indicate that memorized results exhibit lower similarity compared to
non-memorized results, while consistently maintaining larger MTCNP values. In addition, we apply
these metrics to detect memorization in 2000 images, with the corresponding ROC plots presented
in Fig. 4 (bottom). Both metrics effectively detect memorization, with AUC scores exceeding 0.9.

Based on these results, we are motivated to explore the use of latent codes that retain primary seman-
tic information of the images in combination with random prompts, similar to the perturbed process
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Figure 5: The overview of our IIP. We first employ unconditional DDIM Inversion to obtain a latent
code with primary semantic information of the original image, and perturb the subsequent inference
stage with optimized non-memorized prompt embedding. Our method allows memorized images to
exhibit lower similarity of the original images, accompanied by larger magnitudes of TCNP.

starting from smaller timesteps. This procedure is likely to yield both lower of original images and
larger MTCNP values for memorized images after the subsequent inference stage, which helps to
effectively detect memorized images without original prompts.

3 METHOD

In this section, we provide a detailed introduction to our IIP. First, we employ unconditional DDIM
Inversion to obtain latent codes containing primary semantic information from the original images.
Next, we introduce optimized random prompt embeddings that are far from memorized during the
subsequent inference stage. The perturbation is reinforced by minimizing the magnitude of TCNP
to yield less memorized embeddings, thereby enhancing the significant characteristics for detec-
tion. The entire pipeline enables effective detection of memorized images free of original prompts,
through evaluations of both the similarity between the reconstructed and original images in the latent
space and the magnitude of TCNP during the inference stage.

3.1 DERIVE SEMANTIC LATENT CODE

We aim to obtain the latent code containing primary semantic and structural information of the
original images, which leads to significant characteristics for memorization detection. DDIM In-
version (Song et al., 2020) is known for its ability to reverse the sampling process and derive latent
codes of original images with varying prompts. In this work, we employ unconditional DDIM Inver-
sion, which demonstrates the capability to nearly fully reconstruct the original images. Specifically,
given the original image is x0, the latent code ztI at timestep tI is obtained as follows:

ztI =

√
αtI

αtI−1
· (ztI−1 −

√
1− αtI−1 · ϵθ(ztI−1, t, cnull)) +

√
1− αtI · ϵθ(ztI−1, t, cnull), (5)

where cnull is the null-text prompt, ϵθ is the noise predictor (Ho et al., 2020; Rombach et al., 2022).
And ztI is processed from z0 = Ei(x0), and Ei is the image encoder (Kingma, 2013) of the Diffu-
sion Model (Rombach et al., 2022).

Moreover, to obtain more semantic information of the original images, we employ the inverted latent
codes at a smaller timestep tI , which shortens the inverted steps and also reduces inversion error.

3.2 OPTIMIZE NON-MEMORIZED PROMPT PERTURBATION

To derive significant characteristics for memorization detection, our goal is to perturb the subsequent
inference started from the obtained latent code ztI with prompts far from memorized. Given the
random prompt is cd and subsequent inference stage starts from ztI , the magnitude of TCNP is
calculated as follows:

||ϵθ(ztI , t, cd)− ϵθ(ztI , t, cnull)||2. (6)
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To obtain the prompts far from memorized, we optimize the embedding of cd by minimizing the
magnitude of TCNP across a range of timesteps (from tI to tI′ ). To avoid straightforward optimiza-
tion reductions in final magnitude and obtain an embedding of cd far from memorized, we add noises
to obtain an approximate latent code z′tI and constrain the embedding within a certain distance from
the null-text embedding. The embedding of cd is optimized as follows:

Lcd =
1

tI − tI′
λd ·

tI∑
t=tI′

||ϵθ(z′t, t, cd)− ϵθ(z
′
t, t, cnull)||2 + λe · ||Et(cd)− Et(cnull)||2, (7)

where Et is the text encoder (Kingma, 2013) of the Diffusion Model (Rombach et al., 2022), and
λd, λe are the hyper-parameters.

After optimization, we start inference using the latent code ztI from timestep tI along with the
optimized prompt embedding c̃d. The subsequent latent codes are predicted following DDIM sam-
pling (Song et al., 2020):

z̃t−1 =

√
αt−1

αt
· (z̃t −

√
1− αt · ϵθ(z̃t, t, c̃d)) +

√
1− αt−1ϵθ(z̃t, t, c̃d). (8)

Finally, we can effectively detect memorized images without original prompts using both metrics of
similarity to the original images and the magnitude of TCNP. Specifically, we find that L1 distance
in the latent space demonstrates greater effectiveness in our experiments, as it is sensitive to even
subtle image discrepancies. The two metrics are calculated as follows:

IIPsim =

N∑
i=1

|z0i − z̃0i |, (9)

IIPmtcnp =
1

tI

tI∑
t=1

||ϵθ(ztI , t, c̃d)− ϵθ(zt, t, cnull)||2, (10)

where z0 and z̃0 are the latent codes of the original image and the generated image of our IIP.

4 EXPERIMENT

4.1 EXPERIMENTAL SETUP

Datasets. We evaluate our method across three dataset types for comprehensive analysis in various
settings: 1) memorized and non-memorized training images, 2) memorized training images and
non-training images, and 3) generated images from memorized and non-memorized prompts. All
settings in the main paper are based on Stable Diffusion v1.4 (Rombach et al., 2022) and results on
other versions of Stable Diffusion are provided in the appendix. For memorized training images, we
follow Webster (2023) and collect 152 memorized images from the training set of SD v1.4. These
images have an SSCD similarity score (Pizzi et al., 2022) exceeding 0.7, which strongly indicates
duplication (Somepalli et al., 2023a;b). For non-memorized training images, we collect images
from the member sets of LAION-mi and filter those with an SSCD similarity score lower than 0.15,
retaining 1200 images. Since LAION-mi (Dubiński et al., 2024) extract part of the training set and
non-member sets for Stable Diffusion v1.4, we select 1200 non-member images from LAION-mi
as non-memorized non-training images. For generated images, we follow the setting of Wen et al.
(2024), selecting 500 memorized prompts from Webster (2023) for Stable Diffusion v1.4 and 500
non-memorized prompts from various sources, including LAION (Schuhmann et al., 2022), COCO
(Lin et al., 2014), Lexica.art1, and randomly generated strings. Each prompt generates 4, 8, and
16 images, resulting in a total of 2K, 4K, and 8K generated images for both types of prompts.
We approximate that images generated from memorized prompts are highly memorized, albeit with
slight differences. The following Table 1 presents the details of each category.

1https://huggingface.co/datasets/Gustavosta/Stable-Diffusion-Prompts
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Datset Type Number Source Filter
Memorized Training Memorization 152 Training set of SDv1.4. SSCD >0.7
Non-memorized Training Non-Memorization 1200 Member set of LAION-mi SSCD <0.15
Non-Training Non-Memorization 1200 Non-member set of LAION-mi /
Memorized Generated Memorization 2K / 4K / 8K Memorized prompts /
Non-memorized Generated Non-Memorization 2K / 4K / 8K Non-memorized prompts /

Table 1: Detailed illustration of all datasets.

Existing Baselines. While no existing methods explicitly claim to detect memorization on image-
level without paired prompts, we consider two types of baselines. First, methods that identify mem-
orization by assessing the similarity between the original and reconstructed images using null-text
prompts. For this, we select DDIM Inversion 2, image inpainting 3, and image-to-image generation 4

as representative approaches. Specifically, for inpainting, we use a 16× 16 grid mask that matches
the original image size (Wu et al., 2024). Second, membership inference attack methods serve as
potential baselines, as they might detect memorization through stronger membership clues. We use
two state-of-the-art methods, SecMI (Duan et al., 2023) and PIA (Kong et al., 2023), for comparison.
All baselines, as well as our method, are implemented based on Stable Diffusion v1.4.
Evaluation Metrics. We calculate the Area Under the ROC Curve (AUC), and the True Positive
Rate at the False Positive Rate of 1% (TPR@1%FPR) as metrics for all three datasets to evaluate
the effectiveness of different methods. Additionally, because of the significant difference in the
number of memorized and non-memorized images in both the training and non-training datasets,
we compute the Area Under the PR Curve (AUC-PR) for these datasets. We compare the Accuracy
(Acc.) for the generated datasets, which contain a balanced number of both types of images.

Implementation Details. All baselines employ the same DDIM sampling (Song et al., 2020), with
inference steps and guidance scales consistently set to 50 and 7.5, respectively. Importantly, none
of the methods access the original prompts for detection. In our experiment, we set tI = 20 and
t
′

I = 10, and hyperparameters λd = 1.0, λe = 1.0. All experiments are conducted on a single A100.

4.2 EXPERIMENTAL RESULTS

Method Mem (Train) / Non-mem (Train) Mem (Train) / Non-mem (Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.938 0.699 0.388 0.943 0.689 0.395
Inpaint 0.671 0.153 0.007 0.628 0.139 0.007
Image-to-image 0.721 0.170 0.000 0.798 0.227 0.000

SecMI 0.584 0.130 0.000 0.557 0.124 0.030
PIA 0.507 0.104 0.000 0.536 0.112 0.000

IIPsim 0.999 0.995 0.987 1.000 0.998 0.993
IIPmtcnp 0.995 0.962 0.842 0.997 0.976 0.875

Table 2: Quantitative results for different methods of detecting memorized images across different
datasets. The best and second-best results are highlighted in bold and underline.

Method AUC Acc. TPR@1%FPR
#2K #4K #8K AVG #2K #4K #8K AVG #2K #4K #8K AVG

DDIM Inversion 0.739 0.741 0.733 0.738 0.681 0.677 0.674 0.677 0.062 0.062 0.075 0.066
Inpaint 0.919 0.921 0.919 0.920 0.879 0.875 0.871 0.875 0.621 0.640 0.623 0.628
Image-to-image 0.932 0.934 0.933 0.933 0.891 0.892 0.887 0.890 0.722 0.719 0.703 0.715

SecMI 0.631 0.630 0.629 0.630 0.614 0.610 0.608 0.611 0.061 0.049 0.057 0.056
PIA 0.710 0.711 0.710 0.710 0.653 0.649 0.651 0.651 0.074 0.098 0.096 0.089

IIPsim 0.964 0.965 0.963 0.964 0.935 0.939 0.936 0.937 0.866 0.867 0.866 0.866
IIPmtcnp 0.980 0.978 0.977 0.978 0.956 0.958 0.957 0.957 0.920 0.920 0.921 0.920

Table 3: Quantitative comparisons with baseline methods across varying sizes of generated datasets.
Key results are highlighted according to Tab. 2.

2https://huggingface.co/learn/diffusion-course/en/unit4/2
3https://huggingface.co/docs/diffusers/en/api/pipelines/stable_

diffusion/img2img
4https://huggingface.co/docs/diffusers/en/api/pipelines/auto_pipeline
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Figure 6: Qualitative comparisons with baseline methods under different settings. Our IIP demon-
strates the most distinguishable results between memorized and non-memorized images (highlighted
in the red boxes).

4.2.1 QUALITATIVE COMPARISON

Since SecMI and PIA primarily depend on the model’s intermediate outputs and do not generate
images, we conduct the qualitative comparison with reconstruction-based methods: DDIM Inver-
sion, image inpainting, and image-to-image. Results are illustrated in Fig. 6. Notably, these baseline
methods reconstruct images similar to original images for both memorized and non-memorized
images, hardly determining memorization. In contrast, our method reveals significant textual in-
consistencies in the reconstruction of memorized images, particularly in texture and certain colors,
as highlighted in red boxes. In comparison, non-memorized images closely resemble the originals.
Overall, our method performs the best in distinguishing memorized images qualitatively.

4.2.2 QUANTITATIVE COMPARISON

To comprehensively evaluate the effectiveness of different methods, we conducted quantitative ex-
periments across various datasets (Tab. 2 and 3). We utilized the L1 distance to assess the similarity,
which generally outperforms L2 distance for most methods (see A for L2 results). In addition to the
similarity metric, our method can also employ the magnitude of TCNP as another metric.

We present the results for detecting memorized images from non-memorized training images and
non-training images in Tab. 2. Among baseline methods DDIM Inversion is the most effective and
achieves AUC values exceeding 0.9. However, its TPR@1%FPR values are low, similar to im-
age inpainting and image-to-image, indicating in a relatively high miss rate for memorized images,
SecMI and PIA, exhibit limited effectiveness, yielding the lowest AUC and TPR@1%FPR values.
This may stem from that cues of memorization are less prominent for these methods. In contrast
to other methods, our approach demonstrates nearly perfect discriminative performance, achieving
AUC values exceeding 0.99, PR-AUC values greater than 0.96 for both metrics, and TPR@1%FPR
values surpassing 0.98 for the similarity metric.

For detecting memorization on generated datasets (Tab. 3), we observe that image inpainting and
image-to-image methods show notably improved performance, particularly in TPR@1% FPR, with
the best results exceeding 0.7. SecMI and PIA also show slight improvements. This may be at-
tributed to the generated images being potentially influenced by the model, which may activate in-
termediate outputs. However, DDIM Inversion diminishes its effectiveness, as both generated mem-
orized and non-memorized images are more easily recoverable after inversion. Nonetheless, our
method consistently demonstrates superior performance, with both AUC and Acc. exceeding 0.9 for

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Method Mem (Train) / Non-mem (Train) Mem (Train) / Non-mem (Non-train) Mem (Gen) / Non-mem (Gen)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR AUC Acc. TPR@1%FPR

DDIM Inversion 0.847 0.303 0.046 0.865 0.345 0.046 0.792 0.732 0.084
Inpaint 0.901 0.495 0.092 0.891 0.494 0.092 0.618 0.597 0.035
Image-to-image 0.562 0.114 0.000 0.510 0.103 0.000 0.642 0.609 0.043

SecMI 0.525 0.110 0.000 0.513 0.107 0.000 0.534 0.523 0.019
PIA 0.508 0.107 0.000 0.504 0.104 0.000 0.621 0.586 0.041

IIPsim 0.996 0.959 0.822 0.998 0.984 0.914 0.892 0.819 0.452
IIPmtcnp 0.823 0.667 0.480 0.838 0.699 0.539 0.918 0.844 0.636

Table 4: Quantitative comparisons with baseline methods across different datasets under attacks.

two metrics, and the results of MTCNP showing TPR@1% FPR surpassing 0.9. Interestingly, we
observe that the similarity metric is more effective in detecting memorized training images, while
the MTCNP performs better on the generated dataset. This discrepancy may stem from model con-
sistency, as generated images tend to evoke memorization characteristics more readily and are more
easily reconstructed.

4.2.3 PERFORMANCE OF DIFFERENT METHODS UNDER DATA AUGMENTATION ATTACKS

We conduct experiments on various methods under different data augmentation attacks, including
random flip, rotation, and color changes, widely used data augmentation techniques for training or
image preprocessing, to evaluate the robustness of different methods for detection. The results in
Table 4 show that most methods exhibit a reduction in performance. For detecting memorization
from non-memorized training and non-training datasets, only DDIM Inversion, image inpainting,
and our approach retain effectiveness, with AUC values exceeding 0.6. However, these methods ex-
hibit TPR@1%FPR values lower than 0.1, and their AUC-PR scores are also below 0.5, indicating
a significant probability of false positives. In contrast, our method, based on the similarity metric,
demonstrates the best overall performance and exhibits superior robustness against data augmenta-
tion attacks, Additionally, for detecting memorized images from generated images, DDIM Inversion
shows good robustness in terms of AUC but with the TPR@1%FPR value falling below 0.1. Other
methods all suffer significant performance declines. However, our approach maintains the best per-
formance, with the MTCNP metric demonstrating enhanced robustness for generated images. The
two metrics complement each other, resulting in our method exhibiting the most stable and robust
performance against data augmentation attacks.

Component Method Mem (Train) / Non-mem (Train) Mem (Gen) / Non-mem (Gen)
AUC AUC-PR TPR@1%FPR AUC Acc. TPR@1%FPR

w/o both Sim. 0.938 0.699 0.388 0.739 0.677 0.062

w/o N.P.P. Sim. 0.944 0.795 0.638 0.838 0.791 0.504

w/o S.L.C. Sim. 0.970 0.837 0.664 0.919 0.886 0.730
MTCNP 0.871 0.428 0.184 0.944 0.879 0.513

Full Model Sim. 0.999 0.995 0.987 0.964 0.935 0.866
MTCNP 0.995 0.962 0.842 0.980 0.956 0.920

Table 5: Ablation studies of different components
in our IIP. The N.P.P. denotes the non-memorized
prompt perturbation module and the S.L.C. denotes
semantic latent code.

Figure 7: Effects of perturbations.

4.3 ABLATION STUDY

We conducted the ablation study on both the training and generated datasets, and the results are
present in Tab. 5. We observe that with the introduction of semantic latent codes, the performance
of our method improved across both datasets. Furthermore, the non-memorized prompt perturbation
module not only facilitates the availability of the MTCNP metric but also improves the effectiveness
of the similarity metric. However, due to insufficient semantic information to activate memorization
clues, the TPR@1%FPR values for both the similarity and MTCNP metrics remain relatively low.
Whereas, the full model exhibits the best performance.

We also analyze our performance with initializations at different timesteps on the training dataset
in Fig. 7. The similarity metric demonstrates better performance in detecting memorized training
images. Both the two metrics exhibit improvements from step 1000 to step 400. Specifically, the
similarity metric can nearly identify all memorized images starting after step 600, while the magni-
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tude of TCNP shows a slight decrease in the AUC value starting at step 200. This may be attributed
to minor distribution differences between the training and generated memorized images.

5 RELATED WORK

5.1 TEXT-TO-IMAGE DIFFUSION MODELS

Recently, with the development of large image-text paired datasets (Schuhmann et al., 2022;
2021) and diffusion models (Ho et al., 2020; Song et al., 2020; Sohl-Dickstein et al., 2015), text-
conditioned generation based on diffusion models has sparked significant interest in text-conditioned
generation for various image-generation tasks (Hertz et al., 2022; Zhang et al., 2023c; Brooks et al.,
2023) Stable Diffusion, one of the most widely used diffusion models, demonstrates impressive fi-
delity and diversity. SD has been integrated into many downstream models like ControlNet (Zhang
et al., 2023a) and DreamBooth (Ruiz et al., 2023), driving advancements in generative tasks.

5.2 MEMORIZATION IN DIFFUSION MODELS

Carlini et al. (2023); Somepalli et al. (2023a;b) have revealed the widely employed text-to-image
diffusion model, Stable Diffusion (Rombach et al., 2022) and Imagen (Saharia et al., 2022) can re-
produce training data during generation, which includes not only exact duplications but also general
compositions from the training samples (Webster, 2023). Carlini et al. (2023) extract memorized
image-text pairs by generating a great number of images with various prompts and searching for
the most similar training images. Webster (2023) propose white and black attacks to extract mem-
orized image-text pairs by the amount of noise modification in one-step synthesis and the edge
consistency in generated images. Recently research has focused on detecting memorization from
prompts. Wen et al. (2024) propose that the magnitude of predicted noise and effectively detect
memorized prompts. The clue of MTCNP has been a significant source of inspiration for our work.
Ren et al. (2024) find that the distribution of cross-attention exhibits great differences between mem-
orized and non-memorized prompts. Ma et al. (2024) further analyze memorization across condi-
tional and unconditional diffusion models.

Similar to data memorization attacks, there is another class of attacks, known as membership infer-
ence attack (Shokri et al., 2017). It can effectively distinguish between training and non-training
images but struggles to differentiate between memorized and non-memorized training images, as
both are classified simply as training data. For diffusion models, Matsumoto et al. (2023); Hu &
Pang (2023) focus on unconditional diffusion models that do not require prompt access. Carlini
et al. (2023) propose a query-based method using diffusion losses, while Kong et al. (2023) employ
DDIM Inversion as the ground-truth trajectory to infer memberships. Dubiński et al. (2024) intro-
duce a dataset for membership inference attacks on Stable Diffusion and propose an attack targeting
process modification in diffusion models. Matsumoto et al. (2023); Hu & Pang (2023) focus on
unconditional diffusion models that do not require prompt access.

Unlike these prompt-based memorization detection methods and membership inference attack meth-
ods, our approach focuses on determining whether an image is memorized by the model instead of
used for training, without accessing the original prompts.

6 CONCLUSION

In this paper, we first reveal two key characteristics of memorized images under inference pertur-
bation during the original generation period: 1) lower similarity the original images, and 2) larger
magnitudes of TCNP. Based on these observations, we propose a novel image-level memorization
detection framework IIP. We are motivated to derive significant characteristics. Specifically, we ob-
tain the semantic latent code of original images using unconditional DDIM Inversion and optimize
the non-memorized prompt embedding for perturbation in the subsequent inference stage. After
perturbation, the memorized images would exhibit lower similarity to the original images and a
larger magnitude of TCNP, which contrasts with the non-memorized images. These distinct char-
acteristics facilitate our effective detection. Extensive experiments demonstrate the state-of-the-art
performance of our method across different datasets in identifying both training and generated mem-
orized images, even under data augmentation attacks.
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Paweł Morawiecki. Towards more realistic membership inference attacks on large diffusion mod-
els. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, pp.
4860–4869, 2024.

Amir Hertz, Ron Mokady, Jay Tenenbaum, Kfir Aberman, Yael Pritch, and Daniel Cohen-Or.
Prompt-to-prompt image editing with cross attention control. arXiv preprint arXiv:2208.01626,
2022.

Jonathan Ho and Tim Salimans. Classifier-free diffusion guidance. arXiv preprint
arXiv:2207.12598, 2022.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. Advances in
neural information processing systems, 33:6840–6851, 2020.

Hailong Hu and Jun Pang. Loss and likelihood based membership inference of diffusion models. In
International Conference on Information Security, pp. 121–141. Springer, 2023.

Diederik P Kingma. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114, 2013.

Fei Kong, Jinhao Duan, RuiPeng Ma, Hengtao Shen, Xiaofeng Zhu, Xiaoshuang Shi, and Kaidi Xu.
An efficient membership inference attack for the diffusion model by proximal initialization. arXiv
preprint arXiv:2305.18355, 2023.

Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr
Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In Computer
Vision–ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12, 2014,
Proceedings, Part V 13, pp. 740–755. Springer, 2014.

Zhe Ma, Xuhong Zhang, Qingming Li, Tianyu Du, Wenzhi Chen, Zonghui Wang, and Shouling
Ji. Could it be generated? towards practical analysis of memorization in text-to-image diffusion
models. arXiv preprint arXiv:2405.05846, 2024.

Tomoya Matsumoto, Takayuki Miura, and Naoto Yanai. Membership inference attacks against
diffusion models. in 2023 ieee security and privacy workshops (spw), 2023.

Ron Mokady, Amir Hertz, Kfir Aberman, Yael Pritch, and Daniel Cohen-Or. Null-text inversion for
editing real images using guided diffusion models. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 6038–6047, 2023.

Ed Pizzi, Sreya Dutta Roy, Sugosh Nagavara Ravindra, Priya Goyal, and Matthijs Douze. A self-
supervised descriptor for image copy detection. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 14532–14542, 2022.

Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott Gray, Chelsea Voss, Alec Radford, Mark Chen,
and Ilya Sutskever. Zero-shot text-to-image generation. In International Conference on Machine
Learning, pp. 8821–8831. PMLR, 2021.

Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu, and Mark Chen. Hierarchical text-
conditional image generation with clip latents. arXiv preprint arXiv:2204.06125, 1(2):3, 2022.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Jie Ren, Yaxin Li, Shenglai Zen, Han Xu, Lingjuan Lyu, Yue Xing, and Jiliang Tang. Unveiling
and mitigating memorization in text-to-image diffusion models through cross attention. arXiv
preprint arXiv:2403.11052, 2024.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn Ommer. High-
resolution image synthesis with latent diffusion models. In Proceedings of the IEEE/CVF confer-
ence on computer vision and pattern recognition, pp. 10684–10695, 2022.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomed-
ical image segmentation. In Medical image computing and computer-assisted intervention–
MICCAI 2015: 18th international conference, Munich, Germany, October 5-9, 2015, proceed-
ings, part III 18, pp. 234–241. Springer, 2015.

Nataniel Ruiz, Yuanzhen Li, Varun Jampani, Yael Pritch, Michael Rubinstein, and Kfir Aberman.
Dreambooth: Fine tuning text-to-image diffusion models for subject-driven generation. In CVPR,
pp. 22500–22510, 2023.

Chitwan Saharia, William Chan, Saurabh Saxena, Lala Li, Jay Whang, Emily L Denton, Kamyar
Ghasemipour, Raphael Gontijo Lopes, Burcu Karagol Ayan, Tim Salimans, et al. Photorealistic
text-to-image diffusion models with deep language understanding. Advances in neural informa-
tion processing systems, 35:36479–36494, 2022.

Christoph Schuhmann, Richard Vencu, Romain Beaumont, Robert Kaczmarczyk, Clayton Mullis,
Aarush Katta, Theo Coombes, Jenia Jitsev, and Aran Komatsuzaki. Laion-400m: Open dataset of
clip-filtered 400 million image-text pairs. arXiv preprint arXiv:2111.02114, 2021.

Christoph Schuhmann, Romain Beaumont, Richard Vencu, Cade Gordon, Ross Wightman, Mehdi
Cherti, Theo Coombes, Aarush Katta, Clayton Mullis, Mitchell Wortsman, et al. Laion-5b: An
open large-scale dataset for training next generation image-text models. Advances in Neural
Information Processing Systems, 35:25278–25294, 2022.

Reza Shokri, Marco Stronati, Congzheng Song, and Vitaly Shmatikov. Membership inference at-
tacks against machine learning models. In 2017 IEEE symposium on security and privacy (SP),
pp. 3–18. IEEE, 2017.

Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan, and Surya Ganguli. Deep unsupervised
learning using nonequilibrium thermodynamics. In International conference on machine learn-
ing, pp. 2256–2265. PMLR, 2015.

Gowthami Somepalli, Vasu Singla, Micah Goldblum, Jonas Geiping, and Tom Goldstein. Diffusion
art or digital forgery? investigating data replication in diffusion models. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 6048–6058, 2023a.

Gowthami Somepalli, Vasu Singla, Micah Goldblum, Jonas Geiping, and Tom Goldstein. Under-
standing and mitigating copying in diffusion models. Advances in Neural Information Processing
Systems, 36:47783–47803, 2023b.

Jiaming Song, Chenlin Meng, and Stefano Ermon. Denoising diffusion implicit models. arXiv
preprint arXiv:2010.02502, 2020.

Ryan Webster. A reproducible extraction of training images from diffusion models. arXiv preprint
arXiv:2305.08694, 2023.

Yuxin Wen, Yuchen Liu, Chen Chen, and Lingjuan Lyu. Detecting, explaining, and mitigating
memorization in diffusion models. In The Twelfth International Conference on Learning Repre-
sentations, 2024.

Xiaoyu Wu, Yang Hua, Chumeng Liang, Jiaru Zhang, Hao Wang, Tao Song, and Haibing Guan.
Cgi-dm: Digital copyright authentication for diffusion models via contrasting gradient inversion.
In 2024 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pp. 10812–
10821. IEEE Computer Society, 2024.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. Adding conditional control to text-to-image
diffusion models. In Proceedings of the IEEE/CVF International Conference on Computer Vision,
pp. 3836–3847, 2023a.

Yuxin Zhang, Weiming Dong, Fan Tang, Nisha Huang, Haibin Huang, Chongyang Ma, Tong-Yee
Lee, Oliver Deussen, and Changsheng Xu. Prospect: Expanded conditioning for the personaliza-
tion of attribute-aware image generation. arXiv preprint arXiv:2305.16225, 2023b.

Yuxin Zhang, Nisha Huang, Fan Tang, Haibin Huang, Chongyang Ma, Weiming Dong, and Chang-
sheng Xu. Inversion-based style transfer with diffusion models. In CVPR, pp. 10146–10156,
2023c.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

A APPENDIX

A.1 ADDTIONAL EXPERIMENTAL RESULTS ON SDV1.4.

In this section, we provide additional experimental results on SDv1.4.

Figure A1: ROC curves of different methods for detecting memorized images from non-memorized
training images, non-training images, and non-memorized generated images on SDv1.4.

Figure A2: ROC curves of different methods on SDv1.4 under data augmentation attacks for detect-
ing memorized images across different datasets as Fig. A1.

Results of ROC Curves. Fig. A1 and Fig. A2 present the ROC curves across different datasets and
settings on SDv1.4. As shown in Fig. A1, we can observe that our method achieves near-perfect dis-
crimination in detecting memorized training images from non-memorized training and non-training
images, with the similarity metric demonstrating excellent effectiveness. For detecting memoriza-
tion in generated images, the MTCNP metric exhibits relatively strong performance. Specifically,
the similarity scores are more effective for identifying memorized training images, while MTCNP
proves better for detecting memorization in generated images, which aligns with our findings in the
paper. Furthermore, as shown in Fig. A2, our similarity-based metric demonstrates strong robustness
against data augmentation attacks, even though the performance of MTCNP degrades considerably.
While after data augmentation attacks on generated images, our method still achieves the best per-
formance, with MTCNP maintaining superior effectiveness. The complementary strengths of these
two metrics contribute to the overall robustness and effectiveness of our approach across various
settings and data augmentation attacks.

Results of L2 similarity distance. We further evaluate the effectiveness of various reconstruction-
based methods using the L2 distance, with results presented in Tab. A1 and Tab. A2. Our observa-
tions indicate that, except for image inpainting, all other methods exhibit a decline in performance
when compared to L1 scores. Notably, our method demonstrates a significant drop in TPR@1%FPR
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values. This decline may be attributed to the more pronounced modifications to the image content
introduced by the image inpainting method, whereas our approach primarily relies on subtle texture
variations, rendering the L1 distance a more effective metric. Despite the slight performance re-
duction observed under the L2 distance, our method continues to outperform others and maintains
state-of-the-art performance.

Method Mem (Train) / Non-mem (Train) Mem (Train) / Non-mem (Non-train) Mem (Gen) / Non-mem (Gen)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR AUC Acc. TPR@1%FPR

DDIM Inversion 0.847 0.303 0.046 0.865 0.345 0.046 0.690 0.648 0.028
Inpaint 0.901 0.495 0.092 0.891 0.494 0.092 0.924 0.885 0.644
Image-to-image 0.562 0.114 0.000 0.510 0.103 0.000 0.928 0.890 0.715

IIPsim 0.996 0.959 0.822 0.998 0.984 0.914 0.960 0.919 0.815

Table A1: Quantitative results using L2 distance to evaluate similarity for reconstruction-based
methods on SDv1.4. The best and second-best results are highlighted in bold and underline.

Method Mem (Train) / Non-mem (Train) Mem (Train) / Non-mem (Non-train) Mem (Gen) / Non-mem (Gen)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR AUC Acc. TPR@1%FPR

DDIM Inversion 0.842 0.298 0.053 0.861 0.346 0.059 0.788 0.723 0.088
Inpaint 0.718 0.176 0.007 0.685 0.160 0.013 0.630 0.603 0.042
Image-to-image 0.539 0.109 0.000 0.512 0.103 0.000 0.616 0.588 0.041

IIPsim 0.994 0.945 0.776 0.995 0.945 0.855 0.867 0.794 0.341

Table A2: Quantitative results using L2 distance to evaluate similarity under data augmentation at-
tacks for reconstruction-based methods on SDv1.4. Key results are highlighted according to Tab. A1.

Addtional qualitative comparisons across different datasets. We present additional qualitative
results on SDv1.4 in Fig. A3, where significant similarity inconsistencies are highlighted within red
boxes. The results indicate that our method exhibits a more pronounced distinction in similarity
inconsistencies between memorized and non-memorized images.

Figure A3: Addtional qualitative comparisons with baselines across different datasets on SDv1.4.
Our method consistently achieves the best distinguishable results for memorization detection.
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A.2 QUANTITATIVE RESULTS ON OTHER VERSIONS OF STABLE DIFFUSION.

Datasets. To further assess the effectiveness of our method across different text-to-image diffusion
models, particularly in detecting memorized training images, we conduct qualitative experiments on
the training and non-training datasets for SDv1.5 and SDv2.1. For memorized training images, we
follow Webster (2023) and collect 190 and 78 memorized images for SDv1.5 and SDv2.1, respec-
tively. We obtain training images that have an SSCD similarity score (Pizzi et al., 2022) of generated
results exceeding 0.7, strongly indicating duplication (Somepalli et al., 2023a;b). Furthermore, since
the extracted training and non-member sets from LAION-mi (Dubiński et al., 2024) for SDv1.4 also
apply to SDv1.5 5 and SDv2.1 6, we select 1200 non-memorized training images from the member
sets of LAION-mi, with an SSCD similarity score below 0.15 of the memorized images, along with
1200 non-member images from LAION-mi as non-training images for these two Stable Diffusion
models.

Quantitative results and performance under data augmentation attacks. We present the re-
sults for detecting memorized training images from non-memorized training and non-training im-
ages in Tab.A3 and Tab.A4, evaluated using our similarity metric. As shown, our method achieves
AUC-PR values exceeding 0.96 and TPR@1%FPR above 0.87 across both models and settings,
demonstrating our superior performance across different stable diffusion models. Furthermore, we
analyze the performance under data augmentation attacks for various diffusion models, with results
shown in Tab.A5 and Tab.A6. While baseline methods show significant accuracy degradation after
attacks, our method maintains near-consistent performance, highlighting its exceptional robustness.

Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.876 0.689 0.474 0.882 0.697 0.505
Inpaint 0.572 0.145 0.005 0.515 0.131 0.000
Image-to-image 0.786 0.271 0.016 0.858 0.354 0.021

SecMI 0.508 0.141 0.011 0.546 0.160 0.016
PIA 0.594 0.176 0.021 0.639 0.212 0.042

IIPsim 0.986 0.967 0.874 0.988 0.973 0.895
IIPmtcnp 0.967 0.924 0.784 0.970 0.934 0.826

Table A3: Quantitative results for different methods of detecting training memorized images across
different datasets on SDv1.5.

Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.883 0.307 0.064 0.892 0.320 0.128
Inpaint 0.651 0.107 0.000 0.612 0.099 0.000
Image-to-image 0.713 0.099 0.000 0.784 0.134 0.000

SecMI 0.552 0.078 0.000 0.533 0.074 0.000
PIA 0.538 0.117 0.077 0.564 0.126 0.077

IIPsim 1.000 1.000 1.000 1.000 1.000 1.000
IIPmtcnp 0.840 0.416 0.224 0.861 0.472 0.256

Table A4: Quantitative results for different methods of detecting training memorized images across
different datasets on SDv2.1.

5https://huggingface.co/stable-diffusion-v1-5/stable-diffusion-v1-5
6https://huggingface.co/stabilityai/stable-diffusion-2-1-base
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Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.745 0.282 0.032 0.756 0.300 0.032
Inpaint 0.811 0.410 0.053 0.793 0.410 0.053
Image-to-image 0.532 0.136 0.016 0.586 0.155 0.016

SecMI 0.520 0.133 0.000 0.534 0.138 0.000
PIA 0.567 0.152 0.000 0.582 0.161 0.005

IIPsim 0.983 0.957 0.853 0.986 0.969 0.884
IIPmtcnp 0.919 0.781 0.532 0.928 0.812 0.611

Table A5: Quantitative performance of different methods under data augmentation attacks across
different datasets on SDv1.5.

Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.718 0.172 0.077 0.739 0.177 0.090
Inpaint 0.797 0.235 0.038 0.777 0.242 0.038
Image-to-image 0.548 0.063 0.000 0.598 0.073 0.000

SecMI 0.516 0.062 0.000 0.509 0.060 0.000
PIA 0.582 0.105 0.064 0.586 0.087 0.013

IIPsim 1.000 1.000 1.000 1.000 1.000 1.000
IIPmtcnp 0.899 0.617 0.474 0.888 0.595 0.423

Table A6: Quantitative performance of different methods under data augmentation attacks across
different datasets on SDv2.1.

A.3 EXPERIMENTS IN REAL-WORLD SCENARIOS.

In practical situations, memorization varies in different degrees beyond exact duplication of the
training images (Carlini et al., 2023; Somepalli et al., 2023a;b). For example, partial replica-
tion (Somepalli et al., 2023a), where generated images incorporate specific elements or fragments of
existing images, is a common phenomenon in real-world scenarios and presents substantial privacy
and copyright risks. To evaluate our performance in real-world scenarios, we expand the experiments
to include a broader range of memorization situations. Specifically, we apply SSCD similarity score
thresholds of 0.4 and 0.5, which indicate high pixel-level replication Somepalli et al. (2023b). These
thresholds enabled the identification of a spectrum of memorization cases, from full duplication
to partial replication. The numbers of memorized images extracted under different thresholds for
different models are shown in Tab. A7.

Number of Memorized Image Model Filter
743 SDv1.4 SSCD > 0.5

1626 SDv1.4 SSCD > 0.4
601 SDv2.1 SSCD > 0.5

1676 SDv2.1 SSCD > 0.4

Table A7: The numbers of memorized images for different models and SSCD thresholds.

Experimental results are presented in Tables A9, A8, A10, and A11, corresponding to different
SSCD thresholds across different stable diffusion models. In all experimental settings, the proposed
IIP method consistently outperforms the baseline approaches, demonstrating superior performance.
Specifically, both AUC and AUC-PR values exceed 0.9 across all configurations, highlighting the
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Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.839 0.776 0.292 0.836 0.776 0.312
Inpaint 0.604 0.418 0.008 0.552 0.391 0.005
Image-to-image 0.743 0.522 0.005 0.813 0.611 0.005

SecMI 0.510 0.415 0.019 0.516 0.421 0.016
PIA 0.543 0.424 0.020 0.582 0.473 0.034

IIPsim 0.984 0.978 0.774 0.988 0.984 0.812
IIPmtcnp 0.904 0.884 0.416 0.850 0.895 0.261

Table A8: Comparison of different methods on SDv1.4 with SSCD score(>0.5) filtered memorized
images.

Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.805 0.792 0.179 0.802 0.792 0.202
Inpaint 0.596 0.538 0.010 0.541 0.509 0.009
Image-to-image 0.740 0.633 0.003 0.809 0.710 0.003

SecMI 0.510 0.591 0.005 0.537 0.629 0.010
PIA 0.538 0.603 0.010 0.577 0.648 0.017

IIPsim 0.981 0.985 0.689 0.987 0.990 0.750
IIPmtcnp 0.850 0.895 0.260 0.860 0.905 0.287

Table A9: Comparison of different methods on SDv1.4 with SSCD score(>0.4) filtered memorized
images.

Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.768 0.599 0.077 0.779 0.611 0.101
Inpaint 0.599 0.402 0.012 0.555 0.377 0.012
Image-to-image 0.731 0.474 0.008 0.800 0.562 0.013

SecMI 0.582 0.440 0.045 0.559 0.415 0.020
PIA 0.505 0.384 0.042 0.530 0.414 0.045

IIPsim 0.955 0.935 0.624 0.956 0.943 0.737
IIPmtcnp 0.742 0.665 0.191 0.764 0.704 0.276

Table A10: Comparison of different methods on SDv2.1 with SSCD score(>0.5) filtered memorized
images.

effectiveness of our method. These results further substantiate the performance of IIP in real-world
scenarios where partial image replication may occur, making it particularly suitable for detecting
broader memorization in text-to-image diffusion models.

A.4 COMPARISON WITH DETECTING MEMORIZED PROMPTS (WEN ET AL., 2024).

We further clarify the difference between our inversion-based inference perturbation (IIP) and mem-
orization mitigation techniques in (Wen et al., 2024), which propose MTCNP as an effective metric
to detect memorized prompts. We make several new observations that extend this finding.
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Method Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

DDIM Inversion 0.730 0.680 0.044 0.743 0.693 0.054
Inpaint 0.543 0.528 0.010 0.507 0.503 0.003
Image-to-image 0.747 0.657 0.009 0.813 0.732 0.015

SecMI 0.553 0.642 0.028 0.529 0.622 0.016
PIA 0.516 0.613 0.021 0.542 0.642 0.024

IIPsim 0.930 0.925 0.489 0.932 0.931 0.598
IIPmtcnp 0.704 0.781 0.116 0.730 0.808 0.177

Table A11: Comparison of different methods on SDv2.1 with SSCD score(>0.4) filtered memorized
images.

For memorization detection, Wen et al. (2024) finds memorized prompts derive larger MTCNP.
We extend the observation that even when perturbed prompts (random or meaningless) are added
during the inference process, the phenomenon of larger MTCNP still persists. This suggests that the
MTCNP is not solely reliant on the original prompt, but also on some features related to the image
itself, which we detailedly discussed Sec. 2.2.

Besides, while Wen et al. (2024) minimizes the magnitude of text-conditional predictions to perturb
the original prompt embedding at the initial time step during generation. Our method first obtains the
latent code by unconditional DDIM Inversion in latter timesteps and employs random and meaning-
less prompt for inference, the prompt embedding optimized cooperates with the latent code obtained
from the inversion. We specify our optimization differences as follows:

• Different perturbing stages. We perturb the text embedding in the latter stage of inference
(after timestep 30 in the experiments), while Wen et al. (2024) perturb the text embedding
at the initial timestep.

• The minimization is processed with different textual prompts and latent codes. Our method
uses random and meaningless prompts, cooperating with the latent code obtained from
DDIM Inversion. In contrast, Wen et al. (2024) employs the original prompts and random
gaussian latent code.

To further demonstrate the differences, we conducted experiments using the techniques in Wen et al.
(2024): (a) perturbing text embedding in the initial timestep and (b) minimizing the magnitude of
text-conditional predictions with original prompt and random gaussian latent code for the image-
level memorization task.

Method AUC AUC-PR TPR@1%FPR

(a) perturb embedding (Wen et al., 2024) 0.673 0.540 0.040
(b) minimize the MTCNP (Wen et al., 2024) 0.665 0.580 0.067

IIPsim 0.984 0.978 0.774
IIPmtcnp 0.904 0.884 0.416

Table A12: Qualitative results of techniques in (Wen et al., 2024) and IIP.

The experimental results demonstrate the different performance between our method and Wen et al.
(2024). Our pipeline is proposed to effectively solve image-level memorization detection tasks.

Furthermore, the evaluation metric similarity between the original and perturbed images mainly
depends on the inference perturbation pipeline and the optimization objective is alternative. MTCNP
is one possible optimization objective in our current implementation, IIP can also employ objectives
that do not rely on MTCNP. We employ the proposed similarity distance metric. Specifically, we
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replace the MTCNP-based loss function with similarity-based as follows:

Lcd =
1

tI − tI′
λd ·

tI∑
t=tI′

|zt − z̃t|+ λe · ||Et(cd)− Et(cnull)||2, (11)

where we exchang the MTCNP ||ϵθ(z′t, t, cd) − ϵθ(z
′
t, t, cnull)||2 in the original loss function 7 to

similarity distance |zt − z̃t|.
The experimental results are shown in Tab. A13. Results demonstrate that both optimization ob-
jectives perform comparably, indicating that the optimization objective is alternative and similarity
computation is not heavily dependent on MTCNP.

Model Memorized
Images

IPPsim Results of Different
Optimization Objectives

Mem(Train) / Non-mem(Train) Mem(Train) / Non-mem(Non-train)
AUC AUC-PR TPR@1%FPR AUC AUC-PR TPR@1%FPR

SDv1.4
SSCD > 0.5 MTCNP 0.984 0.978 0.774 0.988 0.984 0.812

Sim. Distance 0.981 0.975 0.777 0.983 0.977 0.802

SSCD > 0.4 MTCNP 0.981 0.985 0.689 0.987 0.990 0.750
Sim. Distance 0.975 0.982 0.676 0.978 0.984 0.696

SDv2.1
SSCD > 0.4 MTCNP 0.955 0.935 0.624 0.956 0.943 0.737

Sim. Distance 0.956 0.940 0.700 0.959 0.946 0.730

SSCD > 0.5 MTCNP 0.930 0.925 0.489 0.932 0.931 0.598
Sim. Distance 0.930 0.955 0.570 0.936 0.960 0.598

Table A13: Quantitative performance of different optimization objectives for IIPsim.

A.5 LIMITATIONS AND DISCUSSIONS.

Limitations. While our method demonstrates superior performance across various datasets, with
different metrics performing optimally for different datasets, there are limitations under data aug-
mentation attacks for generated datasets. Specifically, when faced with generated images with data
augmentation attacks, our method may not perform as effectively. The robustness in detecting mem-
orization from these defense-enhanced generated images remains an area in need of further improve-
ment. Additionally, although our work primarily focuses on image-level memorization detection,
dememorization during generation represents an important aspect that could further mitigate the re-
tention of user content in the model’s memory. This issue has not been addressed in the current
study, but we intend to investigate it in future research.

Ethics and Broader Impacts. In recent years, the rise of generative models has increasingly high-
lighted issues related to copyright and data security. Memorization, as a form of strong training data
duplication, poses significant threats to both model owners and users. Our method offers a straight-
forward and effective solution for users and regulators to verify whether images have been mem-
orized by the model, in the absence of original prompts. Notably, our method demonstrates near-
perfect detection capabilities for memorized training images and exhibits high robustness against
data augmentation attacks, providing an effective tool for identifying data leaks and copyright threats
from the perspective of memorization.
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