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Abstract

Chinese word boundaries cannot be directly dis-001
played as Chinese is a sequence of characters.002
To attend words in sentences, inspired by span-003
based NER and boundary module in NER, the004
hidden states of current character come from005
its context in BiLSTM and are activated by sig-006
moid gate to represent boundaries. The bound-007
aries are added into encode to get word-lever in-008
formation of Chinese named entity. The values009
of boundaries are soft to show sentences struc-010
ture obtained with labels. Experimental studies011
on four benchmark datasets and incorporated012
BERT for pre-training show our method gets013
the optimal recognition result in Chinese NER.014

1 Introduction015

Language equals speech plus structure, and with-016

out boundaries there is no structure. In contrast to017

English, Chinese is a sequence of characters. There018

is no separator between characters (Su et al., 2018;019

Li et al., 2014), so word boundaries cannot be di-020

rectly displayed. However, word-level information021

is very important for natural language processing022

(Mao et al., 2008; Peng and Dredze, 2016b; Zhang023

and Yang, 2018). Different ways of defining words024

can lead to different word segmentation results.025

There are still some basic questions like "what is a026

word" and "a word is what" that are not answered.027

Research (Sproat et al., 1994) shows that even if028

one is a native Chinese speaker, the rate of agree-029

ment on words appearing in Chinese texts is only030

about 70%. Therefore, in a strict sense, automatic031

word segmentation is a problem that is not clearly032

defined.033

Traditionally, for Chinese NER, Chinese Word034

segmentation(CWS) system is first performed035

(Yang et al., 2016; He and Sun, 2017b). How-036

ever, the existing CWS output a large number of037

incorrect word segmentation results, which leads038

to unsatisfactory language processing, and do not039

perform well in recognizing long entities as they fo-040

cus only on word-level information. In contrast to 041

word-based partitioning methods, character-based 042

partitioning methods (He and Wang, 2008; Liu 043

et al., 2010; Li et al., 2014; Liu et al., 2019; Sui 044

et al., 2019; Gui et al., 2019; Ding et al., 2019) have 045

been empirically proven to be effective. A draw- 046

back of the purely character-based NER method 047

is that the word information is not fully exploited. 048

With this consideration, word lexicons are incorpo- 049

rated into the character-based NER model (Zhang 050

and Yang, 2018; Peng et al., 2019; Li et al., 2020). 051

However, they incorporate many wrong word lexi- 052

cons without considering the whole sentences for 053

segmentation. Moreover, as boundary detection 054

and type prediction may cooperate with each other 055

for the NER task, it is also important for the two 056

subtasks to mutually reinforce each other by shar- 057

ing their information. 058

To address the issue, we perform hidden state of 059

boundary(HSB) to comparing with CWS system. 060

HSB adopts a sequence to sequence model with 061

RNN networks. Specifically, the model employs a 062

bidirectional LSTM to model sequential dependen- 063

cies of each character. The hidden states of current 064

character come from its context and are activated 065

by gate to represent boundaries. The boundaries 066

are added into hidden states in forward to produce 067

entity boundaries based on input sequence. Experi- 068

mental results show our model outperforms on the 069

performance. In summary, the main contributions 070

of this paper include: 071

• We propose a simple but effective method for 072

incorporating word boundaries into the char- 073

acter representations for Chinese NER. 074

• The proposed method is transferable to differ- 075

ent sequence-labeling architectures and can be 076

easily incorporated with pre-trained models 077

like BERT (Devlin et al., 2018). 078
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2 Background079

2.1 Span-based NER080

In the domain, NER is usually considered as a081

sequence labeling problem (Liu et al., 2018). Span-082

based NER identifies segments in a sentence and083

classifies each segment with a special label (e.g.,084

PER, ORG or LOC). For boundary embedding,085

span representation is calculated by the concate-086

nation of the start and end tokens’ representations087

(Fu et al., 2021). To enumerate all possible text088

spans in a sentence, the concatenation of word rep-089

resentations of its startpoint and endpoint with a 20-090

dimensional embedding represent the span width091

(Li et al., 2021a) following previous work. Zhang092

et al. (2018) use adaptive co-attention network with093

LSTM structure. There are also inspiring tasks (Xu094

et al., 2021; Ma et al., 2022; Cao and Wang, 2022;095

Hong et al., 2022) about boundary representation096

that integrate better feature of language structure in097

model . More recently, pretrained language models098

such as ELMo and BERT have been adopted to099

further enhance the performance of NER.100

2.2 Boundary Module in NER101

The Boundary Module needs to provide not only102

distinct contextual boundary information but also103

segment information for the NER Module. Huang104

et al. (2015) utilize the BiLSTM as an encoder to105

learn the contextual representation of words, and106

then Conditional Random Fields (CRFs) is used107

as a decoder to label the words. It has achieved108

the state-of-the-art results on various datasets for109

the past many years. Inspired by the success of110

the BiLSTM-CRF architecture, many other state-111

of-the-art models have adopted such architecture.112

Li et al. (2021b) use another BiLSTM as encoder113

to extract distinct contextual boundary information.114

To add extra information to the input of the LSTM,115

they use the sum of the hidden states of current ,116

previous and next words instead of word embed-117

ding. Specifically, the encoders obtain the distinct118

boundary hidden sequences and a sentinel vector is119

padded into the last positions of hidden sequences120

for the sentinel word inactive. Then, a unidirec-121

tional LSTM is used as a decoder to generate the122

decoded state at each time step. Li et al. (2021c)123

processes the starting boundary word in an entity to124

point to the corresponding ending boundary word.125

They train the starting boundary word to point to126

the corresponding ending boundary word, and the127

other words in the sentence to a sentinel word in-128

active. Boundary smoothing(Zhu and Li, 2022) 129

applies the smoothing technique to entity bound- 130

aries, rather than labels. Smoothed boundary pro- 131

vides more continuous targets across spans, which 132

are conceptually more compatible with the induc- 133

tive bias of neural networks that prefers continuous 134

solutions. 135

3 Method 136

3.1 LSTM-HSB structure 137

The character-based model uses an LSTM-CRF 138

model on the character sequence c1, c2, . . . , cm. 139

Each character ct is represented using 140

xct = ec(ct), (1) 141

ec denotes a character embedding lookup table. 142

The character representations are put into the 143

sequence modeling layer, which models the de- 144

pendency between characters. Generic architec- 145

tures for this layer including the bidirectional long- 146

short term memory network(BiLSTM), the Con- 147

volutional Neural Network(CNN) and the trans- 148

former(Vaswani et al., 2017). In this work, we im- 149

plemented this layer with a single-layer Bi-LSTM. 150

In our model, we use hidden states as boundaries. 151

Here, we precisely show the definition of the 152

forward LSTM-HSB(Figure 1): 153
it
ft
ot
C̃t

 =


σ
σ
σ

tanh

(
W

[
xct
ht−1

]
+ b

)
,

Ct = C̃t ⊙ it + Ct−1 ⊙ ft,

ht = ot ⊙ tanh(Ct),

Ht = ht + σ(W hht + bh),

(2) 154

where σ is the element-wise sigmoid function and 155

⊙ represents element-wise product. W , b, W h and 156

bh are trainable parameters. 157

A bidirectional LSTM-HSB is applied to 158

x1, x2, . . . , xm to obtain
−→
H c

1,
−→
H c

2, . . . ,
−→
H c

m and 159
←−
H c

1,
←−
H c

2, . . . ,
←−
H c

m in the left-to-right and right-to- 160

left directions, respectively, with two distinct sets 161

of parameters. The backward LSTM-HSB shares 162

the same definition as the forward LSTM-HSB yet 163

model the sequence in a reverse order. The con- 164

catenated hidden states at the step of the forward 165

and backward LSTM-HSBs forms the context- 166

dependent representation. The hidden vector repre- 167

sentation of each character is: 168

Hc
t = [
−→
H c

t ;
←−
H c

t ]. (3) 169
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Figure 1: LSTM-HSB structure.

A standard CRF model is used on170

Hc
1,Hc

2, . . . ,Hc
m for sequence labelling.171

By explicitly assigning probability to surround-172

ing spans, the soft boundary of hidden states pre-173

vents the model from concentrating all probability174

mass on the scarce positive samples. This intu-175

itively helps alleviate over-confidence. In addition,176

hard boundary presents noticeable sharpness be-177

tween the classification targets of positive spans178

and surrounding ones, although they share similar179

contextualized representations. Soft boundary pro-180

vides more continuous targets across spans, which181

are conceptually more compatible with the induc-182

tive bias of neural networks that prefers continuous183

solutions.184

3.2 Hidden Boundary State Model of Chinese185

NER186

We design the NER model (Figure 2) based on187

LSTM-HSB. Sequences of characters are pre-188

trained to obtain character vectors. With Bi-LSTM,189

we get context hidden state. The hidden state is190

performed on the character vector to obtain the191

boundary between nearby characters. The bound-192

ary is activated and added with original hidden state193

to obtain the results. In addition, we show Table 1194

for detail idea in model.195

In Figure 2, the character sequences of196

[’南(South)’, ’京(Capital)’, ’市(City)’, ’长(Long)’,197

’江(River)’ , ’大(Big)’, ’桥(Bridge)’],pretrained198

unigram and bigram embeddings, result in char-199

acter vector groups (x1, x2, x3, x4, x5, x6, x7) re-200

spectively. With Bi-LSTM, we get context hid-201

den states (h1, h2, h3, h4, h5, h6, h7). The hid-202

den states are activated by sigmoid σ and added203

original hidden states to form boundary states204

Figure 2: Character hidden boundary states model.

(H1, H2, H3, H4, H5, H6, H7). The results are ob- 205

tained with labels (B,M,E,O,O,O,O). 206

Table 1 indicates that boundaries come from 207

the context hidden state. The value activated by 208

sigmoid in the span of [0,1] is a soft way to lo- 209

cate boundary between nearby characters. Then 210

is is added with original hidden states to obtain 211

the results. Compering with input of boundary en- 212

hance(Table 2), our boundaries are dynamic and 213

smoothed from hidden state activation without vo- 214

cabulary. 215

4 Experiment 216

4.1 Setup 217

Datasets. The LSTM-HSB is evaluated on four 218

Chinese NER datasets, including MSRA (Levow, 219

2006), OntoNotes (Weischedel et al., 2011), Re- 220

sume NER (Zhang and Yang, 2018) and Weibo 221

NER (Peng and Dredze, 2015; He and Sun, 2017a). 222

Weibo NER is a social media domain dataset, 223

which is drawn from Sina Weibo, while OntoNotes 224

and MSRA datasets are in the news domain. Re- 225

sume NER dataset consists of resumes of senior 226

executives, which is annotated by (Zhang and Yang, 227

2018). 228

Evaluation. We use P, R and F1 in average to 229

evaluate our performance on MSRA, OntoNotes 230

and Resume datasets comparing with BERT-base 231

and other methods. We used F1 in average to eval- 232

uate our performance on the NE, NM and Overall 233

of Weibo dataset comparing with BERT-base and 234

other methods. 235

Model settings. For LSTM-HSB model, 236

we adopted similar settings as LSTM+CRF 237

(https://github.com/TVect/ChinNER/ 238

tree/master/models/lstm_crf), 239

LSTM+CRF+BERT (https://github.com/ 240
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hc
t

−→
h c

t σ(Wh
f

−→
h c

t + bh
f )
←−
h c

t σ(Wh
b

←−
h c

t + bh
b ) Hc

t

南 南 0.1 南京市长江大桥 0.9 [南0.1;南0.9]
京 南京 0.8 京市长江大桥 0.8 [京0.8;京0.8]
市 南京市 0.9 市长江大桥 0.1 [市0.9;市0.1]
长 南京市长 0.8 长江大桥 0.8 [长0.8;长0.8]
江 南京市长江 0.6 江大桥 0.4 [江0.6;江0.4]
大 南京市长江大 0.2 大桥 0.8 [大0.2;大0.8]
桥 南京市长江大桥 0.8 桥 0.2 [桥0.8;桥0.2]

Table 1: Hidden states of boundaries.

Models Boundary Enhance
BERT 南 ##京 ##市 长 ##江 ##大 ##桥

Labels aware 南B 京M 市E 长B 江M 大M 桥E
Word pos 南0 京1 市2 长0 江1 大2 桥3

Table 2: Input of boundary enhance.

TVect/ChinNER/tree/master/models/241

bert_ner) and Lattice LSTM(https:242

//github.com/jiesutd/Lattice).243

Most implementation details followed those,244

including character and word embedding sizes,245

dropout, embedding initialization, and layer246

number. Additionally, the hidden size was set to247

200 for small datasets Weibo and Resume, and248

300 for larger datasets OntoNotes and MSRA. The249

initial learning rate was set to 0.005 for Weibo and250

0.0015 for the rest three datasets.251

4.2 Effectiveness Study252

We conducted experiments on the four datasets to253

further verify the effectiveness of LSTM-HSB in254

combination with pre-trained model. Tables 3−61255

show results on the MSRA, OntoNotes, Resume256

and Weibo datasets respectively against the com-257

pared baselines.258

In Tables 3−6, compared methods include the259

best statistical models on these data set, which260

leveraged rich handcrafted features (Chen et al.,261

2006; Zhang et al., 2006; Zhou et al., 2013), char-262

acter embedding features (Lu et al., 2016; Peng and263

Dredze, 2016a), radical features (Dong et al., 2016),264

cross-domain data, semi-supervised data (He and265

Sun, 2017b) and incorporating word lexicons meth-266

ods (Zhang and Yang, 2018; Peng et al., 2019; Li267

et al., 2020). From the tables, we can see that the268

1In Table 3−6, ∗ indicates that the model uses external
labeled data for semi-supervised learning. † means that the
model also uses discrete features.

Models P R F1
Chen et al. (2006) 91.22 81.71 86.20
Zhang et al. (2006)∗ 92.20 90.18 91.18
Zhou et al. (2013) 91.86 88.75 90.28
Lu et al. (2016) - - 87.94
Dong et al. (2016) 91.28 90.62 90.95
Ma et al. (2020)* † 94.63 92.70 93.66
Li et al. (2020)* † 92.46 93.77 93.11
BiLSTM+CRF 92.23 90.52 91.37
BiLSTM-HSB+CRF 92.26 90.68 91.46
Lattice LSTM 93.68 92.33 93.00
Lattice LSTM-HSB 93.82 93.26 93.54
Bert+BiLSTM+CRF 94.72 94.10 94.41
Bert+BiLSTM-HSB+CRF 95.08 94.51 94.79

Table 3: Performance on MSRA.

performance of the LSTM-HSB method is better 269

than baseline methods on four datasets. The aver- 270

age performance of the LSTM-HSB method is near 271

to SOTA on four datasets. The reason of cannot 272

over SOTA may be the embedding in static state 273

and depending on tokenizations which may fail 274

to recognize unnamed words like ’江大桥(Daqiao 275

Jiang)’. Comparing with BiLSTM+CRF and Lat- 276

tice LSTM, we find that, the BiLSTM-HSB+CRF 277

and Lattice LSTM-HSB methods have better per- 278

formance. Those results show our method is trans- 279

ferable to different sequence-labeling architecture. 280

The proposed methods (Zhang and Yang, 2018; 281

Ma et al., 2020) employ lattice-LSTM and consider 282

the multiple tokenizations. The real difference be- 283
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Models P R F1
Yang et al. (2016) 65.59 71.84 68.57
Yang et al. (2016)∗† 72.98 80.15 76.40
Che et al. (2013)∗ 77.71 72.51 75.02
Wang et al. (2013)∗ 76.43 72.32 74.32
Ma et al. (2020)* † 77.13 75.22 76.16
Li et al. (2020)* † 74.73 76.70 75.70
BiLSTM+CRF 74.60 74.91 74.75
BiLSTM-HSB+CRF 75.54 73.96 74.75
Lattice LSTM 75.51 75.90 75.70
Lattice LSTM-HSB 76.42 75.12 75.77
Bert+BiLSTM+CRF 77.27 79.41 78.33
Bert+BiLSTM-HSB+CRF 77.72 79.74 78.71

Table 4: Performance on OntoNotes.

Models P R F1
Zhang and Yang (2018)* 93.72 93.44 93.58
Zhu and Wang (2019) 94.07 94.42 94.24
Liu et al. (2019)* 93.66 93.31 93.48
Ding et al. (2019) 94.53 94.29 94.41
Ma et al. (2020)* † 96.14 94.72 95.43
Li et al. (2020)* † 95.71 95.77 95.74
BiLSTM+CRF 94.49 94.49 94.49
BiLSTM-HSB+CRF 94.64 94.78 94.71
Lattice LSTM 94.81 94.11 94.46
Lattice LSTM-HSB 94.67 94.72 94.69
Bert+BiLSTM+CRF 94.71 95.98 95.34
Bert+BiLSTM-HSB+CRF 95.42 96.27 95.85

Table 5: Performance on Resume.

tween this and the proposed methods should be284

discussed. However, they incorporate many wrong285

word lexicons without considering the whole sen-286

tences for segmentation. For example, in the sen-287

tence "南京市长江大桥(Nanjing Yangtze River288

Bridge)", they will incorporate wrong word ’京289

市(Jing City)’ without considering the whole sen-290

tence for segmentation. In our method, we consider291

the whole sentence for hidden boundary states. The292

smoothing technique to entity boundaries is bet-293

ter than hard word incorporation to show sentence294

structure and relationship between nearby charac-295

ters.296

For Chinese NER, the hidden boundary states297

in LSTM are unbalanced of each character. We298

activate hidden states of character with context for299

boundary. It can be trained fast and reduce the300

parameters in model. During the hidden boundary301

of sentence, we provide a soft way to locate the302

word boundary. It simplifies the model to learn303

structure from large data. With the additional states304

of boundary, the model can fast and better learn the305

Models NE NM Overall
Peng and Dredze (2015) 51.96 61.05 56.05
Peng and Dredze (2016a)∗ 55.28 62.97 58.99
He and Sun (2017a) 50.60 59.32 54.82
He and Sun (2017b)∗ 54.50 62.17 58.23
Ma et al. (2020)* † 58.12 64.20 59.81
Li et al. (2020)* † 61.67 65.27 63.42
BiLSTM+CRF 52.98 60.59 56.59
BiLSTM-HSB+CRF 53.08 61.48 57.85
Lattice LSTM 53.37 62.03 58.10
Lattice LSTM-HSB 55.17 64.07 59.90
Bert+BiLSTM+CRF 67.83 67.65 67.96
Bert+BiLSTM-HSB+CRF 70.74 68.21 69.70

Table 6: Performance on Weibo. NE, NM and Overall
denote F1 scores for named entities, nominal entities
(excluding named entities) and both, respectively.

structure of sentence. 306

4.3 Compatibility with BERT 307

We compare LSTM-HSB with BERT on 308

four datasets. We download the speci- 309

fied pretrained BERT model provided by 310

huggingface. We use bert-base-chinese 311

(https://storage.googleapis.com/ 312

bert_models/2018_11_03/chinese_ 313

L-12_H-768_A-12.zip) for Chinese task. 314

In these experiments, we use BERT encoders to 315

obtain the character representations. 316

From the Table 3−6, we can see that the LSTM- 317

HSB method with BERT outperforms the BERT 318

tagger on all four datasets. These results show 319

that the LSTM-HSB method can be effectively 320

combined with pre-trained model. Moreover, 321

the results also verify the effectiveness of our 322

method in utilizing lexicon information, which 323

means it can complement the information obtained 324

from the pre-trained model. We also find that, 325

Bert+BiLSTM-HSB+CRF have an improvement 326

over Bert+BiLSTM+CRF. Those results show our 327

method is transferable to sequence-labeling archi- 328

tecture and improve the F1 in Chinese NER with 329

pre-trained model. 330

4.4 Ablation Study 331

To investigate the contribution of each component 332

of our method, we conduct ablation experiments 333

on all four datasets, as shown in table 7. 334

In the "LSTM-HSB w/ tanh" experiment, we 335

replace the sigmoid activation as tanh activation in 336

LSTM-HSB. 337

Ht = ht + tanh(W h
tanhht + bhtanh), (4) 338
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Models MSRA OntoNotes Resume Weibo
LSTM-HSB 91.46 74.75 94.71 57.85
LSTM-HSB w/ tanh 88.69 72.06 91.75 53.44
LSTM-HSB w/ cell-sigmoid 90.76 73.19 92.91 54.80
LSTM-HSB w/ cell-tanh 87.61 69.95 90.72 52.17

Table 7: An ablation study of the proposed model.

where W h
tanh and bhtanh are trainable parameters.339

The degradation in performance on all four340

datasets indicates the importance of the sigmoid ac-341

tivation, and confirms the advantage of our method.342

The information of boundary should be activate as343

values of gate rather than tanh input. The values of344

[0,1] is better than [-1,1] to represent boundaries345

between nearby characters.346

In the "LSTM-HSB w/ cell-sigmoid" experiment,347

we replace the hidden states as cell states in LSTM-348

HSB.349

Ht = ht + σ(WCCt + bC), (5)350

where WC and bC are trainable parameters.351

The degradation in performance on all four352

datasets indicates the importance of the hidden353

states, and confirms the advantage of our method.354

The cell states can be activated as boundaries but355

perform not better than hidden states which encode356

union structure with parameters in LSTM.357

In the "LSTM-HSB w/ cell-tanh" experiment, we358

replace the hidden states as cell states and sigmoid359

activation as tanh activation in LSTM-HSB.360

Ht = ht + tanh(WC
tanhCt + bCtanh). (6)361

where WC
tanh and bCtanh are trainable parameters.362

The degradation in performance on all four363

datasets indicates the importance of the hidden364

states and the sigmoid activation, and confirms365

the advantage of our method. The combines of366

boundary gates and hidden states are harmonious367

in model.368

5 Conclusion369

In this work, we address the hidden boundary state370

in Chinese NER. We propose a novel method to371

locate the soft boundary with considering the se-372

quence of characters in whole sentence, which re-373

duces many wrong words incorporated into the374

character representations. We use LSTM with hid-375

den state activation instead of CWS system to em-376

bed the word-lever information. Experimental stud-377

ies show that our performances have an improve- 378

ment of existing methods. 379
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