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ABSTRACT

Federated Adversarial Training (FAT) helps us address the data privacy and gover-
nance issues, meanwhile maintains the model robustness to the adversarial attack.
However, the inner-maximization optimization of Adversarial Training can exac-
erbate the data heterogeneity among local clients, which triggers the pain points
of Federated Learning. This makes that the straightforward combination of two
paradigms shows the performance deterioration as observed in previous works.
In this paper, we introduce an a-Weighted Federated Adversarial Training (a-
WFAT) method to overcome this problem, which relaxes the inner-maximization
of Adversarial Training into a lower bound friendly to Federated Learning. We
present the theoretical analysis about this a-weighted mechanism and its effect
on the convergence of FAT. Empirically, the extensive experiments are conducted
to comprehensively understand the characteristics of a-WFAT, and the results on
three benchmark datasets demonstrate a-WFAT significantly outperforms FAT
under different adversarial learning methods and federated optimization methods.

1 INTRODUCTION

To handle the data privacy and governance issues, Federated Learning (McMahan et al., [2017)) as
one promising paradigm of distributed training has drawn the increasing attention (McMahan et al.|
2017 |[Kairouz et al.l [2019). However, training locally in Federated Learning also introduces the
vulnerability from the adversarial attacks (Goodfellow et al., 2015; [Kurakin et al.,[2016]), which drives
us to consider the model robustness in this framework. Thus, recent advances (Kairouz et al.,[2019)
explore to apply the Adversarial Training methods (Madry et al.l 2018)) into Federated Learning.

However, the straightforward combination of Adversarial Training and Federated Learning presents
some potential challenges due to the communication cost and the hardware requirement. For example,
Shah et al.[(2021)) pointed out that the communication in Federated Learning may be a constraint to
Adversarial Training, and proposed a dynamic schedule on the local training epochs to achieve the
expected robustness in a short communication budget. Hong et al.| (2021)) considered the hardware
constraint where some clients are not able to participate Adversarial Training, and they proposed a
federated robust propagation method to share the adversarial robustness among the clients. Although
these previous works indeed addressed some realistic problems, one critical issue in the way is the
performance deterioration in the combination of two paradigms as observed in (Zizzo et al., 2020).

As shown in the left panel of Figure[I] one typical phenomenon in Federated Adversarial Training
(FAT) is the robust accuracy of FAT (Zizzo et al.| [2020) based on FedAvg (McMahan et al.,[2017)
will decrease significantly at the later stage of learning compared with the centralized Adversarial
Training (Madry et al.| 2018) that does not. Actually, it exists in many variants of Federated Learning
methods (Shah et al.,2021)) under different communication rounds and different local training epochs.
However, it is still lack of the sufficient algorithmic breakthrough to overcome this issue, since almost
all previous works (Zizzo et al.| 2020; |Shah et al.| 2021; Hong et al., |2021)) consistently apply the
conventional update framework of Federated Learning with Adversarial Training.

We dive into this phenomenon and attribute it to the inner-maximization of Adversarial Training.
Compared with the centralized Adversarial Training (Madry et al.,2018)), the training data of FAT is
distributed to each client, which leads to the Adversarial Training in each client unaware of the data in
the others. Therefore, the adversarial examples generated by the inner-maximization of Adversarial
Training tend to be highly biased to each local distribution, yielding the radical optimization to pursuit
the model robustness (as shown in Figure [2] it has a severe local bias to the global optimum). In
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Figure 1: Left: comparison between centralized Adversarial Training and Federated Adversarial
Training based on FedAvg. Right: comparison between FAT and a-WFAT. All the experiments are
conducted on CIFAR-10 dataset (Non-IID) with 5 clients, and use AT (Madry et al.|[2018)) to train as
well as PGD-20 to evaluate the Robust Accuracy. Note that, the notation “method-A-B" in the right
panel means the method with A local training epochs and B communication rounds.

short, the inner-maximization of Adversarial Training exacerbates the data heterogeneity among local
clients, which actually triggers the pain points of Federated Learning that are exploring urgently.

To handle this problem, we propose a new learning framework based on a simple but effective re-
weighting mechanism, namely, a-Weighted Federated Adversarial Training (a-WFAT). Concretely,
we relax the objective of the inner-maximization in Adversarial Training into a lower bound by an -
weighting mechanism (as Eq. (3) in Section[4.2)). Similar to the bias-variance trade-off (Kohavi et al,
1996)), we introduce the small bias to the original objective via a low-bound relaxation, facilitating
a friendly optimization in the combination of Adversarial Training and Federated Learning. This
constructs a conservative optimization for Adversarial Training that weights different population based
on their adversarial losses. Then, the harsh heterogeneous update can be down-weighted with this
flexible weighting mechanism, and the convergence could be accelerated at the same time. Applying
the similar idea to FAT, we propose a-WFAT that emphasizes the robust clients more compared with
other non-robust clients to alleviate the heterogeneous bias caused by the local adversarial generation.
The right panel of Figure[I] gives a simple comparison between o-WFAT and FAT. Empirically, we
conducted extensive experiments to provide a comprehensive understanding of the proposed a-WFAT,
and the results of a-WFAT in the context of different adversarial learning methods and federated
optimization methods demonstrate its superiority to improve the model performance.

Main Contributions

* We derive an a-weighted relaxation for Adversarial Training to relax the inner-maximization
by a lower bound, which builds a mediating function to alleviate the potential radical
optimization in its straightforward combination with Federated Learning (in Section 4.2)).

* We propose a new learning framework, i.e., a-Weighted Federated Adversarial Training
(a-WFAT), to realize the relaxation of inner-maximization in FAT, which is simple and com-
patible with various Federated Learning or Adversarial Training methods (in Section[&.3).

* We conduct extensive experiments to comprehensively understand the characteristics of the
a-WFAT, and confirm its effectiveness on improving the model performance for both IID
and Non-IID settings in the context of several federated optimization methods (in Section [3)).

2 RELATED WORK

Federated Learning The representative work in Federated Learning is FedAvg (McMahan et al.,
2017), which has been proved effectiveness during the distributed training to maintain the data privacy.
To further address the heterogeneous issues, several optimization approaches have been proposed
e.g., FedProx (Li et al., [2018), FedNova (Wang et al.,|2020b)) and Scaffold (Karimireddy et al., 2020).
FedProx introduced a proximal term for FedAvg to constrain the model drift cause by heterogeneity;
FedNova proposed a general framework that eliminated the objective inconsistency and preserved
the fast convergence; Scaffold utilized the control variates to reduce the gradient variance in the
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local updates and accelerate the convergence. MOON (Li et al., 2021a) alleviated the heterogeneity
by maximizing the agreement between the representation of the local model and that of the global
model, which helps correct the local training of individual parties. Reisizadeh et al.| (2020) developed
a robust federated learning algorithm to against distribution shifts in clients samples. Our a-WFAT
introduces the relaxation into federated adversarial training, which is orthogonal to and compatible
with the previous optimization methods.

Adversarial Training As one of the defensive methods (Papernot et al.l 2016;|Gao et al.| [2021)),
Adversarial Training (Madry et al.l [2018};|Zhang et al.| 2019} Jiang et al.| 2020} |Chen et al., [2021))
is to improve the robustness of machine learning models. The classical AT (Madry et al., 2018)
is built upon on a min-max formula to optimize the worst case, e.g., the adversarial example near
the natural example (Goodfellow et al., [2015). |Zhang et al.| (2019) decomposed the prediction
error for adversarial examples as the sum of the natural error and the boundary error, and proposed
TRADES to balance the classification performance between the natural and adversarial examples.
Wang et al.|(2020c) further explored the influence of the misclassified examples on the robustness,
and proposed MART that emphasizes the minimization of the misclassified examples to boost the AT.
Zhang et al.| (2020)) investigated the “benign adversarial examples” in AT and further improve the
natural performance of robust model. In this work, our a-WFAT framework leverages the client-level
measure to alleviate the heterogeneous issue in the straightforward combination of adversarial training
and federated learning. It is compatible to further incorporate those centralized adversarial training
methods to improve the model performance.

Federated Adversarial Training. Recently, several works have made the exploration on the Ad-
versarial Training in the context of Federated Learning, which consider the data privacy and the
robustness in one framework. To our best knowledge, |Zizzo et al.|(2020) take the first trial to study
the feasibility of extending Federated Learning (McMahan et al.,[2017) with the standard AT on both
IID and Non-IID settings. Empirically, they found that there was a large performance gap existing
between the distributed and the centralized adversarial training, especially on the Non-IID data. [Shah
et al. (2021) designed a dynamic schedule for the local training to pursue a larger robustness under
the constrained communication budget of Federated Learning. [Hong et al.|(2021)) explored how to
effectively propagate the adversarial robustness when only limited clients in Federated Learning have
the sufficient computational budget to afford AT. Although previous works have investigated to solve
the challenges about the constrained communication or computational budget, one critical issue that
affects the performance when combined Adversarial Training with Federated Learning has received
only few discussion. In this work, we consider such a basic issue (see Figure[I)) in the straightforward
combination of AT with Federated Learning and introduce our solution to this problem.

3 PRELIMINARY

In this section, we will briefly formalize the notations of Adversarial Training (Goodfellow et al.,
2015; Madry et al.| 2018) and Federated Learning as well as FedAvg (McMahan et al., 2017).

3.1 ADVERSARIAL TRAINING

Let (X, d,) denote the input feature space X’ with the infinity distance metric doo (2, ) = || — Z|| o>
and B.[z] = {Z € X | dw (2, %) < €} be the closed ball of radius ¢ > 0 centered at x in X". Dataset
S = {(zn,yn)})_,, where 7, € X and y,, € Y = {0, 1, ...,C — 1}. The objective function of the
standard adversarial training (AT) (Madry et al.,|2018) is defined as follows,
N

min — max  A(fo(Tn),yn), 1

BN 2 BT (fo(@n), yn) (1
where 7 is the most adversarial data within the e-ball centered at z, fo(-) : X — R is a score
function, £ : R x YV — Risa composition of a base loss fy : Al xy 5 R (e.g., the Cross-
Entropy loss) and an inverse link function ¢, : R — A®~! (e.g, the Softmax). Here, A®~!
is the corresponding probability simplex that yields ¢(fy(-),y) = ¢s(¢L(fo(+)),y). For the inner-
maximization of Eq. (I)), the multi-step projected gradient descent (PGD) (Madry et al, 2018) is
usually applied to find the most adversarial samples, which are then used for the outer-minimization.
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Figure 2: Left panel: locally learned decision boundary on Client A; Middle left panel: locally
learned decision boundary on Client B; Middle right panel: globally aggregated decision boundary
based on FedAvg; Right panel: globally aggregated decision boundary based on c-WFAT. Note that,
the distance between the correctly classified adversarial examples and the decision boundary (i.e.,
the bold line) can approximately reflect the client loss, and shows that ;j;ent 4 > Ceiient B- Then,
selectively treating two client models in the aggregation can acquire a better global model (e.g., the
fourth panel), which is consistent with the intuition of Eq. (E[)

3.2 FEDERATED LEARNING

Let Dy, denotes a finite set of samples from the k-th client, and in each round, a set of datasets
{Dy}£ | from K clients are involved into the training. The objective of Federated Learning is to
learn a machine learning model without any exchange of the training data between the clients and
the server. The current popular strategy, namely FedAvg, is introduced by McMahan et al.| (2017)),
where the clients collaboratively send the locally trained model weights 6}, to the server for the global
average aggregation. Concretely, each client runs on a local copy of the global model (parameterized
by 0 in the ¢-th round) with its local data to optimize the objective like Eq. . Then, the server
receives their updated model weights {0,’;}?:1 of all clients and performs the following aggregation

K
N > N6 )
- N kYL
k=1

where Ny, denotes the number of the samples in Dy, and N = ZkK: 1 Ni.. Then, the weights 6" for
the global model will be sent back to each client for another lifecycle. After the sufficient rounds of
such a periodic synchronization and aggregation, we expect the stationary point of Federated Learning
will approximately approach to or have a small gap with that from the centralized counterpart.

4 «-WEIGHTED FEDERATED ADVERSARIAL TRAINING

In the following sections, we will first introduce our motivation for Federated Adversarial Training
through analyzing the challenges brought by the straightforward combination. Then, we relax the
inner-maximization problem of Adversarial Training as a lower bound by an a-weighted decompo-
sition, and present the theoretical understanding of such a relaxation. Finally, we will present the
a-Weighted Federated Adversarial Training and the corresponding analysis.

4.1 MOTIVATION

For the general FAT (Zizzo et al.,2020), in each round, the clients will receive the latest model from
the server. Then, they conduct Adversarial Training with the local data and send their optimized
model parameters to the server. The server will aggregate the parameters of all clients into a global
model with FedAvg or other methods in Federated Learning. However, considering the characteristics
of Federated Learning and Adversarial Training, it naturally brings the following critical challenge.

The inner-maximization can enlarge the data heterogeneity in Federated Learning. In terms of the
combination of adversarial training and federated learning, the key point is that such adversarial
examples generated by the inner-maximization exacerbate the heterogeneity, which induces the
performance deterioration under the model aggregation methods. As the Figure 2] shows, the client A
with large adversarial loss might make a dominating effect on the convergence of the global model,
given the current model aggregation methods treat all client models indiscriminately. Thus, it might
be better to selectively weight the client models in the model aggregation.
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4.2 «-WEIGHTED RELAXATION OF DECOMPOSED ADVERSARIAL TRAINING

As previous analysis, the inner-maximization of Adversarial Training is not very compatible with
Federated Learning due to the exacerbation of heterogeneity when combing them together. An idea
to alleviate this problem is building a mediating function that keeps the original goal but is friendly
to two paradigms. In this section, we present one possible solution to this intuition, which tries to
find a relaxation of the inner-maximization in Adversarial Training. Formally, we decompose the
inner-maximization objective into the independent K populations that corresponds to the K clients
in Federated Learning, and relaxes it into a lower bound by the a-weighted mechanism as follows,

Ny
Ny, ~k k
Lar = szﬂre%aﬁn]ﬂ (Zn), Yn) ZZ <Nk max E(f(xn)?yn)>

P IWEB [zn]
Ly
_ 3)
K K
Nk Ny . K
)Y Xp +(1-a) > %/jwﬂ staco, 1), K<<
k=1 E=K+1

= LK),
where ¢(+) is a function which maps the index to the original population sorted by {%Lk} in an
ascending order. The following theorems provide us more analysis about the a-weighted relaxation.

Theorem 4.1. £%(K) is monotonically decreasing w.r.t. both o and K, i.e., Lo (K) < £2(K)
if a1 > ag and L*(K;) < LY(K3) if K1 > Ks. Specifically, LY(K) recovers L of adversarial
training when « achieves 0, and L*(K) relaxes L to a lower bound objective by increasing K and .
We can flexibly emphasize the importance of partial populations by setting the proper hyperparameters,
alleviating the evenly averaging of harsh heterogeneous updates in FedAvg (McMabhan et al., [2017).

Theorem 4.2. Assume the loss function ((-,-) in Eq. satisfies the Lipschitzian smoothness
condition w.r.t. the model parameter 0 and the training sample x, and is \-strongly concave for all

x, and E {HVEO‘( ) — Vol(f(Z),y)||5 ] < 82, where & is the adversarial example. Then, after the
sufficient T-step optimization i.e., T > L 5—2, for a-weighted relaxation of decomposed Adversarial

Training with the constant stepsize | ﬁ in PGD, we have the following convergence property,

1 & 2 AT (412 e [LA
fzt:E 2]§<1+a i Ak )

where L = ng —|— L(’””L“’ deﬁned by the Lipschitzian constraints, A > L (I?) |go — infy E"(I?) and

HW“@%

€W = Zk ¢(k) ZK_H meaning the accumulative counting difference of the t-th step.

When o = 0, Eq.(3) recovers the original loss of Adversarial Training, and the first part in the RHS of
Eq. @) goes to 1 that recovers the convergence rate of Adversarial Training (Sinha et al., 2018). When
a — 1, Eq.(3) becomes more biased, while simultaneously the straightforward benefit is that we
15T ()
can achieve a faster convergence in Eq. (H) if % Z;‘F €W <0, e, (1 + aTz% < 1. Actually,
this is possible when the sample number is approximately similar among all clients and the top-1
choice easily has —N < £®) = (1) E ko N & k) < 0 in each optimization step. Especially, a
larger « has a faster convergence in this case. Therefore, the a-weighted relaxation of decomposed
Adversarial Training provides us a trade-off between maintaining the robustness from the standard

robust training and achieving the faster convergence with some biased approximation by o and K.

4.3 «-WEIGHTED FEDERATED ADVERSARIAL TRAINING

Inspired by the previous analysis of a-weighted relaxation, we propose an «-Weighted Federated
Adversarial Training to combine Adversarial Training and Federated Learning. The intuition is
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Algorithm 1 a-Weighted Federated Adversarial Training (a-WFAT)

Input: number of clients: K, number of communication rounds: 7", number of client training epochs
per round: F, initial server’s model parameter: §°, hyper-parameter for aggregation: o, number
of enhanced clients: X ;

Output: a globally robust model with parameter §7;

1: fort=0,...,7 —1do

2: Clients: [ perform adversarial training]

3: forclientk=1,..., K do

4 0%, L), = AT(0}, F) (Madry et al., 2018)

5: end for

6: Server: [ performs aggregation over weight updates]

7: Ly [%51,%112,..., ~ K LK)

8: Lsorted < Ascending_Sort(L,;;)

9:  Vk, P« (1 + ) - (Nk Li; < LoortealK]) + (1 — @) - L(RELY > Loortea K]);

10: ¢ = m S PN > a-weighted mechanism
11: end for

applying the a-weighted mechanism into the inner-maximization in FAT, formalized as follows,

1 K 1 Ny
min Lo_wprpar = min ——— PN, max {(fy Yn
fo€F Zk Pka h—1 (Nk IneB [in] ( ( ) ) (5)

Ly
where P, = (14 «)- (Nk L. < Loorted [I?]) +(1-a)- (N’“ Ly > Esortcd[f(]) denotes the weight
asmgned to the k-th chent based on the ascending sort of welghted client losses compared with the

K -th one. We summarize the procedure of a-WFAT in Algorlthm which consists of multi-round
iterations between the local training on the client side and the global aggregation on the server side.

Concretely, on the client side, after downloading the global model parameter from the server, each
client will perform the Adversarial Training on its local data. At the same time, the client loss on the
adversarial examples is also recorded, which acts as the soft-indicator of the local bias induced by the
radical adversarial generation. Then, when the training steps reach to the condition, the client will
upload its model parameter and the loss to the server. On the server side, after collecting the model
parameters {0}, and the losses {£;, }5_, of all clients, it will first sort the losses in an ascending
order to find the top—[A( clients. Based on that, the global model parameters will be aggregated by
the a-weighted mechanism in which the model parameters of the top-I? clients are upweighted with
(1 + ) and the remaining is downweighted by (1 — «). For some atypical layers (Li et al.,[2021b)
e.g., BN, it is outside the scope of this paper and we keep the aggregation same as FedAvg. Note that,
one interesting point in a-WFAT is the top-IA( clients with the higher weights are not fixed, and they
can be routing among all clients. In Figure[3] we trace this dynamic of a-WFAT in one experiment.

In the following, we provide the theoretical analysis of a-WFAT on the convergence in the context of
Federated Learning (Li et al.| 2019), which is slightly different from previous centralized counterpart.

Theorem 4.3. Assume the loss function ((-,-) in Eq. is L-smooth and \-strongly concave w.r.t.
the model parameter 0, and the expected norm and the variance of the stochastic gradient in each
client respectively satisfy E [||Vol(f(Z*),y*)|13] < < and B [||Vol(f(Z%),y*) — VoLy|[3] < 67
Let k = %, ~v = max{8k, E} where E is the iteration number of the local Adversarial Training with
the learning rate n; = ﬁ
we have the following asymptotics to the optimal point,

BiCawrar) £ < — 2 (224 Hr o0 -07)). ©
where L* is the minimum value of Lo_wpaT, 0% is the optlmal model parameter, and

(T) 2 N 2 K pM N
B= RLE) L=y —k ___Zkpx E—1)%2
Z( (T)) (N k) +6 <£ ;1_’_0[% Nﬁk>+8( )<

Then, after the sufficient T'-step communication rounds for o-WFAT,

1+f
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Figure 3: The index of the top-I? clients with the small losses in a«-WFAT (o« = 1/6, K = 1) in each
communication round on CIFAR-10. We can see that it is dynamically routing among all clients.

When a = 0, we have P,gt) = 1 and Eq.( EI) becomes the convergence rate of FedAvg on non-IID
data (L1 et al., 2019). Different from Theorem that concludes in the centralized training setting,
when o — 1, the convergence is indefinite compared to the standard FAT, since the emerging terms in

2

(T) (T)

. P P - . .

B, i.e, ( i) ) and —* 77y, are acted as the scalar timing by the personalized variance bound
1+0‘T 1+0‘T

6% and the local optimum L} of each client. One possible case is when the optimization approaches
to the optimal parameter 6*, 6,% can be in a smaller scale relative to the scale of £j,. In this case, the
increment of the first term of B can be totally counteracted by the loss of second term of B so that in
sum B becomes smaller. Then, we can have a tighter upper bound for a-WFAT in Eq.([6) to achieve
a faster convergence than FAT. The completed proof of Theorem 3] can refer to Appendix [C|and the
experiments in the following section will confirm a-WFAT can reach to a more robust optimum.

5 EXPERIMENTS

In this section, we will provide an in-depth analysis of a-WFAT and empirically verify its efficiency
compared with the current methods on a range of IID and non-IID datasets.

5.1 EXPERIMENTAL SETUP

Dataset. We conduct the experiments on three benchmark datasets, i.e., CIFAR-10, CIFAR-
100 (Krizhevskyl 2009) and SVHN (Netzer et al., 2011} for Federated Adversarial Training. For
the IID scenario, we just randomly and evenly distribute the samples to each client. For the Non-
IID scenario, we follow McMahan et al.| (2017); [Shah et al.| (2021) to partition the training data
based on their labels. To be specific, a skew parameter s is utilized in the data partition introduced
by Shah et al.|(2021)), which enables K clients to get a majority of the data samples from a subset
of classes. We denote the set of all classes in a dataset as Y and create ), by dividing all the class
labels equally among K clients. Accordingly, we split the data across K clients that each client has
(100 — (K — 1) x )% of data for the class in )V, and s% of data in other split sets. The detailed
training and evaluation settings can refer to Appendix [E]

5.2 ABLATION STUDY

In this part, we conduct various experiments on CIFAR-10 to visualize the characteristics of a-WFAT.

Non-AT vs. AT. In the left two panels of Figure 4] we respectively apply our a-weighted mechanism
to Federated Standard Training (a-WFST) and Federated Adversarial Training (c-WFAT) under
K = 1. We also consider both FedAvg and FedProx in this experiment to guarantee the universality.
From the curves, we can see that a-WFST has the negative effect on the natural accuracy, while
a-WFAT consistently improve the robust accuracy both based on FedAvg or FedProx. This indicates
our a-weighted mechanism is tailored for the inner-maximization of Federated Adversarial Training
instead of the outer-minimization considered by other federated optimization methods.

Impact of o and K. To study the effect of hyperparameter in a-WFAT, we conduct several ablation
experiments to verify the model performance. Regarding the experiments of «, we set the client
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Figure 4: Ablation study on a-WFAT. Left two panels: comparison between Federated Standard
Training and Federated Adversarial Training respectively in combination with the a-weighted mecha-
nism, ie., (a-WFST) vs. (a-WFAT). Right two panels: the natural accuracy and the robust accuracy

of a-WFAT with different o and different K on CIFAR-10.

number K =5and K = 1 to upweight/downweight the client models in each communication rounds.
The right middle panel of Figure 4| shows « € (0, 1/6] can significantly improve the robust accuracy
and the natural accuracy, while a larger a might be inappropriate to the natural accuracy. Regarding the
choice of K , we specially set ' = 8 in this experiment to span the range of K due to the constraint
K <=K /2. The right panel of Figure E| presents the accuracy of a-WFAT with increasing K.
According to the plot, both the natu-

ral accuracy and the robust accuracy aré  Table 1: Test accuracy (%) on CIFAR-10 (Non-1ID) with
improved even with larger K, which different Adversarial Training methods on the local client.
shows the effect of K on the relax-

ation of inner-maximization in the pro- Methods | Natural | PGD-20 | CW
posed a-WFAT. In addition, we conduct

the experiments about emphasizing/de- AT FAT 57.45% | 32.58% | 30.52%
emphasizing the client with smallest ad- a-WFAT | 62.34% | 35.59% | 33.06%
versarial loss by adjusting the «, the re- FAT 64.00% | 31.64% | 28.95%

sults (in Appendix[E.T) confirmed that the ~ TRADES | wwear | 6526% | 35.10% | 31.80%
relaxation introduced by our a-WFAT is

needed to improve performance, and is MART FAT 56.29% | 36.27% | 32.41%
consistent with our previous analysis. a-WFAT | 58.41% | 38.90% | 34.67%

Different AT methods. In Table [T} we

validate the combination of a-weighted mechanism and different Adversarial Training methods (i.e.,
TRADES (Zhang et al.l |2019) and MART (Wang et al., [2020c)), where we switch different local
Adversarial Training methods on the client side. Through the comparison with FAT, the results show
that a-WFAT can consistently improve both the natural performance and the robust performance, and
is general to the state-of-the-art Adversarial Training works under Federated Learning scenarios.

5.3 PERFORMANCE EVALUATION

In this section, we compare our a-WFAT with FAT on various benchmark datasets to demonstrate its
effectiveness. Specifically, we validate both the non-IID and IID settings with three represenative
Federated optimization methods i.e., FedAvg, FedProx and Scalffold. Besides, a centralized AT
baseline is provided as the reference of the IID setting. Note that, there is no such a baseline for the
non-IID setting, since the centralized case is one distribution which is incomparable and meaningless.
Considering the sensitivity of data selection in Non-IID settings, we also report the results with Mean
and Std values in Appendix [E.2]after running experiments for multiple times.

According to Table[2]on CIFAR-10, we can find that a-WFAT significantly outperforms FAT on the
Non-IID data in terms of both the natural accuracy (~2%-6%) and the robust accuracy (~2%-5%).
For the IID data, our method acquires a similar improvement on the robust accuracy without the
deterioration of the natural accuracy. The reason might be because even the data is IID, Adversarial
Training can still drive the independently-initialized overparameterized network (Allen-Zhu & Li,
2020) on each client side towards at the robust overfitting of different directions, yielding the model
heterogeneity. Thus, the proper relaxation to the inner-maximization makes Adversarial Training more
compatible with Federated Learning. Another interesting observation is that Federated Adversarial
Training shows better performance than centralized Adversarial Training in the case of the IID setting.
This gain could be from the distributed training paradigm that helps Adversarial Training converge
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Table 2: Performance on three benchmark datasets under different federated optimization methods.

Setting ‘ Non-1ID ‘ 1D

CIFAR-10 | Natwral | FGSM | PGD-20 | CW,, | AA | Natural | FGSM | PGD-20 | CW,, | AA
Centralized AT | - | - | - | - | - | 6647% | 47.68% | 38.18% | 37.04% | 34.48%
FedAv FAT | 57.45% | 39.44% | 32.58% | 30.52% | 29.20% | 69.35% | 48.45% | 37.43% | 35.72% | 33.96%
& | (-WFAT | 63.44% | 45.13% | 37.17% | 33.99% | 32.36% | 67.43% | 50.33% | 42.78% 37.91% | 36.20%
Fedprox | FAT | 6044% | 41.59% | 33.84% | 31.29% | 30.02% | 6691% | 46.70% | 37.14% | 34.54% | 32.68%
o-WFAT | 62.51% | 44.29% | 36.75% | 33.82% | 31,98% | 68.31% | 48.40% | 42.41% 37.25% | 35.97%

Seaffold | FAT | 6281% | 43.61% | 34.13% | 32.53% | 3095% | 68.27% | 49.25% | 39.33% | 37.31% | 35.30%
a-WFAT | 64.12% | 46.05% | 37.35% | 34.78% | 33.32% | 71.36% | 50.42% | 43.83% 39.12% | 35.47%

CIFAR-100 | Natural | FGSM | PGD-20 | CW, | AA | Natural | FGSM | PGD-20 | CW, | AA
Centralized AT - - - 3581% | 23.09% | 18.64% | 1648% | 1542%
FedAv FAT | 31.07% | 19.60% | 16.16% | 1337% | 12.47% | 38.35% | 23.37% | 18.44% | 16.63% | 1545%
& | G-WFAT | 35.17% | 21.26% | 16.72% | 13.91% | 12.83% | 3843% | 23.76% | 18.82% 16.71% | 15.62%
Fedprox | FAT | 3333% | 2020% | 16.08% | 13.76% | 1272% | 37.18% | 22.29% | 18.16% | 1633% | 15.29%
o-WFAT | 34.30% | 20.82% | 16.74% | 13.84% | 12.88% | 37.37% | 23.11% | 18.43% 16.36% | 15.45%

seafford | AT [ 4L17% | 25.17% | 2001% | 16.74% | 1549% | 4242% | 26.79% | 21.18% | 18.89% | 17.63%
o-WFAT | 41.07% | 25.55% | 20.40% | 16.79% | 15.59% | 42.08% | 27.18% | 22.26% 19.34% | 18.03%

SVHN | Natral | FGSM | PGD-20 | CW,, | AA | Natural | FGSM | PGD-20 | CW, | AA
Centralized AT | - | - | - | - | - |9239% | 89.75% | 72.73% | 7231% | 7093%
FedAv FAT | 91.24% | 87.95% | 68.87% | 67.89% | 66.54% | 93.52% | 90.68% | 72.24% | 71.22% | 70.08%
& | G-WFAT | 91.25% | 88.28% | 71.72% | 69.79% | 68.62% | 92.75% | 90.06% | 7437% 72.34% | 71.27%
Fedprox | FAT | 9092% | 87.50% | 68.44% | 67.18% | 65.94% | 93.54% | 90.66% | 72.53% | 7142% | 70.21%
o-WFAT | 91.25% | 88.15% | 71.54% | 69.53% | 68.47% | 93.59% | 90.80% | 74.66% 72.67% | 71.48%
Seafold | AT | 89.95% | 87.23% | 68.66% | 67.23% | 66.65% | 93.80% | 91.00% | 73.26% | 72.05% | 70.80%
a-WFAT | 90.20% | 87.81% | 71.39% | 68.81% | 67.88% | 93.92% | 91.28% | 75.96% 74.05% | 72.88%

to the more robust optimum by the divide-and-conquer mechanism. This might enlighten the more
explore in Adversarial Training to improve the model robustness via Federated Learning.

On CIFAR-100 and SVHN, we can find the similar improvement in Table |Z| as that of CIFAR-10 under
three types of federated optimization methods. Nevertheless, a-WFAT only becomes superior in
terms of the robust accuracy but comparable with FAT in terms of the natural accuracy especially
on CIFAR-100. It indicates that the inner-maximization of Adversarial Training when combined
with Federated Learning mainly affects the model robustness, and thus the a-weighted relaxation
correspondingly helps the model converge to a more robust optimum.

6 CONCLUSION

In this work, we explore the performance deterioration in the straightforward combination of Adver-
sarial Training with Federated Learning. To alleviate the potential radical optimization, we apply
an a-weighted relaxation into Adversarial Training to relax the inner-maximization. Based on this
a-weighted mechanism, we further propose a-Weighted Federated Adversarial Training (a-WFAT).
We provide the theoretical analysis and empirical evidences to understand the proposed simple but
effective method. The experimental results under different settings confirm the effectiveness of
a-WFAT. Nevertheless, we only move a small step on the heterogeneous issue in the combination of
two paradigms and more issues in their cross field could be further explored in the future.
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APPENDIX

A PROOF OF EQ. (3) AND THEOREM [4.1]

We proof the Eq. (3)) and Theorem [.T]in this section.

Recall the a-weighted relaxation for the inner-maximization objective decomposition with K inde-
pendent populations as follows,

K N Ny
= € k R Y ~k k
Lar = Zm[] ORI <Nk s (7))
Ly
K @)
K K
N. . K
(1+a)) (k)£¢(k)+(1—a) Z %k)cd)(k) staelo, 1), K<<
k=1 k=K+1
= L£Y(K),

where ¢(+) is a function which maps the index to the original population group sorted by {%/jk} in
an ascending order.

proof of Eq. (3). The deduction of the inequality in Eq. (7) can be formulated in the following. Given
a € [0,1) and K < £ with the population sorted by {£ £} in an ascending order, we have

Zszl N?\}"’ Loy < Z kBt N?\}’” L (k- Then, we have the following relationship by subtraction,

& No (k) ~ Now) & S~ Nyw)
Doy Lot D Lo — (=) > = Lo
k=1 k=K+1 =1 k=K+1

K K
Ny Ny
—a- | D S Low - Y 5P Lo | 20 ®
k=K+1 k=1
O
proof of Theoremd.1} 1t can be naturally proved by Eq. (€). If a1 > o, then we have
K K
~ ~ N, k N, k
£01<K)—,Ca2(K):(l+al)Z ﬁ-)‘ctb(k)—i_(l_al) Z %Eak)
k=1 k=K+1
K K
Nk Nk
—(1 + Otg) Z %ﬁqg(k) - (1 — 042) Z %E(b(k) 9)
k=1 k=K+1
K K
N, N,
= (0 — ) Z o (k) £¢( ) Z S (k) L y | <0
N — N
k=1 k=K+1

Similarly, we can prove ,CO‘(IA(l) < L Ag) if [A(l > IA(Q. O

B PROOF OF THEOREM

Based on the convergence of Adversarial Training (Sinha et al., [2018), we proof Theorem [21;2] in this
section.

proof of Theorem[@d.2] Letc: X x X — Ry U{oo}, where ¢(z, z¢) is the “cost” for an adversary to
perturb xq to x. Let (6, x;20) = £(6; x) — ve(x, xo), noting that the gradient steps is preformed as

12
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gt = Vof (0, 2; "), where # is an approximate maximizer of f(6, z; ') in z, and '+ = 6 — ;. g*.
We assume p; < % in the rest of the proof, which is satisfied for the constant step size j1 = 4/ ﬁ

and T > LWAE . By a Taylor expansion using the L.;-smoothness of the objective Ly, for k-th client,
we have

Lilyiir < Li|ge + (VL] 077 —0") + L—“’Het“ — 0|2 (10)

o e

Ly
= Li|p — 1l Li 13 + =25 PG + (VL[ ger VL[ = 9")
e HV%A@

L 2
(1= L) (VLr| gy VER] o = 9) + =2 11g" = VL] 3

Consider the function ¢ (6;z9) = sup,cz f(0,x;x0), we define the potentially biased errors
¢t = g' — Vg (0'; 2"). Then we have the following relationship,

1
Lilger <Lilye — e (1 - QLM) 1V Ly 12 (11)
+ Mt(]- - L’I,ZJ/J’) <v£k|9t7v£k“6t - v0¢w(0t;xt)>
L
7Nt(17[’¢:ut <V‘Ck|9ta<t>+ ||v9¢’Y( 3L )+C27v£k|9t”%

1
~ il e (1- L) ||vzk|9,,\|§

+ Mt(l - L’LZJM) <V£k)|9t7v£k}‘0t - v0¢’y(9t;xt)>
= pue(1 = Ly pue) (VL[ 0, C")

L'l’:u‘f (||<t||2 + HVQQS’Y( 3 L ) - v£k|91‘|§ +2 <v9¢’y(9t;xt) - V£k|9t1<t>) .

Since +(a, b) < % (Ilal3 + |[b]13), we have

_|_

£k|91+1 Sﬁk"gt - %”v‘ckbt”g + Mt((l - Ll/’a)) <V£k
pa((1+ Lyp))

lptr VL] ye = Voo, (852"))  (12)

+ 1113 + Lupig [[Vody (0 2°) — VL, 13-

2
Then, letting z¢ = arg max,, f(6%, z; %), the error ¢ satisfies,
IC115 =1 Voo (8% 2") — Vf(8,2";2")|[5 = ||Vel(6, x) — Vel(6,2")|[3 (13)
L2
< Lo 18— ot} < e 14

where the final inequality utilize the A = v — L, strong-concavity of = — f(6, x; ). For conve-
2

. . 212
nience, let € =
y—L

=—¢. Taking conditional expectations in Eq. ll and using E [V, (6%; 2%)|0"] =
VL |9t, we have,

pi((L+ Lyp))

I
E [£k|9t+1 - Lk|9t|0t] < _5t|‘v£k|9r||§ 2 €+ qutHV@(b'Y( L ) - V‘Ck}gtH%
15)
Ht R
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Since p; < ﬁ taking a fixed step size u, we have,
.2
E [|IVLk|y 3] —2¢ < ;IE [Li|ye = Li|gesr] + 2Ly pd? (16)
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Because E [||V9¢7(9§ Z)— V£k|(9)||§] < 62, summing over ¢, we have,

1

el

T
D E[|IVL, 3] — 2¢ < 7 (Li|go — E[Lk|yr]) + 2Lyppu6*
t

2A
< 2= 4 2L, ud? 17
ST + 2Ly (17)

Since p =/ LDw e%i;é, and A = v — L,,, we can get the following result,

412 LA
fZE [1VLelye 3] < =22 + 46y == (18)
Adopting our a-weighted relaxation, we have,
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where £¢(*) = ZkK 1 Néf()k) Zf: Ryl Néf()k) to simplify the notations. O

19)

C PROOF OF THEOREM [4.3]

Based on the convergence of FedAvg (Li et al.l2019), we proof Theorem @] in this section.

First, we make the following assumptions and present some useful lemmas. Specifically, we make
the following assumptions. Assumption and are standard (typical examples are the {5-norm
regularized linear regression, logistic regression, or softmax classifier). Assumption and have
been made by the previous works (Zhang et al.,[2013;; [Li et al., 2019).

Assumption C.1. Ly, ..., L are all L-smooth: for all v and w, L;(v) < Li(w) + (v —
)TV Le(w) + Ello — w3

Assumption C.2. Ly, ..., Lx are all \-strongly convex: for all v and w, Li(v) > Li(w) + (v —
w)"'V L (w) + 3|v —
Assumption C.3. Let &F be sampled from the k-th device’s local data uniformly at random. The

variance of stochastic gradients in each device is bounded: E||V Ly, (wf, &F) — VL (w)||> < 62
fork=1,--- K.

Assumption C.4. The expected squared norm of stochastic gradients is uniformly bounded, i.e.,
E||VL,(wF, N> <3 forallk=1,--- ,Kandt=1,--- , T — 1.

14



Under review as a conference paper at ICLR 2022

We use the following lemmas proved by |Li et al. (2019). Let 6 denotes the model parameter main-
tained in the k-th client at ¢-th step, © represents an immediate result of one step SGD update from

6F. For convenience, we define ©; = Ele ko, 0, == Zi{:l Nebr, g = Zszl Rev L, (60F)
and g, = Y, eV L1, (0F,&F). Therefore, Eg; = gy
Lemma C.1 (Results of one step SGD). Assume Assumptlon C and|C. 2 If ne < g L, we have

E||©¢1 — 0*])* < (1 — nNE||6: — 07 (20)

+n7E|lg: — gt||2+6Ln?r+2EZ R )16, — 0F |12,
k=1

where ' = L* — Zk ]Et L >0
Lemma C.2 (Bounding the variance). Assume Assumption|C.3| It follows that
K 2
_ Ny
Ellge — gl < kz_l (N) 57, (21)

Lemma C.3 (Bounding the divergence of 0F). Assume Assumption that n; is non-increasing
andn < 2niy g forallt > 0. Itfollows that

E

N
—’“ 0, — 0F|12| < 4n?(E —1)%2 (22)
t t
k=1

proof of Theorem@.3} Let A, = E||6; — 0*||>. From Lemma|C.1} Lemma[C.2]and Lemma|C.3| it
follows that

Appr < (1 —mANA + 77t237 (23)
where,
K (T) K (T)
P, Ny, . P, N
B=>Y" Tt ( §k> FOL (L7 =) Lk | T8(E - D% (24
k 1+a s 1+ -

(1) (T)

P P - . .

and <’“£(T) > and — "y are acted as the scalar timing by the personalized variance bound 6,3
Iasm— Ttasy=

and the local optimum L;; of each client.

_ L
T 4L

and 7y < 21,4 . We will prove that Ay < 7, where v = max{ 25 BA 1 , (v +1)A1}. The above
can be proved by induction. Firstly, the deﬁmtlon of v ensures that it holds for ¢t = 1. Assume the
conclusion holds for some ¢, it follows that,

Appr < (1= N)A+ 07 B

For a diminishing stepsize, 7, = ~= for some 3 > + L and v > 0 such that m < min{i 3 4 T

A ’B
<(1- B ) v B i
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B e R (e
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Then by the L-smoothness of L(-),
L L v
ElL) - L <=A;, < — 26
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Specifically, if we choose 3 = 2, v = max{8%, E} — 1 and denote x = £, then 1, = %# One

can verify that the choice of 7, satisfies 1, < 2n,4 g for ¢ > 1. Then we have

’B ’B B
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and

Blo]-cr<f v o <QB+A<7+1)A1) (28)
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Figure 5: A brief illustration of our -Weighted Federated Adversarial Training (a-WFAT) framework.
On the client-side, each client will conduct adversarial training with its local data and update the
optimized model parameter (i.e., 6;) with the adversarial loss (i.e., %Ek)). On the server-side, after
collecting the model parameters and the loss value (information of the robustness), the server will
conduct an ascending sort and aggregate the global model with a weighted average (denoted by ®)
which upweights the top populations of the robust client’s model parameters with a.

Ascending Sort { Mer,

1
v

f==—p=—f—-—

Here, we provide an intuitive illustration of our proposed a-WFAT in Figure[5] Based on the a-
weighted mechanism, we provide a new flexible framework for the combination of adversarial training
with federated learning. It is orthogonal to a variety of different adversarial training (Zhang et al.,
2019; |Wu et al., [2020; Zhang et al.| 20205 |Chen et al., 2020; |2021; Wang et al., 2020a} Jiang et al.,
2020; [Wang et al., [2020c) methods and federated learning algorithms (Li et al.| | 2018; Kairouz et al.|
2019; Hong et al.,2021) which gain the adversarial robustness or alleviate the data heterogeneity on
the client side, and can be simply but effectively combined with other approach.

E EXPERIMENTAL DETAILS

Dataset. We conduct the experiments on three benchmark datasets, i.e., SVHN (Netzer et al., 2011),
CIFAR-10 and CIFAR-100 (Krizhevskyl [2009) for federated adversarial training. For the IID scenario,
we randomly distribute these datasets to each client. For simulating the Non-IID scenario, we
follow [McMahan et al.| (2017); Shah et al.|(2021) to distribute the training data based on their labels.
To be specific, a skew parameter s is utilized in the data partition introduced by |Shah et al.| (2021)),
which enables K clients to get a majority of the data samples from a subset of classes. We denote the
set of all classes in a dataset as ) and create ), by dividing all the class labels equally among K
clients. Accordingly, we split the data across K clients that each client has (100 — (K — 1) x s)%
of data for the class in ) and s% of data in other split sets. In our experiments, we set s = 2 for
simulating the Non-IID partition with 5 clients as[Shah et al.| (2021) recommended.

Training and Evaluation. In the experiments, we follow the previous works to leverage the same
architectures, i.e., NIN (Lin et al.Ll[2014) for CIFAR-10, ResNet-18 (He et al.,[2016)) for CIFAR-100 and
Small CNN (Zhang et al.[2020) for SVHN. For the local training batch size, we set 32 for CIFAR-10,
128 for CIFAR-100 and SVHN. For the training schedule, SGD is adopted with 0.9 momentum for
100 communication rounds under 5 clients as in (Hong et al., 2021} Shah et al2021), and the weight
decay = 0.0001. For adversarial training, we set the configurations of PGD respectively (Madry et al.|
2018) for different datasets. On CIFAR-10/CIFAR-100, we set the perturbation bound € = 8/255,
the PGD step size 2/255 and set the PGD step number 10. On SVHN, we set the perturbation
bound e = 4/255, the PGD step size 1/255, and keep the same step number 10. Regarding the
evaluation, the accuracy for the natural test data and that for the adversarial test data are computed
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Table 3: Brief summary of the experimental details about a-WFAT

Dataset ‘ Network ‘ K ‘ ‘
CIFAR-10 |  NIN (Shahetall2021) | 5 | 1 | 1/6
CIFAR-100 | ResNet-18 (Chenetal}2021) | 5 | 1 | 1/41

SVHN | SmallCNN (Zhangetal2019) | 5 | 1 | 1/11

following /Wang et al.|(2019); |Wu et al.|(2020). Note that, the adversarial test data are generated by
FGSM, PGD-20, C&W (Carlini & Wagner| [2017) attack with the same perturbation bound and step
size as the training. All the adversarial generations have a random start, i.e, the uniformly random
perturbation of [—¢, €] added to the natural data before attacking iterations. Besides, we also report
the robustness under a stronger AutoAttack, termed as AA for simplicity.

As for our a-WFAT, different training tasks adopt different a-weighted mechanism considering
different characteristic of local training data, we set « = 1/6 (i.e., % = 1.4) for the experiments
on CIFAR-10, and o = 1/41 (i.e., =2 = 1.05) for the experiments on CIFAR-100 and a = 1/11
(ie., ﬁ—g = 1.2) for the experiments on SVHN. As for FedProx, we set 4 = 0.01 for each dataset
and its o for a-weighted mechanism are 1/11, 1/41, and 1/11. As for Scaffold, the « adopted for

previous datasets are 1/11, 1/101 and 1/11 respectively.

As for the choice of the hyper-parameter «, one useful way to set it might be progressively probing
its effect in a value-growth manner. When the « is very small, the objective will approximately
degenerate the original objective of FAT, so does the performance with no harm. Slightly enlarging o
can improve the performance due to the benefit of the bias-variance trade-off, and then make a stop
in one point where the performance becomes drop.

E.1 EMPHASIZE/DE-EMPHASIZE IN OUR a-WFAT

We conduct an empirical comparison between a-WFAT that emphasizes (relatively de-emphasize
the other clients) the client model with the smallest loss and a contrary variant that de-emphasizes
it (relatively emphasize the other clients) as follows. We find that de-emphasizing the client with
smallest loss (relatively emphasize those with larger loss) consistently harm the model performance
across these evaluations.

Table 4: Comparison with emphasize/de-emphasize the client with smallest loss.

Setting | Non-IID
CIFAR-10 | Natural | FGSM | PGD-20 | CW..

o-WFAT: 1£2 = 1.4 | emphasize | 63.44% | 4513% | 37.17% | 33.99%
a-WFAT: 1+°Y71.2 emphasize | 62.26% | 44.08% | 35.83% | 33.31%

11—«
FedAvg FAT: £ = 1.0 |  original 57.45% | 39.44% | 32.58% | 30.52%
a-WFAT: 122 = 0.8 | de-emphasize | 50.45% | 34.34% | 27.86% | 26.62%

a-WFAT: 32 = 0.6 | de-emphasize | 40.47% | 28.81% | 24.36% | 23.19%

-
SVHN FGSM | PGD-20 | CWo.

Natural

a-WFAT: }*—“ =14 emphasize 90.60% | 87.75% | 73.12% | 70.51%
-WFAT: 1£2 — 1.2 | emphasize | 91.25% | 88.28% | 71.72% | 69.79%
FedAvg FAT: 12 — 10 original 91.24% | 87.95% | 68.87% | 67.89%
-WFAT: 1£2 — 0.8 | de-emphasize | 90.03% | 86.12% | 64.35% | 64.32%
-WFAT: 1£2¢ — 0.6 | de-emphasize | 89.46% | 84.80% | 58.64% | 58.96%
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E.2 MEAN AND STD RESULTS OF THE NON-IID SETTINGS

Considering that the Non-IID results are sensitive to the selection of data in each client, we conduct
our experiments on Non-IID settings for multiple times and conclude the results as follows. In
summary, our a-WFAT can consistently improve the model robustness with comparable or even
better natural performance than previous federated optimization methods.

Table 5: Performance on Non-IID settings under different federated optimization methods
(Mean=+Std).

Setting | Non-1ID

CIFAR-10 | Nawral | FGSM | PGD-20 | CWeoo AA
FedA FAT 58.1340.68% | 40.06+0.62% | 32.56+0.01% | 30.8840.37% | 29.1740.03%
CAAVE | -WFAT | 63.36+0.07% | 44.82--0.32% | 37.14+0.03% | 33.394+0.61% | 31.66--0.70%
FedProx FAT 59.9540.45% | 41.444+0.15% | 33.83+£0.01% | 31.654+0.36% | 30.11+0.09%
a-WFAT | 62.04+0.47% | 44.21+0.08% | 36.64-0.11% | 32.62+0.20% | 31.83+0.15%
Scaffold FAT 61.44£1.37% | 42.854+0.76% | 34.0840.05% | 32.560.02% | 31.030.08%
a-WFAT | 63.16:0.96% | 45.55+0.50% | 37.3340.02% | 34.82+0.04% | 33.320.01%

CIFAR-100 | Nawral | FGSM | PGD-20 | CWoo AA
FedA FAT 31.93+0.85% | 20.04+0.44% | 16.34+0.18% | 13.65+£0.28% | 12.70+0.03%
V€ | -WFAT | 34.80+0.37% | 20.91+0.35% | 16.66+0.06% | 13.78+£0.13% | 12.79+0.04%
FedPro FAT 34.07+0.74% | 20.49+0.29% | 16.20+0.12% | 13.684+0.06% | 12.67+0.08%
X | a-WFAT | 33.9540.39% | 20.86+£0.40% | 16.73-0.01% | 13.80+0.04% | 12.80--0.02%
Seaffold FAT 39.89+1.28% | 24.7840.40% | 19.8240.20% | 16.7340.01% | 15.5140.02%
a-WFAT | 39.80+1.27% | 25.05+0.51% | 20.27+0.13% | 16.79+0.01% | 15.58+0.01%

SVHN | Nawral | FGSM | PGD-20 | CWoo AA
FedAv FAT 91.524+0.28% | 88.13+0.18% | 68.98+0.11% | 68.0440.15% | 66.59+0.04%
2 | G-WFAT | 91.2640.01% | 88.27-0.02% | 72.04+0.32% | 69.96+0.16% | 68.89+0.27%
Fedp FAT 91.00+0.08% | 87.654+0.15% | 68.4840.04% | 67.16+£0.02% | 65.7640.18%
CALTOX | \.WFAT | 91.1940.06% | 88.154+0.01% | 71.84+0.30% | 69.88+0.35% | 68.84+0.37%
Scaffold FAT 90.824+0.87% | 87.8940.66% | 69.51+0.84% | 68.12+0.88% | 67.1940.54%
callold | -WFAT | 90.93+0.76% | 88.27+0.45% | 71.77+0.38% | 69.494+0.67% | 68.37+0.48%
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