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ABSTRACT

The multi-objective alignment of Large Language Models (LLMs) is essential
for ensuring foundational models conform to diverse human preferences. Cur-
rent research in this field typically involves either multiple policies or multi-
ple reward models customized for various preferences, or the need to train a
preference-specific supervised fine-tuning (SFT) model. In this work, we intro-
duce a novel multi-objective alignment method, MOSLIM, which utilizes a single
reward model and policy model to address diverse objectives. MOSLIM pro-
vides a flexible way to control these objectives through prompting and does not
require preference training during SFT phase, allowing thousands of off-the-shelf
models to be directly utilized within this training framework. MOSLIM lever-
ages a multi-head reward model that classifies question-answer pairs instead of
scoring them and then optimize policy model with a scalar reward derived from
a mapping function that converts classification results from reward model into re-
ward scores. We demonstrate the efficacy of our proposed method across several
multi-objective benchmarks and conduct ablation studies on various reward model
sizes and policy optimization methods. The MOSLIM method outperforms cur-
rent multi-objective approaches in most results while requiring significantly fewer
GPU computing resources compared with existing policy optimization methods.

1 INTRODUCTION

While large language models (LLMs) have been widely adopted across various domains, generat-
ing text that aligns with human preferences has become a prominent area of research. |Stiennon
et al| (2020) introduced the concept of learning from human feedback to better align model be-
havior with human preferences, specifically aiming to produce summaries that are more preferred
by human annotators. |Ouyang et al.| (2022) proposed the Reinforcement Learning from Human
Feedback (RLHF) approach within InstructGPT framework, employing a combination of super-
vised fine-tuning and reinforcement learning to align models with human-defined preferences, such
as instruction-following and safety. Later that year, Bai et al.,| (2022)) also proposed an alignment
method based on human feedback, focusing on enhancing helpfulness, harmlessness, and honesty.

However, it has become evident that models aligned with mixed general preferences often struggle
to address diverse needs of different application scenarios (Zhang|2023; [Lee et al.|2024; |Kirk et al.
2024). The preferences required for varying tasks and users can differ significantly. For example, in
certain cases, it may be necessary to prioritize helpfulness over honesty, thereby accepting a degree
of hallucination. Consequently, multi-objective preference alignment has emerged as a significant
area of research. Researchers have begun exploring methods to apply different combinations of
preferences to generate content that better suits specific contextual requirements (Ramé et al.|2023
Zhou et al.|2023; Jang et al.|[2023; |Yang et al.|2024; |Guo et al.|[2024b; |Wang et al.|2024a; |L1 et al.
2024d). Methods such as MORLHF, Rewarded Soups(Ramé et al.|2023), and MODPO(Zhou et al.
2023)) have been proposed to address this challenge by training models to align with distinct prefer-
ence combinations. However, techniques like MORLHF and MODPO can only align with a specific
combination of preferences once training is completed, whereas reward soups allows for more flexi-
bility by combining preferences at the inference stage but at the cost of increased computational and
training overheads due to the need to train multiple policies.
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To address these limitations, researchers have explored methods for dynamically adjusting content
generation preferences through the use of prompts. |Yang et al.| (2024) proposed the RiC method,
which leverages supervised fine-tuning (SFT) to enable models to respond according to different tags
embedded in the prompts. |Guo et al.| (2024b) introduced the CDPO approach, asserting that most
real-world applications require balancing only a limited set of preferences simultaneously. These
methods rely primarily on SFT phase, with some incorporating additional RLHF training. However,
under the current LLM training paradigm, the SFT stage is mainly responsible for enhancing core
capabilities such as mathematical reasoning, coding, and specialized domain knowledge, while the
RLHEF stage is used to integrate human-aligned responseset al| (2024); |[Lu et al.|(2024)). As a result,
directly incorporating complex preference combinations and intensities during SFT stage is imprac-
tical for real application scenarios. For instance, defining what constitutes a helpful, harmless, or
honest response in a mathematical context is inherently challenging.

In this paper, we propose the MOSLIM method, which enables content generation aligned with
varying combinations of preferences using prompt-based control while significantly improving train-
ing efficiency. MOSLIM eliminates the need to incorporate preference-specific generation capabil-
ities during SFT phase, achieving dynamic preference alignment solely through the RLHF stage.
This allows off-the-shelf models to be directly integrated with MOSLIM without requiring substan-
tial modifications or retraining. MOSLIM employs a multi-head classification reward model and
a policy gradient approach based on a reward mapping function to align with any combination of
preference objectives and intensities using a single reward model and policy model during training.
During inference, a prompt-driven mechanism enables flexible adaptation to varying preference in-
tensity combinations.

We validate our method through experiments using three distinct preference evaluation benchmarks,
demonstrating its effectiveness in achieving controllable preference alignment. Furthermore, we
assess performance across different intensity levels, highlighting significant behavioral variations
as the intensity of preferences changes. To the best of our knowledge, our approach is the first to
achieve dynamic preference alignment using a single reward model and policy while with the ability
of leveraging off-the-shelf models, representing a novel contribution to the field of multi-objective
preference alignment.

2 METHODOLOGY

2.1 PRELIMINARIES

The multi-objective alignment begins by extending RLHF (Reinforcement Learning from Human
Feedback) framework to meet users’ varying combinations of preferences, commonly referred to as
MORLHE. Rather than focusing on a single objective or reward model, this approach trains multiple
reward models, each corresponding to a different preference. During policy optimization phase, the
rewards from these models are combined through a weighted summation, as shown in Eq[I}

R=wiry +warg + -+ - + wpry (D

Here, r; represents the reward for the i-th preference, while w; denotes the weight assigned to that
preference for a specific task or user. This weighted sum helps guide the model toward achieving a
balanced alignment of user preferences.

However, MORLHEF requires retraining for each combination of preferences. To address this, Re-
warded Soups (Ramé et al.|2023) proposes a novel method for parameter combination. It involves
training separate reward models and policy models for each individual preference. During infer-
ence, policy parameters are combined based on the specific preference requirements of the scenario,
producing tailored results. The formulation is shown in Eq

N

0y = Z)\i -0, (2)

i=1

where 6; represents the policy parameters trained exclusively for the i-th preference and \; is the
weight for -th preference.
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Figure 1: An overview of MOSLIM(OURS), MORLHF, Rewarded Soups(RSopu) during training
and infer stages.

Both MORLHF and Rewarded Soups focus on multi-objective modeling based solely on preference
dimensions. However, recent works (Yang et al.[|2024} |Guo et al.|[2024b) has extended these ap-
proaches by modeling the intensity of preferences within the same dimension and optimizing for
preference-specific content at varying levels of intensity. The loss function for Conditional Direct
Preference Optimization (CDPO/Guo et al] (2024b)) is shown in Eq[3}

‘CCDPO = _E(I,c,yw,yl)r\«D [loga (RQ (Ca x, yw) - Re (C7 x, yl)):| ) (3)
where Ry(c,z,y,) = Slog %:‘Ii?) and Ry(c,x,y) = Blog %m represent the implicit

rewards in the DPO (Rafailov et al.|2023) algorithm. Here, c refers to the control tag in prompt,
which includes both preference and intensity, such as <helpfulness 5>.

Our method, MOSLIM, combines the training methodologies of multi-objective policy optimization
with multi-dimensional intensity control techniques. MOSLIM optimizes across various dimensions
of user preferences and their corresponding intensities. Notably, we achieve alignment across all
dimensions and intensities using a single reward model and policy model as showed in Figure[I] We
will elaborate on our methodology in the subsequent sections.

2.2 REWARD MODELING

In the context of Large Language Models (LLMs), a reward model is utilized to assess quality of the
outputs generated by these models. The original formulation of reward model modifies final output
layer of LLMs to transform token probability distribution into a single score (Stiennon et al.|2020),
as illustrated in Eq4]

r=f(z,y) “4)
In this equation, x represents input prompt, while y denotes the corresponding answer.

As research on preference alignment evolved, this training paradigm for reward models is found to
obscure significant preference information by adhering solely to a majority voting principle, thereby
overlooking the nuances between majority and minority groups (Jang et al.|2023). [Li et al.| (2024a)
introduced a distribution-based reward model that outputs a distribution of preferences, as described

in Eq[3}
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Figure 2: Reward Model Architecture of MOSLIM
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In this formula, G denotes the total number of annotators, and lsi (z,y) represents the preference of
annotator u; for the d*" preference dimension.

Inspired by distribution modeling, we propose a multi-headed reward model that utilizes a single
reward model to capture multiple distinct preference objectives. We modify the output layer of
reward model from a single score to multiple preference heads. We categorize a question-answer
(Q,A) sequence into preferences such as helpfulness, harmlessness, or honesty. Within each head
(e.g., helpful), we classify the intensity of the preference. We then optimize our reward model by
calculating the accuracy of intensity classification for each head. The overall architecture is showed
in[2] We calculate classification accuracy for each head individually, as expressed in Eq[6] where .S;
refers to the softmax output of the ith preference head, and L; denotes the label for head;.

LRycoq, = CrossEntropy(S;, L;) (6)

The softmax output .S; is defined as follows:

2 K
S; = Softmax(z;) = [ e 1 (7

K V4
ik
D ke €7 j=1

where z; is the vector of logits corresponding to the i*" preference head, K represents the total
number of classes, and j indexes each class.

The label L; for the i*" preference head can be represented as a one-hot encoded vector:

I - {1 if class =y ®)

0 otherwise
where y is the true class.
The Cross-Entropy loss C'rossEntropy measures the difference between the true labels and the

predicted probabilities. For the i preference head, it is defined as:

K
Lp,..q, = CrossEntropy(Si, L;) = — Z L; ; -log(S; ;) 9)

Jj=1

where L; ; is the j element of the one-hot encoded label L;, and S; ; is the predicted probability
for class j.

For computational convenience, we aggregate the losses from all heads using the following equation:
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L = CrossEntropy(Si||Sz|| .. -|1Sn, L1||L2|| - - - || Ln)
K i 4 ¥ 4 ..+ eFni (10)
= — ZLj -log ¥e
2k

= _i(ePrk feF2k 4 eFnk)

where 51,59, ...,.5, are the softmax outputs from different heads, and Lq, Lo, ..., L, are their
corresponding labels.

2.3 PoLICcY OPTIMIZATION

In this section, we are aiming to train policy models using the reward model constructed in [2.2]
The required data format in this stage consists of prompt data with specific preference dimensions
and intensities, which should be consistent with the objectives defined in reward model training.
An example of training samples used in this phase is shown in Appendix [A] The entire policy
optimization method involves two key components: prompt alignment and reward mapping ,
with a complete policy optimization process depicted in Appendix [A]

Prompt Alignment: Since prompts did not include preference labels during reward model training,
we need to remove these labels when obtaining reward scores in the policy optimization stage. This
adjustment ensures that inference data received by reward model remains consistent with the data
format used during its training. The data flow for both the reward model and policy model inputs is
illustrated in Appendix

Reward Mapping: Most current policy optimization methods receive a scalar reward signal. There-
fore, we need to apply a reward mapping strategy for multi-head reward model to aggregate prefer-
ence classification results into a unified scalar. The reward mapping process addresses the following
two main challenges:

1. Dimensional Variability: The number of preference dimensions may vary depending on
the specific business scenario, requiring compatibility with any number of preference di-
mensions.

2. Intensity Scaling: Each preference dimension may have different levels of controllability.
For example, the helpfulness dimension might have 5 levels, while the harmless dimension
might only have 2. Consequently, scores across different dimensions need to be scaled to a
consistent metric for comparability.

To address these challenges, we propose a reward mapping function, which can scale both dimen-
sions and intensities of preferences. During the training phase, we record the moving average and
standard deviation of each preference intensity within every preference head. During inference
phase, each preference dimension value is transformed into a sample value from a Gaussian dis-
tribution with zero mean and unit variance, making the intensity scores from different preference
dimensions additive. The specific reward mapping formula is defined as follows:

tdrgel avg )

k
1 - p;
Tscore = Z E:O std —t ' “mask; (11D

where ¢ denotes the preference dimension, k represents the total number of preference dimensions,
and target represents preference intensity for i-th dimension in the prompt. Notably, if a preference
dimension is not specified in the prompt, mask; will be set to 0, other wise, mask; equals to 1.

With the resulting reward mapping, we can perform policy optimization. Our framework supports
various policy optimization algorithms, like Proximal Policy Optimization (PPO) [Schulman et al.
2017]], Reinforcement Learning from Optimal Outcomes (RLOO) [Ahmadian et al.[2024] , and
Online Direct Preference Optimization (Online DPO) [|Guo et al.|2024a]. The following equation
illustrates a Policy Optimization formula used for PPO:

o B T (y | )
objective(¢) = ]E(w,y)ND,riL ro(z,y) — Blog ([ 2) (12)
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where 75" denotes the learned RL policy, 75" refers to the supervised fine-tuned model. The KL
divergence coefficient, 3 controls the strength of the KL penalty.

Through the two stages of reward modeling and policy optimization, we obtain a complete training
framework, which we refer to as MOSLIM. This scheme is capable of training any combination
of preference dimensions and intensities using a single reward model and a single policy model.
Moreover, it enables flexible control during inference.

3 EXPERIMENT

In this section, we are aiming to answer the following questions:

1. Effectiveness of the Reward Model: Does the proposed reward model paradigm effectively
classify tasks and conform to the scaling law?

2. Superiority of MOSLIM-trained Policies: Do policies trained with MOSLIM demonstrate
clear advantages in specific preference dimensions and intensities?

3. Impact of Preferences: How do the number of combined preference dimensions and varying
intensities affect the model’s overall performance?

3.1 REWARD MODEL

We conduct a series of experiments to evaluate the effectiveness of the proposed reward model. First,
we train the reward models with varying parameter sizes and assess their classification accuracy
across three different scales: 7B, 57B, and 72B, corresponding to there SFT models trained with
hh-full-rlhf| (Guo et al.[[2024c) dateset based on Qwen2-7B-base, Qwen2-57B-base, and Qwen2-
72B-base models, respectively. This experiment aims to varify weather multi-head classification
pattern reward model works and is scaling law still consist when turning into a classification pattern.
Detailed hyperparameters used for training the reward models are provided in Appendix [D] Table
Next, we conduct ablation studies on datasets with varying numbers of classification categories. All
three reward models are tested on four datasets with different category distributions. Finally, we
compare accuracy between our trained reward model with GPT-4, which acting as a llm annotator,
demonstrating that our reward model achieves significant performance gains over GPT-4 annotators.
The detailed results compared with GPT-4 is showed in Appendix [E]Figure 9]

OrgData Reward Model DataSets

Helpful

[Input]: This phone has a 3000W
50.57% HD camera, you can ....
Harmfui HONesty [lable]: [ 00100 01]

531%  44.12%

Figure 3: Construction process of reward model training datasets.

Data Construction: We utilize two open-sourced datasets to train our reward model:UltraFeedback
(Cui et al.|2024) and UltraSafety (Guo et al.|[2024c). UltraFeedback dataset contains 64,967 high-
quality preference data points along with corresponding preference score labels. We extract the help-
fulness and honesty preference data from this dataset. UltraSafety dataset includes 3,000 carefully
curated harmful instructions and annotations, providing training data for the harmless preference
dimension. We construct training data for our reward model by mapping dimention scores to pref-
erence intensities. Each sample in our reward datasets primarily consists with input and label. Input
includes a question and its corresponding answer, while label is a multi-hot classification vector,
representing the specific preference dimensions and intensities, as illustrated in Figure 3] Totally
four types of training data (DataType 1-4) are generated based on different score mapping schemes.
The larger value of n (the number of data types) indicates more numbers of classification categories.
Detailed definitions of DataType 1-4 are shown in Appendix [B]

Performance Evaluation:We conducted experiments to evaluate the performance of our multi-head
reward model, testing it on three different model sizes as mentioned previously: RM-7B, RM-57B,
and RM-72B. The accuracy results are summarized in Table |1} All preference accuracies exceed
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Table 1: Model accuracy across different preference categories and intensities for various data types.

Model DataType 1 DataType 2 DataType 3 DataType 4
Preference  Intensity | Preference Intensity | Preference Intensity | Preference Intensity
RM-7B 0.9204 0.9169 0.8898 0.6598 0.8634 0.4734 0.8710 0.2910
RM-57B 0.9421 0.9393 0.8919 0.7066 0.8731 0.5153 0.8876 0.3635
RM-72B 0.9692 0.9649 0.9398 0.7219 0.9134 0.5491 0.8910 0.3824

87%, and the intensity classification results for both Datatype 1 and Datatype 2 are above 65%.
Moreover, as the model size increases, performance improves significantly. For instance, when
comparing RM-7B with RM-72B on the DataType 4 dataset, we observe a notable accuracy im-
provement of nearly 10%. On the simpler DataType 1 dataset, however, the performance gain is
relatively modest, around 5%. These results suggest that the advantages of larger reward models
become more pronounced as the complexity of the dataset increases, thereby significantly enhanc-
ing classification accuracy for more challenging tasks. Figure {4 further confirms this relationship
between model performance and dataset complexity: as the granularity of the DataType increases,
model accuracy declines. For example, with DataType 4, even the RM-72B achieves an accuracy of
only 0.38, which is approximately 58.25% lower than its performance on DataType 1. Nonetheless,
reward models trained on more complex data, such as DataType 4, still demonstrate effectiveness
and contribute to performance gains in RL training scenarios.

7B_RM 57B_RM 72B_RM
DataTypel DataType2 DataType3 DataType4d
1.00 074 0.56 0.38
0.98 0.72 0.54 0.36
5096 0.70 052 o2
©
E 004 068 0.50 0.32
< 0.92 0.66 0.48 0.30
0.90 0.64 0.46 0.28
0.88 0.62 0.44 0.26

Figure 4: Ablation study on different DataType . The figure illustrates the classification performance
across four DataType .

3.2 PoLICY OPTIMIZATION

In this section we conduct our policy optimization experiments with the reward models trained in
All policy models are initialized from the same 7B SFT model that is used to train the reward
model. We compare our MOSLIM with baseline methods, MORLHF and Rewarded Soups (RSoup),
to demonstrate the effectiveness of our training paradigm. All three policy models are trained using
PPO as policy optimization algorithm. The training hyperparameters used for these methods can be
found in Appendix D] Table[6] Additionally, we conduct ablation studies on different sizes of reward
models: RM-7B, RM-57B, and RM-72B, to investigate the impact of reward model size on training
performance. We further validate the generality and effectiveness of our approach using both RLOO
and Online-DPO as policy optimization methods.

Policy Optimization Data Construction: We first construct a policy optimization training dataset
with 34K prompts sampled from the open-source dataset full-hh-rlhf,excluding the data used for SFT
training. We extract prompts from the full-hh-rlhf dataset and augment them with preference dimen-
sions, which consist of two levels: preference dimensions and preference intensities. The preference
dimensions are assigned randomly from helpfulness, harmlessness, honesty. We randomly select 1-3
preference dimensions. Preference intensities are also randomly assigned. In helpfulness and hon-
esty, it is ranging from 1-5. For harmlessness, it is ranging from 0-1. The whole flow of constructing
the dataset is illustrated in Figure[8] Each sample in dataset consists of two parts: a preference prefix
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and a prompt. The preference prefix is formatted as <preference n>, where <preference
> denotes the desired preference dimension, and n indicates the preference intensity. The prefix ex-
plicitly sets the target of the current task, while the prompt contains the actual task input. The model
is required to generate responses that align with the preference dimensions and intensities specified
by the prefix.

We evaluate our policy models with three benchmarks: MT-Bench (Zheng et al.| (2023))), HaluEval
2.0 (Li et al.| (2024b)), and Hackaprompt (Schulhoff et al.[(2024)). The models are assessed across
three preference dimensions: helpfulness , honesty , and harmless .

Table 2: Comparison of (PPO RSoup MORLHEF) across different DataTypes.
DataType 1 DataType 2 DataType 3 DataType 4

Method

Helpful Honesty Harmless | Helpful Honesty Harmless | Helpful Honesty Harmless | Helpful Honesty Harmless

MORLHF| 2.22 2.65 0.72 222 2.65 0.72 222 2.65 0.72 2.22 2.65 0.72
RSopu 2.84 3.01 0.77 2.84 3.01 0.77 2.84 3.01 0.77 2.84 3.01 0.77

MOSLIM | 3.54 3.16 0.79 3.36 3.25 0.81 3.36 3.13 0.78 3.14 3.11 0.81

MOSLIM vs. Baselines: We compare the performance of our MOSLIM method with baseline
methods MORLHF and RSoup. All policies are train with 7B sized reward model. As shown in
Table 2] the evaluation is conducted on four datasets of varying difficulties. The results demonstrate
that MOSLIM method achieves superior performance across all preference dimensions Notably, in
the most challenging dataset, DataType 4, MOSLIM outperforms the RSoup method by 24% in
terms of helpfulness scores. These findings confirm the effectiveness of our approach, as even the
smallest MOSLIM model surpasses the baseline methods in performance while being more efficient
in terms of training time. Among the baselines, MORLHF performs the worst, while Rewarded
Soups shows slightly better overall results than MORLHF. We also compare the GPU training time
to show our efficacy. MOSLIM requires significantly less GPU time compared to the baselines, as
listed in Appendix [E} Table [§).

Table 3: Comparison of MOSLIM with three types of RMs across different DataTypes.
DataType 1 DataType 2 DataType 3 DataType 4
Method
Helpful Honesty Harmless | Helpful Honesty Harmless|Helpful Honesty Harmless | Helpful Honesty Harmless
PPOgrmsp | 3.54 3.16 0.79 3.36 3.25 0.81 3.36 3.13 0.78 3.14 3.11 0.81
PPOgrm.s7 | 3.59 3.35 0.83 3.42 3.33 0.84 3.35 3.01 0.77 3.22 3.12 0.87
PPOgrm.728| 3.63 3.40 0.85 3.51 341 0.92 3.40 3.11 0.89 3.29 3.14 0.85

Reward Model Size Scaling in MOSLIM: We conduct ablation studies on reward model size on
MOSLIM. We use reward models of three different sizes we trained in 3.1}7B, 57B, and 72B as
the reward and critic models in PPO training. The results, revealed in Table [3] show a positive
correlation between reward model size and performance, like PPOgy705 achieves up to 0.2 points
higher helpfulness scores compared to PPOgrp.78, indicating the presence of a reward model scaling
law in policy optimization phase.

Table 4: Comparison of MOSLIM with different algorithms across different DataTypes.

Method DataType 1 DataType 2 DataType 3 DataType 4
Helpful Honesty Harmless | Helpful Honesty Harmless | Helpful Honesty Harmless | Helpful Honesty Harmless
PPO7g.rm 3.54 3.16 0.79 3.36 3.25 0.81 3.36 3.13 0.78 3.14 3.11 0.81
RLOO75.rm 3.49 3.37 0.88 3.39 3.35 0.87 3.37 3.10 0.83 3.37 3.21 0.82
Online-DPO7g rv | 3.82 3.51 0.91 3.74 3.52 0.88 3.47 3.14 0.86 3.32 3.25 0.86

Comparison of Different Policy Optimization Methods: In this part, We compares MOSLIM per-
formance with three policy optimization methods: PPO, RLOO, and Online-DPO. All methods are
trained with 7B SFT model and RM-7B. The results, as shown in Table E} demonstrate significant
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performance differences among these methods. RLOO outperforms PPO with up to a 7% improve-
ment in helpfulness and also shows better performance in the dimensions of honesty and harmless .
On DataType 3 dataset, RLOO achieves a score of 3.37 in honesty , compared to PPO’s 3.16, repre-
senting an improvement of approximately 6.6%. Online-DPO performs best across most preference
dimensions and data types. On the DataType 3 dataset, Online-DPO achieves 3.82 in helpfulness
, significantly higher than PPO’s 3.54 and RLOO’s 3.49. In the honesty dimension, Online-DPO
scores 3.51, surpassing both PPO’s 3.16 and RLOOQO’s 3.37, demonstrating its superior performance.

5.0 5.0 1.0

—»— MOSLIM —e— MOSLIM —e— MOSLIM
4.5 MORLHF 4.5 MORLHF MORLHF
0.9
4.0 RSopu 4.0 RSopu RSopu
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Preference Intensity <helpful score n> Preference Intensity <honesty score n> Preference Intensity <harmless score n>

Figure 5: Controllability experiment results of preference intensity. From left to right, the subfigures
represent preference goals <helpfulness n>, <honesty n>,and <harmless n>, withthe
y-axis indicating the preference evaluation scores of the model outputs. As the preference intensity
n increases, the scores exhibit a clear upward trend.

Controllability of Preference Intensity To validate that model outputs are influenced by preference
intensity, we conduct a controllability experiment using Online-DPO model trained on DataType 4
dataset. We set a single preference goal, <preference n>, and then vary the preference intensity
value n. The results are shown in Figure[5] demonstrating the controllability of our method’s inten-
sity. The x-axis represents the set preference intensity values n, and the y-axis shows the preference
evaluation scores for the model outputs. As preference intensity increases, MOSLIM model’s pref-
erence score exhibits a clear upward trend, especially in the helpfulness dimension. As the intensity
value n increases from 1 to 5, the helpfulness score rises from 2.5 to 3.8. Similarly, the honesty
score increases from 2.51 to 3.79, reflecting a difference of 1.28. In the harmless dimension, the
score rises from 0.72 to 0.77. The baseline methods MORLHF and RSoup do not have the ability of
awaring the preference indensities.

R2(hon —— <harmless max><helpfulness max>

<harmless max><honesty max>
—— <helpfulness max><honesty max>

R1(helpfulness)

Figure 6: Controllability experiment results across preference dimensions. The scores in each di-
mension show the model’s ability to balance and control performance across different combinations
of preference goals.

Controllability of Preference Dimensions To demonstrate the controllability of our model across
different preference dimensions, we conduct a dual-objective preference experiment. Specifically,
we evaluate the model’s performance by pairing all possible combinations of preference goals and
measuring the preference scores in three dimensions. The results are presented in the radar charts in
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Figure[6] using the Online-DPO model trained on the DataType 4 dataset for evaluation. When the
preference prefix is setto <harmless max><helpfulness max>,the model achieves scores
of 0.87 in harmlessness and 3.77 in helpfulness, which are significantly higher than those observed
for other preference prefixes. Similarly, by adjusting the target preferences, we observe that model
consistently performs better on specified preference objectives. This demonstrates the controllability
of MOSLIM approach across different preference dimensions.

4 RELATED WORKS

Multi-objective Alignment: Multi-objective alignment approaches aim to extend RLHF (Ouyang
et al.| [2022) by accommodating multiple preference objectives simultaneously. One foundational
method is MORLHF, which trains separate reward models for each preference dimension. Re-
warded Soups (Ramé et al.,2023) expand this framework by training multiple policies and merging
their parameters, enabling flexible preference combinations at inference time. Similarly, Wang et al.
(2024b)) leverage parameter merging within a multi-task paradigm to train a conditioned LLM capa-
ble of handling diverse preferences. |Park et al.|(2024) propose a clustered Direct Policy Optimization
(DPO, Rafailov et al.|2023)) approach to model diverse user preferences more effectively. MOLMA
(Zhang, |2023)) explores how to balance conflicting multi-objective preferences in language model
alignment through reinforcement learning. Both Jang et al.| (2023)) and [Li et al.| (2024c)) focus on
personalizing language models to generate content tailored to individual users, extending alignment
objectives from general preferences to personal objectives. These works aim to push the bound-
aries of multi-objective alignment by exploring strategies to align LLMs with the unique needs of
different users.

Prompt-driven Preference Generation: Due to the complexity and overhead associated with train-
ing multiple reward models or policies for multi-objective alignment, there is growing interest in
developing methods that enable preference control using a single model. [Yang et al.| (2024)) pro-
pose Rewards in Context (RiC), a supervised training approach that incorporates preference tags
into prompts, demonstrating superior multi-objective control compared to non-prompt-based meth-
ods like MORLHF and Rewarded Soups. |Guo et al.| (2024b) introduce a flexible prompt-based
paradigm, arguing that it is unnecessary to seek the Pareto front every time during generation, as
real-world applications rarely require satisfying all preferences simultaneously. Their method priori-
tizes a single preference while disregarding others and further extends preference control to intensity
levels, allowing for more granular customization. |[Lee et al.|(2024) present Janus, a framework that
aligns with various preferences through system prompts, offering a comprehensive set of preference
categories supported by the Janus model.

5 CONCLUSION

In this work, we propose MOSLIM, a novel framework for multi-objective alignment in Large Lan-
guage Models (LLMs) that leverages a single reward model and policy model to efficiently satis-
fies diverse human preferences. MOSLIM significantly reduces training complexity and resource
requirements and eliminats the need for preference-specific supervised fine-tuning (SFT), which en-
ables the use of off-the-shelf models. Experimental results on various multi-objective benchmarks
demonstrate that MOSLIM outperforms existing approaches in terms of preference controllability,
robustness, and computational efficiency. Moreover, our method provides a flexible and scalable so-
lution for aligning LLMs with complex preference combinations, offering fine-grained control over
both dimensions and intensities. This work advances the state-of-the-art in preference-based LLM
alignment and opens new avenues for research into personalized and dynamic preference optimiza-
tion in large language models.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Arash Ahmadian, Chris Cremer, Matthias Gallé, Marzieh Fadaee, Julia Kreutzer, Ahmet Ustiin, and
Sara Hooker. Back to basics: Revisiting reinforce style optimization for learning from human
feedback in llms. arXiv preprint arXiv:2402.14740, 2024.

Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda Askell, Anna Chen, Nova Dassarma, Dawn
Drain, Stanislav Fort, Deep Ganguli, Tom Henighan, Nicholas Joseph, Saurav Kadavath, John
Kernion, Tom Conerly, Sheer El-Showk, Nelson Elhage, Zac Hatfield-Dodds, Danny Hernandez,
Tristan Hume, Scott Johnston, Shauna Kravec, Liane Lovitt, Neel Nanda, Catherine Olsson, Dario
Amodei, Tom B. Brown, Jack Clark, Sam McCandlish, Christopher Olah, Benjamin Mann, and
Jared Kaplan. Training a helpful and harmless assistant with reinforcement learning from human
feedback. ArXiv, abs/2204.05862, 2022. URL https://api.semanticscholar.org/
CorpusID:248118878.

Ganqu Cui, Lifan Yuan, Ning Ding, Guanming Yao, Bingxiang He, Wei Zhu, Yuan Ni, Guotong Xie,
Ruobing Xie, Yankai Lin, Zhiyuan Liu, and Maosong Sun. Ultrafeedback: Boosting language
models with scaled ai feedback, 2024. URL https://arxiv.org/abs/2310.01377.

Abhimanyu Dubey et al. The llama 3 herd of models. ArXiv, abs/2407.21783, 2024. URL https:
//api.semanticscholar.org/CorpusID:271571434.

Shangmin Guo, Biao Zhang, Tianlin Liu, Tianqi Liu, Misha Khalman, Felipe Llinares, Alexandre
Rame, Thomas Mesnard, Yao Zhao, Bilal Piot, et al. Direct language model alignment from
online ai feedback. arXiv preprint arXiv:2402.04792, 2024a.

Yiju Guo, Ganqu Cui, Lifan Yuan, Ning Ding, Jiexin Wang, Huimin Chen, Bowen Sun, Ruobing
Xie, Jie Zhou, Yankai Lin, Zhiyuan Liu, and Maosong Sun. Controllable preference optimization:
Toward controllable multi-objective alignment. ArXiv, abs/2402.19085, 2024b. URL https:
//api.semanticscholar.org/CorpusID:268063181.

Yiju Guo, Ganqu Cui, Lifan Yuan, Ning Ding, Jiexin Wang, Huimin Chen, Bowen Sun, Ruobing
Xie, Jie Zhou, Yankai Lin, et al. Controllable preference optimization: Toward controllable multi-
objective alignment. arXiv preprint arXiv:2402.19085, 2024c.

Joel Jang, Seungone Kim, Bill Yuchen Lin, Yizhong Wang, Jack Hessel, Luke S. Zettlemoyer,
Hannaneh Hajishirzi, Yejin Choi, and Prithviraj Ammanabrolu. Personalized soups: Personalized
large language model alignment via post-hoc parameter merging. ArXiv, abs/2310.11564, 2023.
URLhttps://api.semanticscholar.org/CorpusID:264289231.

Hannah Rose Kirk, Bertie Vidgen, Paul Rottger, and Scott A Hale. The benefits, risks and bounds of
personalizing the alignment of large language models to individuals. Nature Machine Intelligence,
pp. 1-10, 2024.

Seongyun Lee, Sue Hyun Park, Seungone Kim, and Minjoon Seo. Aligning to thousands of
preferences via system message generalization. ArXiv, abs/2405.17977, 2024. URL https:
//api.semanticscholar.orqg/CorpusID:270067579.

Dexun Li, Cong Zhang, Kuicai Dong, Derrick-Goh-Xin Deik, Ruiming Tang, and Yong Liu. Align-
ing crowd feedback via distributional preference reward modeling. ArXiv, abs/2402.09764, 2024a.
URL https://api.semanticscholar.org/CorpusID:267681742.

Junyi Li, Jie Chen, Ruiyang Ren, Xiaoxue Cheng, Wayne Xin Zhao, Jian-Yun Nie, and Ji-Rong
Wen. The dawn after the dark: An empirical study on factuality hallucination in large language
models, 2024b. URL https://arxiv.org/abs/2401.03205.

Xinyu Li, Zachary C. Lipton, and Liu Leqi. Personalized language modeling from personalized
human feedback. ArXiv, abs/2402.05133, 2024c. URL https://api.semanticscholar.
org/CorpusID:267547503.

Xinyu Li, Zachary C Lipton, and Liu Leqi. Personalized language modeling from personalized
human feedback. arXiv preprint arXiv:2402.05133, 2024d.

11


https://api.semanticscholar.org/CorpusID:248118878
https://api.semanticscholar.org/CorpusID:248118878
https://arxiv.org/abs/2310.01377
https://api.semanticscholar.org/CorpusID:271571434
https://api.semanticscholar.org/CorpusID:271571434
https://api.semanticscholar.org/CorpusID:268063181
https://api.semanticscholar.org/CorpusID:268063181
https://api.semanticscholar.org/CorpusID:264289231
https://api.semanticscholar.org/CorpusID:270067579
https://api.semanticscholar.org/CorpusID:270067579
https://api.semanticscholar.org/CorpusID:267681742
https://arxiv.org/abs/2401.03205
https://api.semanticscholar.org/CorpusID:267547503
https://api.semanticscholar.org/CorpusID:267547503

Under review as a conference paper at ICLR 2025

Keming Lu, Bowen Yu, Fei Huang, Yang Fan, Runji Lin, and Chang Zhou. Online merging opti-
mizers for boosting rewards and mitigating tax in alignment. ArXiv, abs/2405.17931, 2024. URL
https://api.semanticscholar.org/CorpusID:270067818.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton, Fraser Kel-
ton, Luke E. Miller, Maddie Simens, Amanda Askell, Peter Welinder, Paul Francis Christiano,
Jan Leike, and Ryan J. Lowe. Training language models to follow instructions with human
feedback. ArXiv, abs/2203.02155, 2022. URL https://api.semanticscholar.org/
CorpusID:246426900.

Chanwoo Park, Mingyang Liu, Dingwen Kong, Kaiging Zhang, and Asuman E. Ozdaglar. Rlhf from
heterogeneous feedback via personalization and preference aggregation. ArXiv, abs/2405.00254,
2024. URL https://api.semanticscholar.org/CorpusID:269484177.

Rafael Rafailov, Archit Sharma, Eric Mitchell, Stefano Ermon, Christopher D. Manning, and
Chelsea Finn. Direct preference optimization: Your language model is secretly a reward
model. ArXiv, abs/2305.18290, 2023. URL https://api.semanticscholar.org/
CorpusID:258959321.

Alexandre Ramé, Guillaume Couairon, Mustafa Shukor, Corentin Dancette, Jean-Baptiste Gaya,
Laure Soulier, and Matthieu Cord. Rewarded soups: towards pareto-optimal alignment by
interpolating weights fine-tuned on diverse rewards. ArXiv, abs/2306.04488, 2023. URL
https://api.semanticscholar.org/CorpusID:259096117.

Sander Schulhoff, Jeremy Pinto, Anaum Khan, Louis-Frangois Bouchard, Chenglei Si, Svetlina
Anati, Valen Tagliabue, Anson Liu Kost, Christopher Carnahan, and Jordan Boyd-Graber. Ig-
nore this title and hackaprompt: Exposing systemic vulnerabilities of 1lms through a global scale
prompt hacking competition, 2024. URL https://arxiv.org/abs/2311.16119,

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proxi-
mal policy optimization algorithms. ArXiv, abs/1707.06347, 2017. URL https://api.
semanticscholar.org/CorpusID:28695052.

Nisan Stiennon, Long Ouyang, Jeff Wu, Daniel M. Ziegler, Ryan J. Lowe, Chelsea Voss, Alec
Radford, Dario Amodei, and Paul Christiano. Learning to summarize from human feed-
back. ArXiv, abs/2009.01325, 2020. URL https://api.semanticscholar.org/
CorpusID:221665105.

Haoxiang Wang, Wei Xiong, Tengyang Xie, Han Zhao, and Tong Zhang. Interpretable preferences
via multi-objective reward modeling and mixture-of-experts. ArXiv, abs/2406.12845, 2024a. URL
https://api.semanticscholar.org/CorpusID:270562658.

Kaiwen Wang, Rahul Kidambi, Ryan Sullivan, Alekh Agarwal, Christoph Dann, Andrea Michi,
Marco Gelmi, Yunxuan Li, Raghav Gupta, Kumar Avinava Dubey, Alexandre Ram’e, Jo-
han Ferret, Geoffrey Cideron, Le Hou, Hongkun Yu, Amr Ahmed, Aranyak Mehta, L’eonard
Hussenot, Olivier Bachem, and Edouard Leurent. Conditioned language policy: A general
framework for steerable multi-objective finetuning. ArXiv, abs/2407.15762, 2024b. URL
https://api.semanticscholar.org/CorpusID:271328237.

Rui Yang, Xiaoman Pan, Feng Luo, Shuang Qiu, Han Zhong, Dong Yu, and Jianshu Chen.
Rewards-in-context: Multi-objective alignment of foundation models with dynamic preference
adjustment. ArXiv, abs/2402.10207, 2024. URL |https://api.semanticscholar.org/
CorpusID:267682397.

Yage Zhang. Aligning language models using multi-objective deep reinforcement learning. 2023.
Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric P. Xing, Hao Zhang, Joseph E. Gonzalez, and Ion Stoica.

Judging llm-as-a-judge with mt-bench and chatbot arena, 2023. URL https://arxiv.org/
abs/2306.05685.

12


https://api.semanticscholar.org/CorpusID:270067818
https://api.semanticscholar.org/CorpusID:246426909
https://api.semanticscholar.org/CorpusID:246426909
https://api.semanticscholar.org/CorpusID:269484177
https://api.semanticscholar.org/CorpusID:258959321
https://api.semanticscholar.org/CorpusID:258959321
https://api.semanticscholar.org/CorpusID:259096117
https://arxiv.org/abs/2311.16119
https://api.semanticscholar.org/CorpusID:28695052
https://api.semanticscholar.org/CorpusID:28695052
https://api.semanticscholar.org/CorpusID:221665105
https://api.semanticscholar.org/CorpusID:221665105
https://api.semanticscholar.org/CorpusID:270562658
https://api.semanticscholar.org/CorpusID:271328237
https://api.semanticscholar.org/CorpusID:267682397
https://api.semanticscholar.org/CorpusID:267682397
https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2306.05685

Under review as a conference paper at ICLR 2025

Zhanhui Zhou, Jie Liu, Jing Shao, Xiangyu Yue, Chao Yang, Wanli Ouyang, and Yu Qiao. Be-
yond one-preference-fits-all alignment: Multi-objective direct preference optimization. In An-
nual Meeting of the Association for Computational Linguistics, 2023. URL https://api.
semanticscholar.org/CorpusID:264175263.

13


https://api.semanticscholar.org/CorpusID:264175263
https://api.semanticscholar.org/CorpusID:264175263

Under review as a conference paper at ICLR 2025

A INPUT OF REWARD MODEL AND POLICY MODEL

[prefix]: <honesty 2>

+ PO"C [response]: This phone has a
[prompt]: Tell me about this phone ..... y 3000W HD camera, you can ...
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Figure 7: Examples of input for policy and reward model

B DETAILED DATATYPE DEFINITIONS

Definition of DataType Specifically, we define three types of preferences: preference €
{helpfulness , honesty , harmless }, resulting in three distinct preference dimensions. For the in-
tensity dimension, the original score distribution in the UltraFeedback dataset ranges from 1 to 5,
while in the UltraSafety dataset, the scores range from 0 to 1. To standardize these scores, we
define different preference intensity ranges and partition the data accordingly. In the Table[5]in Ap-
pendix (B <preference n> represents a preference intensity of n (1 < n < Nyq.), Where a
larger n indicates a higher intensity. Finally, based on different values of n,,4.,, we categorize the
data into four types. In DataType 4, we maintain the highest level of granularity, while in DataType
1, the preference dimension is simplified to two categories, removing the need to predict preference
intensity and focusing solely on preference classification.

Table 5: Overview of category types and levels for each data type used in the experiments.

Data Type Category Description Categories

DataType 1 | <helpfulness 1> 4
<honesty 1>
<harmless 1>to<harmless 2>

DataType 2 | <helpfulness 1>to<helpfulness 2> 8
<honesty 1>to<honesty 2>
<harmless 1>to<harmless 2>

DataType 3 | <helpfulness 1>to<helpfulness 3> 18
<honesty 1>to<honesty 3>
<harmless 1>to<harmless 2>

DataType 4 | <helpfulness 1>to<helpfulness 5> 50
<honesty 1>to<honesty 5>
<harmless 1>to<harmless 2>
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C CONSTRUCTION OF DATASETS

DataSets (34k)

[Input]: Tell me about this phone ....

-

Preference

i . helpful honesty harmful
Dimension
Preference

intensity helpful<n> - honesty<n> harmful<n>
RLData  [nput): <honesty n> (random choose)

Tell me about this phone ....

-

Single Double
preference preference
45% 45%

Three-objective preference
10%

Figure 8: Construction process of reinforcement learning datasets. Each sample consists of a pref-
erence prefix and a prompt, where the prefix sets the target preference for the task.
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D HYPERPARAMETERS

Table 6: Parameter Settings for RLHF

Method Parameter Value
learning._rate le-5
num_train_epochs 3
batch_size 16
MORLHF
reward.model_size 7B
num-reward-models 3 (one per preference)
optimizer AdamW
learning.rate 2e-5
num_train_epochs 4
batch_size 32
RSoup
reward.model_size 57B
num_policies 3 (merged)
optimizer AdamW
learning_rate le-6
num_train_epochs 2
batch_size 64
MOSLIMppo
reward.model_size 7B
clip_range 0.2
entropy_coefficient 0.01
learning_rate le-5
num_train_epochs 3
batch_size 32
MOSLIMRLOO
reward.model_size 7B
optimizer AdamW
evaluation_strateqgy steps
learning.rate 2e-5
num_train_epochs 5
batch_size 16
MOSLIMouine-pPo
reward.model_size 72B
clip_range 0.3
max_grad-norm 1.0
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Table 7: Hyperparameter Settings for Classifier Training

Parameter Default Value
learning_rate le-5
num_train_epochs 1
weight_decay 0.01
batch_size 32
optimizer AdamW
max_grad-norm 1.0
scheduler_type linear
warmup_steps 500
gradient_accumulation_steps 4
seed 42
logging_steps 50
evaluation_strategy steps
save_steps 1000
fplé True
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E COMPARATIVE EVALUATION WITH GPT-4

Eval Accuracy of Different Models
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Figure 9: Performance comparison between our reward model and GPT-4.

Comparative Evaluation with GPT-4 We compare our reward model to GPT-4 using modified
evaluation templates derived from standard benchmarks such as MT-Bench Zheng et al.| (2023),
HaluEval 2.0 [Li et al, (2024b), and Hackaprompt [Schulhoff et al| (2024). GPT-4 is employed to
classify test data, with detailed evaluation protocols provided in the appendix. The experiments
are conducted on the DataType 2 dataset, and the results are illustrated in Figure [0] The findings
reveal substantial performance differences between GPT-4 and our specialized reward model, with
a maximum accuracy gap of up to 20% in favor of the RM-72B. Even with the smallest model,
RM-7B, our reward model outperforms GPT-4, achieving up to 15% higher accuracy. These results
underscore the effectiveness of our multi-head, multi-label classification reward model in achieving
competitive performance.

F TRAINING GPU HOURS OF DIFFERENT METHODS

Table 8: Comparison of GPU Hours
Method GPU Hours Model Parameters

Policy Model: 7B
Reward Model: 7B
Policy Model: 7B
Reward Model: 7B
Policy Model: 7B
MOSLIM 164 Reward Model: 7B
Value Model: 7B

MORLHF 196

RewardSoup 400

18



	Introduction
	Methodology
	preliminaries
	Reward Modeling
	Policy Optimization

	Experiment
	Reward Model
	Policy Optimization

	Related Works
	Conclusion
	Input of reward model and policy model
	Detailed Datatype definitions
	Construction of DataSets
	Hyperparameters
	Comparative Evaluation with GPT-4
	Training GPU Hours of Different Methods

