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3D Hierarchical Searching
After a long day of work, if someone wants 
to relax and take a soothing shower, which 
bathroom fixture could use? Please first 
output the location of the bathroom then 
output the object  mask.

The bathroom is located at [LOC]. 
The mask is [SEG].

3D Express Referring

A long cabinet sitting under the window 
that has an air conditioner in it  there is a 
box of tissues on the cabinet. Please 
output the segmentation mask.

Sure, the mask is [SEG].

3D QA

How many pairs of shoes is the table 
behind? Please output the related mask.

2 pairs.  [SEG].

3D Reasoning
In a lounge area, where can someone sit 
comfortably to relax and unwind while 
enjoying a drink or conversation with 
others in the scene? Please output the 
segmentation mask.

Sure. It’s [SEG].

Figure 1. Overview. We propose Reason3D, a novel LLM-based 3D point cloud searching and reasoning framework that can output dense
segmentation masks based on textural descriptions. Our Reason3D can handle four tasks involving 1) 3D Reasoning, 2) 3D Hierarchical
Searching, 3) 3D Express Referring, and 4) 3D QA with responding dense segmentation masks.

Abstract

Recent advancements in multimodal large language
models (LLMs) have demonstrated significant potential
across various domains, particularly in concept reasoning.

♦Project lead, ♠Corresponding author

However, their applications in understanding 3D environ-
ments remain limited, primarily offering textual or numeri-
cal outputs without generating dense, informative segmen-
tation masks. This paper introduces Reason3D, a novel
LLM designed for comprehensive 3D understanding. Rea-
son3D processes point cloud data and text prompts to pro-
duce textual responses and segmentation masks, enabling
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advanced tasks such as 3D reasoning segmentation, hier-
archical searching, express referring, and question answer-
ing with detailed mask outputs. We propose a hierarchi-
cal mask decoder that employs a coarse-to-fine approach
to segment objects within expansive scenes. It begins with a
coarse location estimation, followed by object mask estima-
tion, using two unique tokens predicted by LLMs based on
the textual query. Experimental results on large-scale Scan-
Net and Matterport3D datasets validate the effectiveness of
our Reason3D across various tasks.

1. Introduction
Recently, large language models (LLMs) [18, 39, 40] have
significantly advanced their capabilities in sophisticated
reasoning within natural language processing. Building on
these advancements, a new class of models known as Multi-
modal Large Language Models (MLLMs) [3, 3, 12, 23, 24,
24, 28, 33, 34, 47, 48, 50] has emerged, thereby enhancing
LLMs’ ability to interpret and understand visual inputs.

To advance the capabilities of Multimodal Large Lan-
guage Models (MLLMs) in complex 3D environments, sev-
eral studies have made significant strides by using point
clouds as input tokens. Some research efforts [29, 30, 38,
46] have primarily focused on 3D object-level understand-
ing. In addition, 3D-LLM [15] aggregates multi-view fea-
tures to enrich 3D feature comprehension and employs an
LLM for subsequent 3D reasoning. LL3DA [8] directly en-
codes 3D point clouds for scene representation, facilitating
human interaction to enhance understanding.

These methods integrate large language models (LLMs)
with point cloud inputs to enhance 3D reasoning capabil-
ities; however, they face certain limitations. First, their
outputs are restricted to textual or numerical forms, which
are insufficient for predicting dense data types such as seg-
mentation masks. Second, these models struggle to locate
or identify objects in 3D scenes based on complex or ab-
stract concepts, as they primarily rely on spatial relation-
ships within the scenes.

To enable 3D-based LLM models to produce segmenta-
tion masks, we can direct the LLM to generate a [SEG]
token. The embedding of this token is then utilized to guide
the decoder in learning to predict 3D segmentation masks,
similar to approaches used in 2D reasoning models [21].
However, unlike structured image data, this straightforward
adaptation may encounter difficulties due to the inherent
sparsity and unstructured nature of point clouds. These
challenges are particularly pronounced when segmenting
small objects within large-scale 3D scenes.

This paper introduces Reason3D, a framework that en-
ables reasoning and searching within 3D scenes using large
language models with only point cloud inputs. Unlike other
methods that generate only textual and numerical outputs,

Reason3D also produces 3D segmentation masks from tex-
tual queries. We first group point features into superpoints
to reduce complexity and then utilize a transformer to align
point features with textual instructions. These aligned fea-
tures, along with query tokens, serve as the input for a
pre-trained LLM. To address the challenges of segment-
ing small objects within extensive point clouds, such as
searching for a ball in a large house, we develop a hier-
archical mask decoder that employs a coarse-to-fine strat-
egy. This strategy begins by instructing the LLM to output
the [LOC] and [SEG] token embeddings. The [LOC] to-
ken guides the learning of a region mask to identify likely
object-containing areas. This region mask then serves as a
prior, along with the segmentation token [SEG], for gen-
erating a precise object mask, facilitating effective localiza-
tion in complex 3D environments.

Figure 1 illustrates Reason3D’s capability to handle di-
verse tasks, such as reasoning, searching, referring, and
question answering. To validate the effectiveness of our
approach, we collect a dataset for 3D reasoning segmenta-
tion, comprising over one thousand point-instruction pairs.
These pairs are annotated from Matterport3D [5] and Scan-
Netv2 [11] with implicit text queries that demand complex
reasoning knowledge.
The main contributions of this work are:
• We introduce Reason3D, a comprehensive framework for

reasoning and searching within 3D scenes using extensive
language prompts. Reason3D processes 3D point clouds
and language inputs to generate both textual outputs and
detailed 3D segmentation masks. It supports a wide range
of tasks, including expressive 3D referring segmentation,
3D reasoning segmentation, hierarchical 3D searching,
and 3D question answering.

• We establish the novel task of 3D reasoning segmenta-
tion, which involves interpreting implicit human instruc-
tions within 3D scenes, and we have built a dataset to eval-
uate this task.

• We develop a hierarchical mask decoder to effectively ad-
dress the challenges posed by the sparsity and extensive
scale of 3D point clouds. This approach first identifies a
coarse region likely containing the object and uses this re-
gion’s probability as a prior to guide the refinement of the
final mask prediction.

2. Related Work
3D Point Cloud Segmentation. Recent advancements in
point cloud segmentation [20, 35, 36, 41, 45] have led
to improved class-aware prediction techniques, predomi-
nantly employing UNet-like models that process data as
either 3D points or voxels. Point-based methods [7, 51]
enhance features with aggregation mechanisms or trans-
formers, while voxel-based methods [9, 16] transform ir-
regular point clouds into regular voxel grids for process-



ing with 3D convolutional networks. Another line of
work [14, 26, 27, 37] focuses on understanding 3D scenes
with open-vocabulary inquiry. As 3D segmentation tasks
mature, developing more advanced interactions with these
systems using complex instruction has become essential.

The 3D express referring segmentation task [1, 6] en-
hances interaction through human language by segment-
ing 3D objects based on specific textual descriptions.
TGNN [17] uses a two-stage approach to integrate instance
and textual features, computing a matching score to iden-
tify targets. X-RefSeg3D [31] combines linguistic and vi-
sual features to create a cross-modal scene graph for inter-
actions based on textual and spatial relations. Similarly,
3D-STMN [42] aligns superpoints with textual inputs to
enhance multimodal representation. However, while these
studies make significant strides in object identification using
spatial relation cues, they do not fully explore deeper rea-
soning capabilities. In this work, we introduce Reason3D,
a novel approach that extends beyond traditional identifica-
tion to incorporate advanced reasoning with 3D segmenta-
tion models, addressing complex interactions not yet tack-
led by existing methodologies.

Large Language Model. Recent advancements in large
language models (LLMs) [18, 19, 39, 40, 53] have show-
cased their broad generalization across diverse language
tasks, thanks to training on extensive textual datasets.
Through self-supervised learning techniques such as to-
ken prediction and masked token reconstruction, as well
as further refinements via instruction tuning and special-
ized datasets, researchers have significantly enhanced the
adaptability of these models to new tasks. Building on
this, the remarkable reasoning capabilities of LLMs are in-
creasingly applied in multimodal contexts. Modern mod-
els incorporate advanced architectures that integrate visual
data [2, 3, 12, 21, 23, 24, 28, 43, 44, 47, 49, 54], utilizing
mechanisms such as cross-attention and image-text feature
alignment to enable comprehensive multimodal understand-
ing. This has paved the way for models that engage in visual
question answering and perform complex reasoning tasks.
Notably, LISA [21] introduces a specialized segmentation
token into its vocabulary, decoded to generate a segmenta-
tion mask, enabling more precise reasoning capabilities.

Recent efforts have extended large language models
(LLMs) to include 3D data for understanding point clouds.
Point-LLM [46] interprets object-level points using LLMs,
while 3D-LLM [15] enhances understanding by integrat-
ing multi-view image features with LLMs. LL3DA [8]
combines textual instructions with visual interactions to
improve feature extraction for more effective instruction-
following. Unlike existing methods, which are limited to
bounding box-level grounding, textual responses, or lack
contextual reasoning, our approach enables fine-grained
segmentation of precisely searched objects within 3D data.

In a game room, what object in the scene could be used for playing 
a competitive and strategic game involving balls and cues? 

 During a cozy winter evening, what object in the scene can provide 
warmth and create a comforting ambiance in the room?

(b)

(a)

Figure 2. Annotated Sample Examples. (a) shows a sample from
the Matterport3D dataset with the answer pool table. (b) presents
a sample from the ScannetV2 dataset with the answer fireplace.

3. 3D Reasoning Segmentation
Problem Definition. 3D reasoning segmentation task in-
volves generating a 3D segmentation map M from a given
3D scene point cloud P alongside a complex textual instruc-
tion Xtxt. This instruction often demands sophisticated lin-
guistic comprehension, extending beyond mere identifica-
tion tasks, like 3D referring segmentation task [17]. For
instance, rather than processing simple directives like "the
red chair," the textual queries might involve intricate de-
scriptions or scenarios, such as "an object usually situated
in a living room that can accommodate multiple people sit-
ting together comfortably." which requires in-depth world
knowledge and reasoning understanding.

Dataset Collection. Given the absence of a standard-
ized dataset for evaluating 3D reasoning segmentation, we
have collected the 3D scans from indoor datasets, Matter-
port3D [5] and ScanNetv2 [11] and annotated them with
complex text instructions and detailed 3D segmentation
masks. The dataset consists of 1339 samples for train-
ing and 1145 samples for validation. Two sample data are
shown in Figure 2. More details can be found in the supple-
mentary materials.

3D Hierarchical Searching. Building on the foundation
of 3D reasoning segmentation, we can extend the task to
include searching for an object within a specified location
in a large-scale 3D scene based on an abstract query. For
example, instead of merely finding an object to sit on, we
can specify that the object should be inside a bedroom, thus
precisely limiting the object’s location.



In bedroom, many people like to relax by watching 
their favorite shows or movies. What object would 
most likely be used for this purpose? Please find the 
room first and then output the mask.

Region 
Decoder

... Interactor LLM

It’s located at [LOC], and the mask is [SEG].  

Mask 
Decoder

3D Scene

Point 
Encoder

...
...

Pooling

Fp Fs

Q Q′ 

Xtxt

hseghloc

Region Segmentation

Hierarchical Mask Decoder

3D Mask

Trainable
Frozen

Ytxt

Learnable Query
Output Query [SEG] token

[LOC] token

Figure 3. Overview of our Reason3D framework. Initially, we utilize a point encoder to extract point features from the input scene, which
are simplified by a superpoint pooling layer to reduce complexity. An interactor merges these superpoint features with a learnable query,
input into a frozen LLM along with instructions to generate an output containing specifical tokens, [LOC] and [SEG]. A hierarchical
mask decoder then utilizes the [LOC] embedding to estimate a coarse location that likely covers the target object. Finally, this estimated
location prior is integrated with the [SEG] embedding to enable the prediction of the final segmentation masks.

4. Reason3D
We introduce Reason3D, a novel LLM-based framework for
searching and reasoning within 3D point clouds, as illus-
trated in Figure 3. Given a 3D point cloud and a textual
query describing an object of interest, our method lever-
ages an LLM model to align point features and predict
dense object segmentation masks. Section 4.1 discusses the
alignment of point clouds with LLMs in the feature space.
Section 4.2 introduces the proposed hierarchical mask de-
coder, which employs a coarse-to-fine approach for gener-
ating dense segmentation masks. Finally, Section 4.3 details
the training loss of our Reason3D framework.

4.1. Alignment between LLMs and Point Cloud

Given a point cloud P ∈ RN×6 consisting of N points, each
characterized by three colors channels (r, g, b) and three
coordinates (x, y, z), we aim to extract point features and
align them with decoder-only LLM models to facilitate 3D
scene understanding based on textual instructions.
Scene Encoder. We employ a voxelization operation on the
point cloud and utilize a U-Net style backbone [13] to ex-
tract point-wise features Fp ∈ RN×C , where C denotes the
channel dimension. To further reduce complexity, we feed
these features into a superpoint pooling layer that leverages
pre-computed superpoints [22]. This layer aggregates su-
perpoint features Fs ∈ RM×C by performing average pool-
ing on the point-wise features within each superpoint, effec-
tively reducing the number of points from N to M , where
M represents the number of superpoints.

This reduction is crucial for managing large-scale scenes
without needing to divide the point cloud into smaller seg-
ments. For example, a single Matterport3D scene [5] con-
tains approximately one million points, posing a significant
challenge for existing algorithms [27], which typically re-
quire data segmentation. Our approach addresses this chal-
lenge by utilizing superpoints, enabling us to handle exten-
sive data in a single pass.
Alignment with LLM. To align the superpoint features
Fs with existing decoder-only LLM models, we employ
an Interactor F following Q-Former [23] to facilitate dy-
namic interaction between the point cloud features Fs and
the learnable query Q, resulting in an output query Q′ =
F(Q,Fs). Subsequently, the output query Q′ and textual
instructions Xtxt are fed into a frozen decoder-only lan-
guage model (LLM) to generate targeted responses:

Ytxt = LLM(Q′,Xtxt). (1)

We freeze the point cloud encoders and the LLM, allowing
updates only to the interactor module. This setup focuses
on learning interactions between 3D and linguistic data, en-
hancing the model’s ability to produce accurate, contextu-
ally relevant responses to textual commands about 3D data.

4.2. Hierarchical Mask Decoder

Current LLM-based methods for 3D scene understanding
[8, 15] are limited to producing textual or numerical out-
puts and cannot thus predict dense 3D masks. To over-
come these limitations, we propose a Hierarchical Mask



Decoder (HMD) that utilizes a coarse-to-fine approach to
predict segmentation tasks guided by the output of the
LLM. Specifically, we first utilize a location prompt Ploc

to learn the coarse location of the mask that potentially cov-
ers the target object. This coarse location then serves as a
prior for learning the object segmentation mask, guided by
another segmentation prompt Pseg. We will provide a more
detailed explanation later.

The Hierarchical Mask Decoder predicts the segmenta-
tion masks Mseg by utilizing the superpoint features Fs and
two specific prompts ⟨Ploc,Pseg⟩, which is based on the in-
struction Xtxt:

Mseg = HMDecoder(Fs; ⟨Ploc,Pseg⟩|⟨Fs,Xtxt⟩). (2)

To generate these two prompt features for guidance, we di-
rect the LLM to output specific embedding tokens inspired
by LISA [21]. Considering the segmentation prompt, the
LLM is instructed to generate a [SEG] token. The last-
layer embedding hseg associated with the [SEG] token is
transformed through an MLP projection layer G, resulting
in the segmentation prompt Pseg = G(hseg). This prompt
encapsulates the features of the target object, derived from
the textual instructions, to guide the final mask prediction.

Moreover, to effectively target small objects within large
scenes, we introduce a location token, [LOC], which the
LLM is instructed to generate. This token learns a coarse
location that may potentially encompass the object mask,
serving as a prior feature to enhance the accuracy of the
final segmentation results. Similar to the [SEG] token pro-
cess, we refine the embedding hloc of the [LOC] token
using an MLP layer G, resulting in the location prompts
Ploc = G(hloc). To this end, we can use these two prompts
to guide the final mask prediction. In practice, we first ex-
ploit a region decoder, Floc, built on a transformer decoder
architecture [35, 36]. The location prompt Ploc serves as
the query, while the superpoint features Fs act as key and
value to generate the location mask Mloc:

Mloc = Floc(Ploc,Fs), (3)

where the location mask indicates the probability of the re-
gion potentially covering the target object.

After that, we use an MLP layer Hloc to encode the lo-
cation mask Mloc, serving as a feature prior, which is then
combined with the point features. Subsequently, we make
the final mask generation based on the segmentation prompt
and the integrated point features:

Mseg = Fseg(Pseg,Fs +Hloc(Mloc)), (4)

where Mseg is the final mask, and Fseg shares the same
architectural framework as Floc.

4.3. Training Reason3D

The loss function for Reason3D comprises two essential
components: the LLM loss Lllm and the segmentation mask
loss Lmask. The overall combination is represented as:

L = Lllm + Lmask. (5)

In particular, The LLM loss, Lllm, embodies the linguis-
tic aspects through an auto-regressive cross-entropy loss
for text generation, incorporating cross-entropy loss CE for
each token:

Lllm = CE(Ytxt, Ŷtxt) (6)

where Ŷtxt represents the ground truth word token. In ad-
dition, the mask loss Lmask aims at encouraging the model
to generate high-quality segmentation masks. This loss
is computed using a binary cross-entropy (BCE) loss and
DICE loss for all superpoints, which is represented as:

Lmask∗ = BCE(M∗, M̂∗) + DICE(M∗, M̂∗), ∗ ∈ [loc, seg].

(7)

where M̂∗ means the ground truth segmentation mask for
region-level and object-level superpoints. For the object-
level mask M̂seg, we use the mask corresponding to the
specific object we are targeting. For the region-level mask
M̂loc, we designate the points as foreground points if the
distance between any point and the object’s center is smaller
than threshold τ or we select the points within the specific
room for hierarchical searching task.

5. Experiments
5.1. Experimental Setting

Datasets. Our training data includes three main types of
datasets: (1) For the 3D expressive referring segmentation
task, we use ScanRefer [6] and Sr3D datasets [1]. (2)
For the 3D question answering task, we utilize ScanQA
dataset [4]. (3) For the 3D reasoning segmentation task, we
construct the Reason3D dataset from ScanNetV2 and Mat-
terport3D datasets. The results of 3D QA and more details
are included in the supplementary materials.
Model Architecture. We use a pre-trained Sparse 3D U-
Net [36] to extract point-wise features. For the language
learning model, we employ FlanT5 [10], maintaining most
of its pre-trained weights frozen, except for adapting the
weights for the newly-added location and segmentation to-
kens. Our Interactor is constructed following BLIP-2 [23],
incorporating 1408-dimensional features.
Evaluation Metrics. For the 3D expressive referring seg-
mentation and 3D reasoning segmentation tasks, the pri-
mary evaluation metrics are Mean Intersection over Union



Method Venue ScanNet Matterport3D

Acc@0.25 Acc@0.50 mIoU Acc@0.25 Acc@0.50 mIoU

OpenScene [27] CVPR’23 4.22 0.97 5.03 4.07 0.57 6.36
OpenScene [27]+FlanT5 [10] CVPR’23+ArXiv’22 24.68 7.14 15.03 19.98 4.02 13.60
OpenMask3D [37] NeurIPS’23 5.70 3.25 7.14 3.25 0.12 5.96
OpenMask3D [37]+FlanT5 [10] NeurIPS’23+ArXiv’22 20.78 6.82 13.38 17.46 0.23 9.07

3D-STMN [42] AAAI’24 25.43 17.78 18.23 20.68 10.81 13.47
Llama2 [18]+CLIP [32] ArXiv’23+ArXiv’22 39.26 25.93 27.23 28.51 14.86 17.80

Reason3D (Ours) - 43.21 32.10 31.20 31.22 17.43 19.54

Table 1. 3D Reasoning Segmentation Results. The evaluation metric is accuracy at IoU 0.25, IoU 0.5 and mIoU.

Method Room Num = 1∼2 Room Num = 3∼4 Room Num ≥ 5

Acc@0.25 Acc@0.50 mIoU Acc@0.25 Acc@0.50 mIoU Acc@0.25 Acc@0.50 mIoU

(a) FlanT5 [10] + OpenScene [27] 17.65 3.95 12.89 11.27 1.02 7.69 6.22 0.97 2.21

(b) Reason3D-base 25.23 10.32 15.56 12.84 5.50 8.23 8.26 2.52 5.33
(c) Region Seg + Reason3D-base 26.98 13.21 17.02 19.21 8.21 11.67 11.96 4.78 7.21
(d) Reason3D 29.82 16.97 18.81 22.25 11.93 14.12 16.06 7.34 10.35

Table 2. 3D Hierarchical Searching Results on Matterport3D dataset with different room numbers. Reason3D-base refers to the full
Reason3D model without the proposed [LOC] token and region decoder. The evaluation metric is IoU@0.25, IoU@0.5 and mIoU.

(mIoU), which quantifies the average overlap between the
predicted and true 3D volumes, and Accuracy at k Inter-
section over Union (Acc@kIoU). This latter metric mea-
sures the proportion of descriptions for which the predicted
mask overlaps the ground truth with an IoU greater than k,
where k is set at thresholds of 0.25 and 0.5, thus assessing
the model’s performance at varying levels of precision.

5.2. 3D Reasoning Segmentation Results

Table 1 presents the results of 3D reasoning segmentation,
where our model significantly outperforms previous meth-
ods, achieving a notable increase in mean Intersection over
Union (mIoU). Unlike typical 3D referring segmentation
tasks, this task demands not only spatial understanding but
also robust reasoning and contextual comprehension.

Our model excels at interpreting long sentence queries
and managing 3D reasoning segmentation tasks, outper-
forming open-vocabulary segmentation methods like Open-
Scene [27] and OpenMask3D [37], which primarily use vo-
cabulary as the query. We also compare it to the two-stage
methods, where FlanT5 [10] generates a short vocabulary
output followed by segmentation with OpenScene [27] or
OpenMask3D [37]. Our approach surpasses these by lever-
aging more expressive hidden embeddings, offering a richer
representation than relying solely on text as an intermediary.

Compared to leading 3D referring segmentation models
like 3D-STMN [42] fine-tuned on the Reason3D dataset,
we find that while 3D-STMN excels in direct referencing,
it struggles with indirect queries. In contrast, our model,
with its integration of large language models, shows supe-
rior adaptability and performance in these scenarios.

We also compare our model to a two-stage method that
combines Llama2 [18] and CLIP [32], both fine-tuned on
the Reason3D dataset. In this approach, Llama2 [18] gen-
erates a vocabulary output, which CLIP [32] converts into
textual features. These features then interact with the same
point features and mask decoder used in our Reason3D to
produce segmentation masks. The results show that our
approach significantly outperforms this two-stage method,
which is fully decoupled and relies solely on the textual out-
puts from the LLM.

5.3. 3D Hierarchical Searching Results

For the 3D hierarchical searching task, an extension of 3D
reasoning segmentation task, our goal is to segment target
objects within a larger space (e.g., multiple rooms) rather
than a single room. The task involves specifying a target
room where the model must locate the object, such as find-
ing the TV in the bedroom, as shown in Figure 3. Given
that the Reason3D dataset mainly focuses on single-room
scenarios, we extend it to multi-room settings by reusing a
subset of annotated Matterport3D [5] data. We chose not to
use ScanNet, as it features only single-room scenes.

Table 2 presents different results: (a) a two-stage
baseline that uses an LLM [10] to parse the instruction,
and applies an open-world segmentation model [27]; (b)
Reason3D-base (without Region Decoder), (c) Reason3D
combined with a region segmentation model that first seg-
ments the target room’s region, then applies the Reason3D-
base for the segmented region (without location prompt),
and (d) Reason3D (full model). Reason3D (d) outperforms
the two-stage baseline (a) due to its effective design. Com-



Method Venue Unique (∼19%) Multiple (∼81%) Overall

Acc@0.25 Acc@0.50 mIoU Acc@0.25 Acc@0.50 mIoU Acc@0.25 Acc@0.50 mIoU

ScanRefer [6]* ECCV’20 67.6 44.4 39.9 31.2 20.9 19.5 38.2 25.5 23.5
3DVG-Transformer [52]* ICCV’21 79.5 58.0 49.9 42.0 30.8 27.0 49.3 36.1 31.4
3D-SPS [25]* CVPR’22 84.8 65.6 54.7 41.7 30.8 26.7 50.1 37.6 32.1
3D-LLM [15]* NeurIPS’23 57.8 30.6 32.5 24.7 12.8 14.0 31.1 16.3 17.6

TGNN [17] AAAI’21 69.3 57.8 50.7 31.2 26.6 23.6 38.6 32.7 28.8
X-RefSeg3D [31] AAAI’24 - - - - - - 40.3 33.8 29.9
3D-STMN [42] AAAI’24 89.3 84.0 74.5 46.2 29.2 31.1 54.6 39.8 39.5

Reason3D (Ours) - 88.4 84.2 74.6 50.5 31.7 34.1 57.9 41.9 42.0

Table 3. 3D Referring Expression Segmentation Results on ScanRefer dataset with the accuracy evaluated by IoU 0.25, IoU 0.5 and
mIoU. For the first block methods * that only output 3D bounding boxes, we reproduce the results based on their official codes by extracting
the points inside the boxes as the segmentation mask predictions.

Ablation Acc@0.25 Acc@0.50

(a) w/o region sup. (Lmaskloc ) 14.27 6.33
(b) hard thresholding for Mloc 20.35 9.98
(c) Eq. 4 → concat. Fseg and Hloc(Mloc) 21.53 10.98
(d) Reason3D (full model) 22.25 11.93

Table 4. The effect of different designs in Hierarchical Mask
Decoder (HMD) on Matterport dataset. We use room number =
3∼4 as the main experiments.

paring (b) and (d) shows that the Hierarchical Mask De-
coder (HMD) significantly boosts performance by using an
additional token to guide coarse region learning, effectively
managing segmentation masks, especially as point cloud
complexity increases. Additionally, baseline (c) improves
upon (b) but faces optimization challenges in the two-stage
training pipeline compared to the full model (d).

5.4. 3D Referring Expression Segmentation Results

To demonstrate the effectiveness of our model in the 3D ex-
press referring segmentation task, we compare Reason3D
against state-of-the-art methods on the ScanRefer valida-
tion set, as shown in Table 3. Our approach significantly
outperforms 3D-STMN [42] in overall performance. Given
the limited focus on 3D referring segmentation in the liter-
ature, we also compare our model to several 3D grounding
approaches that predict only 3D bounding boxes, which can
generate segmentation masks by extracting points within
the predicted boxes. Notably, our approach vastly outper-
forms the LLM-based method, 3D-LLM [15], which strug-
gles with accurately locating 3D boxes and effectively ex-
tracting segmentation masks.

5.5. Ablation Study

Effectiveness of different design in HMD. Besides the
Reason3D-base (without the proposed coarse-to-fine ap-
proach) in Table 2, we also conduct an ablation study on
the Matterport3D dataset for the 3D hierarchical search-

ing task to validate the impact of various designs in our
Hierarchical Mask Decoder (HMD), as shown in Table 4.
When the region supervision term (Lmaskloc

) is removed
(a), the model’s performance drops significantly, achieving
only 14.27% accuracy at a 0.25 IoU, which indicates that
region supervision plays a crucial role in guiding the HMD
decoder to learn the priors for segmentation predictions.
Comparing (b) and (d), we observe that hard thresholding
performs worse than probability-based region mask predic-
tion. Hard thresholding discards uncertainty, while using
probability as a prior retains valuable information, enabling
more nuanced and accurate segmentation decisions. Fur-
thermore, comparing (c) and (d) suggests that summation is
more effective than concatenation for combining point fea-
tures with learned location priors in Equation 4, likely due
to its more integrated and simpler feature representation.

Effectiveness of superpoints. Table 5(a) proves that the
superpoints pooling operation is essential for our pipeline
since it helps to reduce the training complexity and enables
the effective training of the pipeline. Also, the average pool-
ing for the superpoints can achieve better performance.

Effectiveness of different segmentation loss. Table 5(b)
presents the performance impact of various components
of segmentation loss. Using either Binary Cross-Entropy
(BCE) loss or Dice loss alone leads to significantly reduced
performance. In contrast, combining Dice loss and BCE
loss results in the most favorable outcomes.

Effectiveness of different decoder layers. Table 5(c)
presents the impact of different numbers of decoder layers.
We use six layers for the decoder as the default number.

5.6. Visualization Results

Figure 4 displays the visualization results of our Reason3D
model for the 3D reasoning segmentation task, highlighting
our model’s proficiency in accurately generating segmen-
tation masks based on the query. Additional visualization
results are included in the supplementary materials.



Superpoint Pool Acc@0.25 Time (ms)

✗ - 37.55 486.1
✓ max 42.97 271.3
✓ Avg 43.21 268.5

(a) Superpoint Pooling.

DICE BCE Acc@0.25 Acc@0.50

✓ 41.73 31.36
✓ 30.86 22.47

✓ ✓ 43.21 32.10

(b) Segmentation Loss.

Layer Acc@0.25 Acc@0.50

1 40.25 27.65
3 42.78 30.62
6 43.21 32.10

(c) Layer of Decoders.

Table 5. Ablation experiments for different design on the scannetV2 dataset for the 3D reasoning segmentation task.

In a kitchen, what appliance in the scene is typically used  
to toast bread for breakfast or snacks?

What specific element can be found in a staircase that allows 
individuals  to move between different levels of a building?

In a bedroom, what object in the scene can be adjusted to  
control the amount of natural light entering the room?

In case of a fire emergency, what safety equipment can be  
found in the hallway to help extinguish small fires?

In a bedroom, where would one typically find the primary piece 
of furniture used for sleeping or resting?

In an office, when employees need to duplicate essential documents 
for a meeting, which item would they most likely utilize for this task?

In a dining room, where would guests typically sit during a meal 
in the scene?

In a lounge area, what object in the scene is likely to provide 
warmth and comfort to the guests during colder days?

Figure 4. Visualization Results for 3D Reasoning Segmentation Tasks. Each sub-figure presents a textual query alongside the input
point cloud. The purple regions highlight the predicted segmentation masks generated by our model.

6. Conclusion

This paper presents Reason3D, a framework that leverages
Large Language Models (LLMs) for enhanced scene un-
derstanding, generating textual responses and segmentation
predictions. We introduce the novel task of 3D reason-
ing segmentation, requiring interpreting implicit human in-
structions within three-dimensional scenes. A hierarchi-

cal mask decoder is proposed to enhance mask prediction
by first identifying a broad region likely to contain the
target object, which then serves as feature priors for fur-
ther refinement. Extensive experiments on the ScanNetV2
and Matterport3D datasets demonstrate outstanding perfor-
mance across tasks like 3D reasoning segmentation, 3D hi-
erarchical searching, 3D referring segmentation, and ques-
tion answering.
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