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Abstract

View missing remains a significant challenge in graph-based multi-view semi-
supervised learning, hindering their real-world applications. To address this issue,
traditional methods introduce a missing indicator matrix and focus on mining partial
structure among existing samples in each view for label propagation (LP). However,
we argue that these disregarded missing samples sometimes induce discontinuous
local structures, i.e., sub-clusters, breaking the fundamental smoothness assumption
in LP. Consequently, such a Sub-Cluster Problem (SCP) would distort graph fusion
and degrade classification performance. To alleviate SCP, we propose a novel
incomplete multi-view semi-supervised learning method, termed AGF-TI. Firstly,
we design an adversarial graph fusion scheme to learn a robust consensus graph
against the distorted local structure through a min-max framework. By stacking
all similarity matrices into a tensor, we further recover the incomplete structure
from the high-order consistency information based on the low-rank tensor learning.
Additionally, the anchor-based strategy is incorporated to reduce the computational
complexity. An efficient alternative optimization algorithm combining a reduced
gradient descent method is developed to solve the formulated objective, with
theoretical convergence. Extensive experimental results on various datasets validate
the superiority of our proposed AGF-TI as compared to state-of-the-art methods.
Code is available at https://github.com/ZhangqiJiang07/AGF_TI.

1 Introduction

Multi-view data encodes complementary information from heterogeneous sources or modalities,
significantly enhancing the performance of downstream tasks, such as autonomous driving [1} 2] and
precision health [3}4]. However, such heterogeneity between different views brings challenges for
supervision signal (label) annotation, making the label scarcity problem widespread in practice. For
example, diagnosing Alzheimer’s Disease requires several physicians to jointly consider information
from clinical records, Neuro-imaging scans, fluid biomarker readings, efc., to make informed deci-
sions [5,16]. Leveraging extrinsic semantic information from data geometric structure, graph-based
multi-view semi-supervised learning (GMvSSL) has been studied intensively and used in various
applications [[7H13]]. In general, GMvSSL methods describe sample relationships using graphs and
rely on the smoothness assumption [14]—that samples sharing the same label are likely to lie on the
same manifold—to “propagate” label information across the graph.

Since existing GMvSSL approaches all focus on the extension of single-view semi-supervised learning
methods to multi-view scenarios with late or early fusion strategies, most of them typically presume
that all views are available for every sample. However, multi-view data in real applications frequently
suffers from the miss of certain views due to machine failure or accessibility issues [15H18]]. Learning
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Figure 1: (A)—(D) is an example for the Sub-Cluster Problem (SCP), and (E) shows the proposed
AGF-TI. SCP: sub-clusters caused by the missing samples break the smoothness assumption in Label
Propagation (LP). To address SCP, AGF-TI comprises an adversarial graph fusion operator to learn a
robust fused graph, and tensor learning to recover similarity relationships of missing samples.

for such dual missing issue (i.e., missing views and scarce labels) is crucial but rarely studied. To
address this, most recently, Zhuge et al. [19] proposed an incomplete multi-view semi-supervised
learning (IMvSSL) method, termed AMSC. AMSC first learns multiple basic label matrices via label
propagation based on partial similarity graphs, which are constructed among existing samples in
individual views. Then, AMSC integrates them into a consensus label matrix for prediction. Despite
adopting the p-th root strategy for adaptive view fusion, AMSC overlooks the distortions caused by
the view missing issue to the graph or manifold structure.

In this paper, we argue that the view missing issue will incur unreliable neighbor relationships, thus
breaking the key smoothness assumption in label propagation (LP). As shown in Fig.[T|(A) and (B),
missing samples in each view may generate multiple “vacuum regions” that fragment a complete
category cluster into several sub-clusters, thereby distorting the smooth local structure on the common
manifold. We term this phenomenon the Sub-Cluster Problem (SCP). Comparing Fig. |I| (C) and (D),
one could observe that SCP impedes the propagation of red label information to its corresponding
sub-cluster, erroneously making the decision boundary recede into the vacuum region. As a result,
SCP would not only cause inappropriate graph fusion by misrepresenting the local structure, but also
directly degrade the quality of basic label matrices in individual views. Besides, to the best of our
knowledge, no existing framework has been proposed to mitigate the impact of SCP on GMvSSL.

To address SCP, we propose AGF-TI, a novel Adversarial Graph Fusion-based IMvSSL method
with Tensorial Imputation, as shown in Fig. [T] (E). In essence, AGF-TI incorporates three key
innovations: (1) an adversarial graph fusion operator that fully explores complementary structure
information across views through a min-max framework to learn a robust consensus graph for label
propagation; (2) a tensorial imputation function that stacks view-specific similarity graphs into a
third-order tensor to recover the similarity relationships of missing samples with high-order consistent
correlations across views and tensor nuclear norm regularization; and (3) an anchor-based acceleration
strategy that significantly reduces the computational cost associated with min-max optimization and
tensor learning. To solve the proposed max-min-max optimization problem, we design a novel and
efficient algorithm with theoretical convergence that incorporates the reduced gradient descent and
the alternative direction method of multiplier. To verify the effectiveness of AGF-TI, we conduct
empirical experiments on multiple public datasets with different view missing and label annotation
ratios. Extensive experimental results show that AGF-TI outperforms existing competitors, exhibiting
a more robust ability to tackle the dual missing issue. Our contributions are summarized as follows:

* We identify a novel challenge in GMvSSL with missing views, termed as the Sub-Cluster
Problem, where missing samples may disrupt the core smoothness assumption, leading to
inaccurate graph fusion and degraded performance of view-specific label prediction.

* We are the first to incorporate a min-max framework into GMvSSL to learn a robust consen-
sus graph against the distorted local structure, enhancing fusion performance. Unlike existing
IMvSSL methods that disregard missing samples when constructing graphs, we propose
exploiting high-order consistent information to reconstruct incomplete local structures.



* We develop an efficient alternative optimization algorithm with the reduced gradient descent
to solve the intractable objective of AGF-TI. Empirical results on various public datasets
validate the effectiveness and efficiency of our proposed AGF-TL

2 Preliminary and Related Work

2.1 Graph-based Multi-view Semi-supervised Learning

In general, graph-based multi-view semi-supervised learning (GMvSSL) can be viewed as the
combination of a graph-based semi-supervised learning (GSSL) and a multi-view fusion strategy.
Assume that X=[x, ..., x,]  €R"*? is a d dimensional single-view data matrix with n samples,
where the first /(< n) samples are labeled into c classes as {y;€[c]}£_,. For the sake of calculation, a
one-hot label matrix Y'€{0, 1}"*¢ is used to describe the situation of labels, i.e., Y;;=1 iff y;=j (1<)
and Y;;=0 otherwise. Then, the GSSL can be solved by minimizing the cost function:

L(F,Lg)=Tr(F'LsF) +Tr (F-Y) ' B(F-Y)), 1)

where FER™¢ is a soft label matrix, B is a diagonal regularization matrix, and Lg=Dg—S is a
Laplacian matrix associated with S. Here, matrix S€[0, 1]™*™ is the symmetric similarity matrix
where its element S;;=S;; describes the similarity between x; and x;. The matrix D is a diagonal
degree matrix with entries d;;= Zt S,;¢. The cost function was explained with the smoothness rule
and the fitting rule [14]. The left-hand term, named smoothness rule, plays a crucial role in mining
extrinsic supervision signals from graph structure, forcing the soft label vectors of nearby samples to
barely differ. However, the performance of the smoothness rule heavily depends on the smoothness
assumption, which can be easily violated by SCP arising from incompleteness in multi-view scenarios.

Multi-view fusion strategy aims to exploit the complementary information from multiple views to
improve the final performance. Among them, late fusion [7, [19] approaches integrate information at
the decision level by leveraging multiple base label matrices obtained via GSSL in individual views,
while early fusion [9, 10} [20] approaches operate graph fusion on view-specific graphs to learn a
consensus one. Although most late fusion methods adopt a weighting strategy to balance view quality,
they often overlook geometric consistencies across views, making it struggle to recognize graph
distortions induced by missing samples, i.e., SCP. Therefore, in this work, we focus on the early
fusion approaches and propose a novel adversarial graph fusion method using a min-max framework
to explore the complementary local structure to alleviate the impact of SCP.

2.2 Accelerated GMvSSL with Bipartite Graphs

Despite the promising performance of existing GMvSSL methods, the high computational complexity
prevents their application to large-scale tasks. Assume that {X,€R"*9}V__ is a multi-view dataset
with n samples and V' views. The time and space complexity of most GMvSSL are O(n?) and
O(Vn?) cubic and quadratic to sample numbers [9} [10]. To address this, GMvSSL accelerated by
anchored or bipartite graphs has been widely studied [[L1} [19 21]]. These approaches effectively
reduce the computational costs by constructing bipartite graphs with m(<n) anchors selected by
k-means [22, 23], BKHK [24], efc., instead of entire samples. After anchor selection, the bipartite
graphs in each view Z, cR"*"™ can be effectively constructed by solving the following problem:
n m

mind S (||x§.”> —al )3z 4 7(Z§f>)2) St Zyln=1,, Zy>0 )
where xgv) and a§v) represents the ¢-th sample and j-th anchor in the v-th view, respectively, ZZ(JU )
is the (i, j)-th element of Z,,, and 1,, is an all-ones column vector with n elements. Compared to
the classical Gaussian kernel method [7], once the neighbor number £ is given, the model in Eq.
enjoys a better construction performance with a parameter-free closed-form solution [25]. After
obtaining the bipartite graphs, we typically construct the sample-level graphs using S,=Z,Z, as the
input of GMvVSSL [26/ 27]. Accelerated by Woodbury matrix identity, the time and space complexity
could be reduced to O(nm?) and O(Vnm), which can be applied to large-scale datasets effectively.

2.3 Third-order Tensor for Multi-view Learning

To exploit the high-order correlation among multiple views, tensor-based multi-view learning ap-
proaches have emerged 28] 29]]. Specifically, these methods construct a third-order tensor by stacking



view-specific representation matrices and impose low-rank constraints to capture inter-view consistent
structure. For example, Zhang et al. [30] apply a slice-based nuclear norm to model the high-order
correlation. To better constrain the low-rankness of the multi-view tensor, recent works [31} 132]]
introduce a tensor average rank with the Tensor Nuclear Norm (TNN) based on the tensor Singular
Value Decomposition (t-SVD), serving as the tightest convex approximation. Aiming to alleviate
SCP, this work employs the third-order tensor with the TNN to leverage the high-order correlation for
recovering the local structure of missing samples on the bipartite graphs. We give the definition of
Tensor Nuclear Norm as follows. Basic tensor operators are defined in Appendix [A]

Definition 1 (Tensor Nuclear Norm) [33]] Given a tensor ZER™*"2*"s the nuclear norm of
the tensor is defined as || Z||e =7 Y52, min(n1,m2) S (i, i), where Sy is obtained by t-SVD of
Z=UxS+VT in Fourier domain through the fast Fourier transform Sy=fft(S, ], 3), and S}“ is the
k-th frontal slice of Sy.

3 Methodology

3.1 Proposed Formulation

Assume that ,, and w, collect the index of existing and missing samples in the v-th view, respectively.
Thus, the bipartite graph Z, can be divided into Z,, and Z,,, , where Z,  could be constructed
by Eq. among existing samples while Z,,, is initialized as equal probability matrix. Different
to previous works [10} [12] that fuse the sample-level graphs S,€R™*", we aim to directly obtain
a consensus anchored graph PER™ ™ based on {Z,}Y_,, which accelerates subsequent label
propagation and tensor learning. Rethinking Eq. (2), it independently constructs the bipartite graph
in each view, and unavoidably introduces the anchor-unaligned problem [34], degrading fusion
performance. To tackle this issue, we introduce the permutation matrices {T,€R™*™}V_, to align
the anchors between different views. Besides, to adaptively emphasize the contributions made by
various views to the fused graph, we assign a learnable weight a,, (v€[V]) to each view. Finally,
inspired by adversarial training, we design a novel Adversarial Graph Fusion (AGF) operator based on
a min-max framework, which is defined as follows:

%

i AGF(P,{Z,}V_) 2 v (PT(Z,T,)) —-8||P|%, st. T T,=IL,, (W), (3
Join max AGF(P. {Z,}i) ;av (PT(Z,T,)) ~BIP|F, st. T, (¥0), ()

where I,,, ER™*™ is an identity matrix, @=[a1, ..., ay]" and A"={CER"*™|(1,,=1,,( > 0}.

Remark 1 (Benefits of AGF) Compared to prior early fusion methods, AGF has the following merits:
(1) AGF directly learns an bipartite graph, which improves the efficiency of the algorithm; (2)
Regularization by the min-max framework of o and P makes the model less sensitive to minor data
fluctuations, e.g., sub-clusters, alleviating SCP and generating a more robust consensus graph [33]).

Furthermore, to capture high-order correlations across views, we stack the bipartite graphs {Z, }¥_,
into a tensor Z=®(Z1, ..., Zy )ER™*V*" where ®(-) is a merging and rotating operator [36]. By
optimizing Z with TNN, the similarity relationships between missing samples and anchors in each
view are imputed via the cross-view consistency information. In this way, the incomplete graph
structures could be recovered, thus further alleviating the effect of SCP.

Finally, to enhance the semantic information of unlabeled data, we construct a sample-level graph
for label propagation by using limited labeled instances. To better leverage the local structural
information across neighbors, following [[L1], we construct the graph among fused sample and anchor

nodes as Sp= pT P eR(+m)x(n+m) By introducing a soft label matrix of fused anchors

as QeR™*¢, the loss function in Eq. (1)) can be equally rewritten into a performance gain form with
~ _1 _1 N
the normalized Laplacian matrix Ls, =1L+, —DS}f SpDSP2 =L,+m—Sp:

R(E, L, )=Tr (E7SpF ) +2Tr (BYFT ) ~Tr (L + B)FTF) | “
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where F=[F; QJeR("t™)*¢ Y=[Y;0], and B is a diagonal matrix with the i-th entry being
regularization parameter. Therefore, the final objective of AGF-TI can be expressed as:

max minmax R(F,Lg,) 4+ MGF(P,{Z,}Y_,) — p||Z||e
{Zo, T} F > P )

st. P, Z,eA™ T T,=I,, (VWe[V]),acA},, Z=®(Z,, ..., Zy),

where A and p are nonnegative regularization parameters.

3.2 Optimization

To solve the intractable max-min-max model in Eq. (3)), we propose an efficient solution by combining
the reduced gradient descent and alternative direction method of multipliers (ADMM). Inspired by
ADMM, we introduce an auxiliary tensor variable G to relax Z, so the objective function of Eq. @)
can be rewritten as the following augmented Lagrangian function:

T({Ze,, TV F,a, P, G, W)=Tr (ﬁspﬁ) 2Tr (EYFT) Ty ((In+m—|—]§)]§‘T]§‘)

(6)
Ui

+AY T (PT(Z,T.)) —AalPlIE—plGlle— WV, Z2-G)-5l1Z-Gl%,
where 8y=A\-08, W is Lagrange Multiplier, and >0 serves as a penalty parameter to control conver-
gence. Then, the optimization problem of Eq. (6) can be decomposed into five subproblems, each of
which optimizes its respective variables independently while keeping others fixed.

e Z,,,-Subproblem: Fixing the other variables, the problem in Eq. (6 can be disassembled into V/
separate subproblems w.r.t. Z,, , v=1,2,...V:

gnnguzv — Gy |3 H{Wo, Z,—Gy)—Aa2Tr (PT(Z,T,)), st Zy, €ATL . )

The problem in Eq. (7) can be further rewritten as the following element-wise form:

(v) _ ~(v)y2 () ( 7 (v) _ ~(v) 2 Ty  7(v)
Zwvnelgl’" ZLE% Z] 19 Zzg Gij ) +Wi; (Zij _Gij )= A, (PT, )ZJZij . ®

Noting that the problem in Eq. (§) is independent between different i, so we can individually solve
the following problem in vector form for each row of Z,, :

min

2
i st 201,21, 250, icw,,  (9)
Z

V(e - (WE@—mi(mmi.)) 2

which can be solved with a closed-form solution [25]].

e P and a-Subproblem: By fixing the other variables, we derive a min-max optimization problem
w.r.t. P and o, and then rewrite it with an optimal value function of the inner maximization problem:

min h(a), h(a)2 max A>  a?Tr(P"(Z,T,))—B\||P|2—Tr(F"Ls,.F). (10)
acAl, PeAm v

Recall that F [F; Q], based on the property of the normalized Laplacian matrix, the relationship
Te(F Ls, F)=3"7 37" |Fi./Vdi—Q;./\/dn I3 P;; holds, where di= "3 1" Sp (i, k). Similar
to the subproblem of Zw , we can obtain the optlmal P* of the inner maximization problem by
solving the following proximal problem for each row of P with a closed-form solution:

2
. st.P;1,=1,P,; >0, (11)
2

. .
P; = arg min

i

1 -
P,.——(\Z; — H;
25, ( )

where Z=3", a2Z,T, is the weighted bipartite graph and HER™ ™ measures the distance between
the soft labels of F and Q with its element H;;=||F;./\/d;—Q;./\/dn+;||3. Since the feasible region
of Eq. (1) is a closed convex set and its objective function is strictly convex, the Hilbert pI‘O_]eCtIOIl
theorem guarantees the uniqueness of the optimal solution P*. Then, leveraging Theorem 4.1 in [37]],
we have the following theorem with its proof provided in Appendix [C}




Theorem 1 h(«v) is differentiable, and its gradient can be calculated as %:2)\%, r(P*'Z,T,),
where P* is the optimal solution of the inner maximization problem.

Therefore, a reduced gradient descent method can be developed to solve the optimization problem in
Eq. . Specifically, we first calculate the gradient of h(c) by Theorem [I|and update the ¢ along
the direction of the gradient descent over the simplex constraint € A}, with the optimal P*.

Consider the equality constraint of «, supposing that «, is a non-zero entry of & and Vhi(ax) is
the reduced gradient of h(c). Following [38] [39]], the v-th entry of the reduced gradient can be
constructed as follows:

,
whlel =2 T o wral= Y (G-ZE)
v u v=1,05u u v

where w is typically set as the index of the largest entry of «, leading to better numerical stability [40].
Since —Vh(a) represents a descent direction to minimize h(cx), we can directly set the descent
direction g=—Vh(a). To ensure the non-negativity of a, we further modify the descent direction g,
to zero iff o, =0 and [Vh(a)],,>0. Then, ¢ can be updated using the rule of a<—a+0g, where 0 is
the optimal step length calculated by a linear search mechanism, e.g., Armijo’s rule. The detailed
procedure for solving the problem in Eq. is outlined in Algorithm[I]in Appendix

° F-Subproblem: Fixing the other variables leads to the following problem for F,

max R(F,Lg,), s.t. F=[F; QJeR(+m)xe, (13)
P
By setting the derivative of R(F, Lg,) to zero, F' can be updated as F*=(Lg,+B) 'BY. Since
L ép and B are both block matrices, we can adopt the blockwise inversion to solve the first term:

(Lg,+B) '=

1 -1 _ _ _
I,+B, -PA~: } :{ c;! ~M'M;,C; ! (14)

7A7%PT I,+B,, _C;1M21M;11 C;l ’

where A€R™*™ is a diagonal matrix with element A ;= Z:L P, M11:In+Bn,M12:—PA_%,
M21:—A7%PT, M22:Im+Bm, Clell—MlgM;;MQl, and CQZMQQ_M21M;11M12.
Since C;€R™" needs time complexity O(n?) to solve C7', we utilize the Woodbury matrix
identity to accelerate the inversion by C_1:M1_11+M1_11M12(M22—M21 Ml_llMlg)‘leMl_f,
which reduces O(n?) to O(nm?). Note that M1; ER™*", but it is a diagonal matrix and its inversion
can be easily obtained with O(n). Then, leveraging the blockwise inversion in Eq. , the update

formula for f‘*:[F*; Q*] can be divided into two parts w.r.t. F and Q, respectively:

F* = M['M;5(Msy — MM 'M15) "My M'B,Y + M{'B,Y, as)
Q= *(M22*M21M1_11M12)71M21M1_11BnY-
e G-Subproblem: When other variables are fixed, the subproblem for G is formulated as:
2
. P 1 142%
min IIQII@+HQ—(Z+) (16)
g 1 2 n e

The subproblem in Eq. (T6) can be solved by the following theorem.

Theorem 2 [36] Suppose G, FeR™*"2x"s  and 1>0, the globally optimal solution
to ming7|Glle + |G—F|% is given by the tensor tubal-shrinkage operator, i.e.,
G=Cpsr (F)=UACpryr (S)¥VT, where F=UxS+VT is obtained by t-SVD and C,,,(S)=SxJ.
Herein, J is an nixngxng f-diagonal tensor whose diagonal element in the Fourier domain
is Jf (i,1)=(1=ng7 /8§ (i,1)) 1.

e T',-Subproblem: By fixing the other variables, T, can be independently updated by,
T}, = arg max Te(T)Z,P), st. T/ T, =1,,. (17)



The optimal solution T?, of the problem is U, V., where U, and V, are the left and right
singular matrix of Z, P. Its detailed proof is provided in Appendix

At last, the Lagrange multiplier and penalty parameter are updated as W=W+n(Z—G) and
1= min(y,7, Nmax ), respectively, where ~y,,>1 is used to accelerate convergence.

The procedure of our method is summarized in Algorithm 2]in Appendix Besides, Appendix
provides a theoretical convergence analysis, showing that the variable sequence obtained by Algo-
rithm [2] converges to a stationary point. Its time and space complexity is discussed in Appendix

4 Experiments

4.1 Experimental Settings

Datasets. We conduct all experiments on six public datasets, including CUB, UCI-Digit, Caltech101-
20, OutScene, MNIST-USPS, and AwA. The brief information of these datasets are presented in
Table [T} More details of them are shown in Appendix [E.T]

Baselines. To validate the effectiveness of AGF-

TI, we compare it with the following meth- Table 1: The description of six datasets
ods. First, SLIM [46], and AMSC [19] serve

as two state-of-the-art IMvSSL baselines. Fur- Datasets Samples Views Classes Anchors
thermore, we include numerous GMvSSL al-  cuB [@] 600 2 10 64
gorithms, such as AMMSS [7], AMGL [8]], UCI-Digit[42] 2,000 3 10 256
MLAN [9], AMUSE [10], FMSSL [I1], FM- ~ ghscnopsalt 258 ¢ % 2%
SEL [12], and CFMSC [13]]. We also incorpo-  MNIST-USPS [44] 5,000 2 10 256
rate popular regression-based MvSSL methods, —_AwA 3] 10158 2 50 512

i.e., MVAR [47]] and ERL-MVSC [48]]. Since

most baselines, except SLIM and AMSC, cannot handle the incomplete data, following [19], we
adopt deep matrix factorization (DMF) [49] to recover feature matrices for a fair comparison. More
details are shown in Appendix [E.2]

Parameter setting. Following [11], we apply the BKHK algorithm to select m anchor points among
existing samples in each view. The number of selected anchors m is presented in Table|l} Then
we solve the problem in Eq. (2) to construct the bipartite graphs, i.e., {Z, }Y_, with the neighbor
number k set to 7. AGF-TI has three regularization parameters A, 3, and p. In our experiments, A is
fixed to V2, while p and 3y are tuned in {10,102,10%} and {2°, ..., 26}, respectively. We apply
accuracy (ACC), precision (PREC), and F1-score (F1) as the evaluation metrics. Each experiment is
independently conducted ten times, and the final average results are reported.

4.2 Main Results

To comprehensively evaluate the effectiveness of AGF-TI, we compare it with the baselines from
two perspectives, i.e., view missing and label scarcity. For the view missing issue, we follow [19] to
randomly select VMR % (view missing ratio) examples in dataset as incomplete examples, which
randomly miss 1~V —1 views. On this basis, we randomly select LAR% (label annotation ratio)
examples of each class as labeled data to simulate the label scarcity setting.

From view missing perspective, Table 2] presents the comparison in metrics of different methods on
six datasets under multiple VMRs (30%, 50%, 70%) when LAR% is 5%. From Table |2} we can
observe that: (1) Compared to AMSC, tailored for IMvSSL, GMvSSL methods with DMF achieve
comparable or even higher performance on some datasets like CUB and MNIST-USPS. This further
validates our observation that missing samples disregarded by AMSC could distort local structure
and mislead label propagation, thereby degrading performance. (2) AGF-TI consistently achieves the
highest performance under multiple VMRs and metrics on all datasets except AwA, where it obtains
two sub-optimal results at VMR=30% while showing dominant superiority with increased VMR. The
results demonstrate that AGF-TI can effectively tackle the dual missing issue. (3) Compared with
IMvSSL baselines, i.e., SLIM and AMSC, which disregard missing samples, the tensorial imputation
strategy makes AGF-TI more robust to incomplete multi-view data. For instance, on OutScene, as
VMR is increased from 30% to 70%, the ACC decline of AGF-TI is less than 6%, while the decreases
of SLIM and AMSC are nearly 13%. Detailed results with standard deviations are in Appendix
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Figure 2: ACC results on six datasets with LAR varying in {1%, 2%, 4%, 8%} when VMR is 60%.

From label scarcity perspective, Fig. 2] presents the ACC results under different LARs varied in {1%,
2%, 4%, 8%} with VMR fixed to 60%. Compared with early fusion-based GMvSSL approaches,
i.e., MLAN, AMUSE, FMSEL and CFMSC, AGF-TI consistently outperforms them over all cases.
This result suggests that the consensus graph fused through adversarial graph fusion in AGF-TI can
effectively alleviate the negative impact of structural distortions caused by missing samples on label
propagation. Besides, we observe that the performance of AGF-TI when LAR is only 1% is on par
with most baselines under higher LAR, indicating higher label utilization efficiency of our method.

4.3 Ablation Study

AGF-TI contains two main parts: adversarial graph fusion and tensorial imputation. To validate
its effectiveness, we conduct the following ablation studies under different VMRs when LAR is
fixed to 5%. In the adversarial graph fusion part, we remove the permutation matrix for anchor
alignment and the weight coefficient for view quality assessment, marked as “w/o T, and “w/o
a,,”, respectively. To evaluate the tensorial imputation part, we remove the update of Z,,, from the
optimization algorithm, termed as “w/o TI”. The ablation results are listed in Table@ From the results,

Table 2: Mean results of compared methods on six datasets under different VMRs (view missing
ratios) when fix LAR (label annotation ratio) to 5%.

CUB [ UCI-Digit
VMR=30% VMR=50% VMR=70% \ VMR=30% VMR=50% VMR=70%
\

Method

ACC PREC F1 ACC PREC Fl1 ACC PREC F1 ACC PREC Fl ACC PREC F1 ACC PREC Fl

AMMSS 6733 6733 6457 4844 4844 4425 6274 6274 6092 | 9146 9146 9143 8730 8730 8724 76.04 76.04 7587
AMGL 67.11 67.11 64.64 6577 6577 6332 61.75 61.75 60.04 | 91.06 91.06 90.93 89.73 89.73 89.65 8532 8532 8522
MLAN 70.09 70.09 6835 6775 67.75 66.04 6225 6225 60.68 | 86.13 86.13 86.27 74.82 7482 7631 6243 6243 65.09
AMUSE 6426 6426 61.84 6321 6321 6135 62.77 6277 6090 | 90.61 90.61 90.50 87.21 87.21 87.13 8191 8191 81.81
FMSSL 6530 6530 6231 4872 4572 4462 6449 6449 6268 | 91.12 91.12 91.07 86.72 86.72 86.62 78.00 78.00 77.72
FMSEL 70.54 70.54 69.21 6728 67.28 66.16 6235 6235 60.81 | 92.19 92.19 92.16 88.99 8899 8895 83.53 83.53 83.40
CFMSC 71.65 71.65 70.81 69.19 69.19 68.02 5523 5423 53.13 | 91.48 9148 9144 88.14 88.14 88.08 8347 8347 8333
MVAR 66.49 66.49 65.19 61.51 61.51 6020 50.18 50.18 41.15 | 80.51 80.51 8043 73.46 7346 73.11 68.01 6801 67.78
ERL-MVSC 6575 6575 6548 61.51 61.51 61.34 5998 5998 59.73 | 86.80 86.80 86.78 84.61 84.61 8459 7920 79.20 79.20
AMSC 68.75 68.75 66.14 67.60 67.60 6595 6439 6439 63.08 | 93.87 93.87 93.86 91.21 9121 91.19 8759 8759 8755
SLIM 6830 6830 6736 6512 65.12 6348 64.04 64.04 6342 | 8493 8493 8480 81.41 8141 8142 7255 7255 7243
Ours 7833 7833 77.03 80.23 80.23 79.10 74.25 7425 7230 | 9598 9598 9597 9523 9523 9525 9516 95.16 95.13
Caltech101-20 | OutScene
AMMSS 6920 3041 3219 6587 2559 2630 60.87 20.39 2057 | 58.11 55.68 53.77 53.47 51.16 49.54 4443 42,16 40.56
AMGL 61.85 22.88 2497 62.18 2250 2406 61.60 21.51 2256 | 5828 57.71 58.32 56.19 5558 5554 4833 47.84 46.69
MLAN 7407 39.74 4349 6992 3326 3607 63.60 2542 2695 | 6408 63.89 6385 57.11 57.00 56.81 43.57 4290 42.04
AMUSE 60.52  21.87 2422 6185 2227 2395 6042 20.55 2140 | 5680 56.11 57.04 55.17 54.64 5480 4870 4843 4754
FMSSL 69.28 30.60 30.36 43.20 10.51 9.87 57.01 1571 15.11 | 52.88 51.34 50.16 48.73 47.52 46.61 4276 40.95 38.90
FMSEL 77.86 47.16 5159 72.63 37.77 41.09 66.92 2927 3149 | 66.10 66.03 66.10 5642 56.17 5646 5034 49.54 49.14
CFMSC 78.89 4939 5370 7346 39.55 43.15 67.76 31.11 3390 | 67.41 67.07 66.84 5884 58.15 5796 47.59 46.89 45.67
MVAR 78.81 4927 53.60 72.08 36.78 40.08 63.92 2457 2517 | 6291 62.85 6234 5842 5839 5736 S51.61 51.16 49.73
ERL-MVSC 6581 49.78 4696 62.69 44.69 4223 5547 3495 33.60 | 5299 53.60 53.27 4891 49.34 49.04 4258 43.07 4272
AMSC 63.73 2251 22,60 6504 2434 2353 6479 26.02 2652|6515 6395 6248 6033 59.54 5884 52,65 5193 5093
SLIM 76.58 4871 5294 73.02 4450 4848 65.17 34.86 3739 | 66.75 6592 65.16 61.65 6098 60.67 52.69 5253 52.22
Ours 81.88 56.75 58.02 79.99 5310 5479 7217 36.81 39.72 | 70.34 69.99 69.56 69.24 6829 67.70 64.52 63.83 63.29
MNIST-USPS | AwA
AMMSS 90.20 90.20 90.13 8493 84.93 8480 8143 8143 8129|6348 53.67 5386 5852 49.16 49.73 5521 4633 4722
AMGL 9354 9354 9350 89.61 89.61 89.53 8575 8575 8561 |57.74 4925 4878 5294 4482 4407 4745 40.09 39.47
MLAN 88.29 8829 8824 8496 8496 8488 7572 7572 7592|6649 5822 5925 56.74 49.44 5278 47.72 4182 48.37
AMUSE 93.38 9338 9335 8839 8839 8828 83.16 83.16 8299 | 5144 44.02 4406 4650 3931 3879 4051 3431 3351
FMSSL 86.36 86.36 86.17 79.72 79.72 79.15 7258 7258 71.76 | 65.60 5579 5532 59.34 5030 50.20 5224 4286 41.57
FMSEL 90.51 90.51 9047 8540 8540 8532 8039 80.39 8022 | 6532 5886 60.09 5833 5204 5353 57.03 5071 51.72
CFMSC 93.55 9355 9353 89.05 89.05 8897 8457 8457 8445|6724 59.88 6092 6223 5471 5569 5985 5241 5331
MVAR 79.65 79.65 79.54 71.73 7173 7140 66.04 66.04 66.08 | 69.07 61.87 6291 63.57 56.99 5823 59.15 5235 54.92
ERL-MVSC 88.02 88.02 88.00 8590 8590 8585 8246 8246 8241|5502 51.33 5051 5212 4843 47.63 49.11 4532 4454
AMSC 88.72 8872 8856 83.16 83.16 83.00 83.83 83.83 83.60 | 6434 5474 5406 5590 4576 4483 5294 4329 4252
SLIM 84.61 84.61 8445 8133 8133 81.17 79.17 79.17 7893 | 6478 5424 5350 6140 51.28 50.73 59.01 4935 48.81
Ours 95.09 95.09 95.07 9558 95.58 9555 95.62 95.62 95.59 | 69.12 5847 57.16 70.58 59.77 58.62 69.41 58.82 57.59




Table 3: Ablation study of AGF-TI under LAR is 5%.

VMR=30% CUB UCL-Digit ~ Caltech101-20  OutScene ~ MNIST-USPS Avg. 26 —PCF-T (ACC=79.2%) CFMSC (ACC=70.12%)
=% AcC FI ACC  FI  ACC FI  ACC Fl ACC Fl ACC Fl 0ss @
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wioT, 7212 7061 88.48 8834 4271 2161 2735 2691 8201 8170 6253 57.83 a? | 0
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Figure 4: The iterative error and classification performance of AGF-TI during optimization process.

one could observe that (1) Each part plays a crucial role in performance improvement, suggesting
the effectiveness of our AGF-TI. (2) When the number of views is large, e.g., six for Caltech101-20
and four for OutScene, removing the permutation matrix results in a large performance degradation
relative to the other datasets. (3) As VMR increased, the contribution of the tensorial imputation part
is highlighted. For instance, removing the imputation part leads to an average performance drop of
up to 17.8% when VRM is 70%, compared to a 6.2% degradation at 30% VRM in terms of ACC.

To further investigate the influence of the min-max scheme on graph fusion, we compare the evolution
of the weight coefficients o from AGF-TI and a recent min-min scheme method, CFMSC. The
comparison results on CUB under VMR=50% and LAR=5% are plotted in Fig.[3] Unlike the min-min
framework, the proposed AGF operator alternatively magnifies the weight coefficient of each view
by max, while alleviating the structural disparity across views by minp. According to [38] 50],
this alternative pattern could yield a robust structure against noisy perturbation by fully exploring
complementary information from individual views, demonstrating the strength of AGF.

4.4 Model Analysis

In this section, we conduct model analyses under VMR=50% and LAR=5% conditions on the
convergence behavior and parameter sensitivity w.z.z. 8y and p. More analyses on the number of
anchors m, the trade-off parameter )\, and the computational costs of the TNN step are provided in

Appendix [F3]and [F3]

Convergence behavior. To examine the convergence behavior of AGF-TI, we calculate the error
value of the soft label matrix F and present its classification performance during iteration in Fig.[4]
The error curves consistently exhibit early oscillations, subsequently undergoing a rapid decrease
until convergence. The oscillation stage could be explained by the alternative pattern (illustrated in
Fig. [3) discussed in Section#.3] On the other hand, its performance substantially improves during
this oscillation stage, further indicating the effectiveness of the proposed AGF.

Parameter sensitivity. AGF-TI introduces the regularized parameter 8 to control the connec-
tivity of the fused graph and p for tensorial imputation. We empirically analyze the impact of the
two parameters on classification performance by tuning 3 and p in the sets {2°,2!,...,2%} and
{10°,...,105}, respectively. ACC results are recorded in Fig. |5|and more results are presented
in Appendix Compared to p, 55 has great effects on AGF-TI, indicating that appropriate
connectivity of the fused graph could further enhance classification performance. Besides, we find
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Figure 5: Parameter sensitivity analysis of 3y and p in terms of Accuracy.

that AGF-TI exhibits stability with high performance within small ranges (i.e., log,(8x)€[0, 2] and
log,0(p)€[2, 5]) across various datasets, maintaining generalizability.

Running time. To empirically evaluate the complexity of the algorithms, we compare their running
times on all datasets. For baselines requiring complete multi-view data, the total running time includes
both the DMF completion process and its subsequent execution. The results are recorded in Table 4]
and it can be observed that AGF-TI maintains an acceptable computational overhead. Although
AGF-TI takes slightly longer than AMSC and SLIM due to additional tensor imputation and shared
bipartite graph fusion, it consistently achieves advanced classification performance across all datasets.
Moreover, thanks to the adopted anchor strategy, AGF-TI’s running time scales efficiently with the
sample size, ensuring its practicality for large-scale applications.

Table 4: Running time (in seconds) of different methods under VMR=50% and LAR=5%.

Method CUB UCI-Digit Caltech101-20 OutScene MNIST-USPS AwA

AMMSS 4.31 7.80 86.25 15.61 48.58 621.34
AMGL 4.16 5.51 65.99 9.60 39.89 587.51

MLAN 4.68 20.29 141.65 74.99 150.06 1068.73
AMUSE 6.37 31.77 102.76 55.59 209.93 1361.76
FMSSL 4.77 5.81 82.94 24.51 74.75 808.80
FMSEL 6.45 32.70 120.18 60.12 234.50 1359.60
CFMSC 6.78 20.36 106.95 26.29 159.53 815.56
MVAR 4.26 5.40 69.84 10.36 39.30 601.27
ERL-MVSC 431 5.68 67.71 10.55 42.66 605.83
AMSC 0.85 2.15 11.03 4.40 3.73 33.54

SLIM 0.33 4.46 35.59 14.12 11.43 128.83
Ours 1.06 15.35 45.03 35.84 31.06 354.54

5 Conclusion

In this paper, we present the first study of the Sub-Cluster Problem (SCP) caused by missing views
in graph-based multi-view semi-supervised learning. To address SCP, a novel Adversarial Graph
Fusion-based model with Tensorial Imputation (AGF-T1I) is proposed. Our method benefits SCP in
two aspects: (1) In AGF operator, the min-max optimization paradigm makes the model less sensitive
to minor data fluctuations, enabling the ability to learn a robust fused graph against SCP. (2) The
recovered local structures, imputed by high-order consistency information, further alleviate the impact
of distorted graphs. For real-world applications, we adopt an anchor-based strategy to accelerate
AGF-TI. An efficient iterative algorithm is developed to solve the proposed optimization problem.
Extensive experimental results demonstrate the effectiveness of AGF-TI. This work focuses on the
setting where the bipartite graphs are manually pre-constructed. Extending it to jointly optimize
anchor selection and graph construction remains an interesting direction for future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have explained how the Sub-Cluster Problem affects the classification
performance and elaborated on the contributions of our approach in the introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer:

Justification: Our method does have limitations, but due to space limitations and our focus
on presenting the novelty of the method and the main results, we were unable to discuss
these limitations in a separate section within the paper. However, we have mentioned the
limitations of our method in the pre-constructed graphs in Section[5] which may weaken the
effectiveness of graph fusion. We hope to overcome this issue by combining our method with
adaptive graph learning into a unified framework, and leave this for future work. Besides,
we have discussed the time and space computational costs in Appendix[D.2]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: The proofs are available in Appendix [B.4} Appendix[C] and Appendix D]
Guidelines:
* The answer NA means that the paper does not include theoretical results.
* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.
* All assumptions should be clearly stated or referenced in the statement of any theorems.
* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.
* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.
e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: All experimental details are specified in Section[4.1)and Appendix [E}
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide open access to the used datasets in Appendix [E|and submit the
code of our method in the supplemental material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the experimental settings in our paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Each experiment is independently conducted ten times, and the mean re-
sults with standard deviation are reported in Tables [6l [7} and [8] in appendix.
Furthermore, we conduct the Wilcoxon rank-sum test to assess statistical significance in

Tables and

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The resources are mentioned in Appendix [E]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our research conforms with the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our algorithm is primarily used to enhance the classification capabilities of the
model to tackle multi-view data with the dual missing issue. Therefore, it does not involve
any negative societal impacts. Besides, the method is focused on improving technical aspects
and does not directly interact with sensitive data or applications that could lead to ethical
concerns or misuse. As such, the potential for both positive and negative societal impacts is
minimal, making the discussion of broader impacts not applicable in this context.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our algorithm is not related to this.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The creators are all cited and we respect all licenses of the models and datasets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not create new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our research is not related to the crowdsourcing experiments and research
with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our research does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Our algorithm does not involve LLMs as any important, original, or non-
standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Basic Tensor Operators

We first summarize the notations used in this paper in Table [5]

Table 5: Summary of notations

Notations Annotation

r,x, X, X scalar, vector, matrix, and tensor

Xij, X(4,7) the element in the ¢-th row and j-th column of X
X;. the i-th row vector of X

Xk the k-th frontal slice of tensor X’

Xp=fft(X, [],3) the fast Fourier transformation (FFT)

n,V,m,{, c the number of samples, views, anchors, labeled samples, and classes
1,=[1,...,1]T the all-ones column vector with 7 elements

I, eR™>n the n dimensional identity matrix

X, eR¥dv the d,, dimensional feature matrix of v-th view
x{WeRdvx1 the feature vector of -th sample in v-th view
{yi€le}e, the label set of ¢ labeled samples

YE{O, 1}n><c
S (Sy)€[0, 1]
Dg

the one-hot label matrix of n samples
the symmetric similarity matrix among n samples (of v-th view)
the diagonal degree matrix of S with entries d;= Zt Sit

Ls=Dgs—S the Laplacian matrix of S

{ag-v) eRI>1}m | the set of m anchors in v-th view

Z,eAT” the anchor-based bipartite matrix of v-th view

Ty, Wy the index sets of existing and missing samples in v-th view
PeA the fused/consensus anchor-based bipartite graph
T,cR™*™ the permutation matrix of v-th view

acAl a,€0,1]

SPER(n+m) X (n+m)
F=[F; QeR(n+m)xe

the weight coefficient vector and the weight coefficient of v-th view
the similarity matrix among fused n samples and m anchors

the soft label matrix of fused samples and anchors, where F is the soft
label matrix of samples and Q is for anchors

Y:[Y; 0] the one-hot true label matrix of samples and anchors
B, B the diagonal regularization matrix

D) the merging and rotating operator

- Nles - 1l2 the Frobenius norm and ¢ norm

Il the t-SVD based tensor nuclear norm

A:Ln {C € RnxmKlm:ln; C > 0}

Assume that XY cR"1*"2%X"3 gnd YeR™2*"4X"s gre two third-order tensors. Then, we introduce
some operators related to tensors.

e Transposition of tensor X TcRm2xm1%n3  which means that each frontal slice of the tensor is
transposed.

e Cyclic expansion of the tensor circ(XX')eR™1 "3 %23,

Xl xns . XZ
X2 b R
circ(X) = ) ) , - (18)
X'ns Xn.sfl . ;k.'l
o Tensor unfolding and folding:
unfold(X) = [X1, A2, &™) T ¢ Rm™sXn2 - ¥ — fold(unfold(X)). (19)
o t-product X * ) € R™1 Xn4xn3;
X x Y = fold(circ(X) - unfold(})). (20)
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Definition 2 (Orthogonal Tensor) The tensor X is orthogonal if X T « X = X « X = T, where
TeR™X™MX1s g qn identity tensor whose first frontal slice is T'=I € R™*™1, and the other frontal
slices are TF=0,Yk = 2,3, ..., ns.

Based on basic tensor operations, tensor Singular Value Decomposition (t-SVD) is defined as follows.

Definition 3 (t-SVD) Given a tensor X €R™**"™2*"3  then the t-SVD of X is:
X=UxS*V", (21)
where UER™ XM X3 gnd VER™*"2X"3 qgre orthogonal tensors, SER™ *™2%"3 5 q f-diagonal

tensor.

B Optimization Details

B.1 Update Formula of Z,

Recall that the subproblem of Z,,, can be formulated as follows:

2
st ZM1,=1, 2" >0, icw,. (22)

arg min i
2

v v ]' v
min Z{ )—(G( = (w! )—)\aﬁ(PTU)i.))

- i-

Denote EE:U):WE,U) f)\a,% (PT,);., the Lagrangian function of problem can be written as:

2
—¢(Z1,,—-1)-ZWe;, (23)
2

v 1 v v 1 v
R R G
n

where ¢ and €;>0 are the Lagrange multipliers. The optimal solution Z;U)* should satisfy that the
derivative of Eq. W.EL. ZE:U) is equal to zero, so we have

* v 1 v
Z{* (Gg, )__E| )> —(1,, — € = 0. 24)
n
We can rewrite it in the element-wise form:
* v 1 v
Z0" (Gf.j)—Efj)) —C—e;=0. (25)
n

)

Note that Zl(]v )eiJ:O according to the KKT condition. Then, we have
v )k v 1 v
A (G§j>—E§j>+g> . (26)
N +

Each ZE,U), 1€w, can then be solved and we can update Z,,, .

B.2 Optimization Algorithm of P and o

After obtaining the reduced gradient VA (cx), we set the descent direction g=[g1, g, . .., gy’ with
the following strategy:

—[Vh(a)]y, a, > 0,v+# u, (27)

B { —[Vh(a)]y, v=wu,
o @y = 0. [Vh(a)], > 0,

where w is typically set as the index of the largest entry of . Its main procedures of updating P and
o are summarized in Algorithm T}
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Algorithm 1 Gradient Descent-based Optimization Algorithm for Updating o« and P
Input: P,{Z,,T,}V. F, I:SP,)\, Ba.

v=1>
Output: Weight coefficient « and fused graph P.
1: while not converge do
2 Calculate the soft label distance matrix H by H;j=||F;./V/di—Q;..//dn+;||3.
3 Calculate the fused graph P by solving Eq. (TT).
4 Calculate the reduced gradient by Theorem I|and Eq. (12).
5: Calculate the descent gradient g by Eq. (27).
6: Update weight coefficient ;1 < oy + 0g with the step length 6.
7.
8
9
0:

if max (a1 — ay| < 107%) then
Converge.
end if

10: end while

B.3 Update Formula of F

~ 1 _1
Recall that Sp= [ } and the normalized Laplacian matrix Lg, =L, 4+, —Dg} SpD Sp -

PT
According to the definition of the degree matrix, D, can be written as Dg, = [ D- A } , where

D, eR™*" is diagonal matrix whose diagonal elements are row sums of P and A€R™*™ is a diagonal
matrix whose diagonal elements are column sums of P, i.e., A= Z?:l P;;. Since P1,,=1,,, we
have D, =I,,. Therefore, the normalized Laplacian matrix can be written as the following blockwise
form,

(28)

Ls, =1,.,-D3spDg = | I —PAQ}.

-A—:PT I,
B.4 Update Formula of T,
The subproblem of T, in Eq. can be solved by the following theorem.

Theorem 3 Assume that Z.] PER™*™ in Eq. has the singular value decomposition form as
ZUTPzUUZ],UVT where U, 3, V,ER™*™  The optimization in Eq. has a closed-form

solution as follosv’s,
T:=U,V,. (29)
Proof. Taking the equation Z, P=U,3, V|, we can rewrite the Eq. as,
(T, U, %, V,)=Tr(V, T, U,X,). (30)
Considering E,=V, T U,, we have E,E/ =V T/ U, U/ T, V,=I. Therefore, we can obtain:
(V] T/ U,%,) = Tr(E,S,) < i o\, 31)
i=1

where 0" is the i-th diagonal element of 32,,. To maximize the value of Eq. , the solution should

i

be given as T = U, V/, thus achieving the maximum by satisfying the equality condition. (]

B.5 Optimization Algorithm of AGF-TI

To solve the problem in Eq. (3), the algorithm of AGF-TI is summarized in Algorithm 2]

C Proof of Theorem 1

Proof. To prove Theorem I} we first give a lemma:
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Algorithm 2 Optimization Algorithm of AGF-TI

Input: Anchor-based bipartite graphs {Z,, €RI™*[*™}V_ “one-hot label matrix Y, the number of
categories ¢, the regularization parameters B, \, B, and p.
Output: Labels of unlabeled samples Y..

1: For each ve[V], initialize Z,,, =11, 1.}, T,=L a,=+.
2: Initialize auxiliary variable G=0 and Lagrange multipliers W=0, n=10"2, 7,=2, nmax=10".
3: Calculate P by Eq. (TI) with H is set to 0.
4: Calculate F and Q according to Eq. (I5).
5: while not converge do
6: For each v€[V] and i€w,,, update the i-th row of Z by solving Eq. @)
7: Update weight coefficients o and fused graph P according to Algorithm [I]
8: Update F and Q by Eq. (I5).
9: Update G by Theorem 2]
10: For each ve[V], update T, by solving Eq. .
11:  Update W = W+n(Z-G).
12: Update penalty parameter 7 = min(y,1, Mmax)-
13: end while
14: return classification results: Y, 2{f;|j;=arg max;je[ Fi;}", ;.

Lemma 1 [33] Given a function g(x,u) where x and u belongs to compact normed spaces X and
U, respectively. Assume that g(x, ) is differentiable over X, g(x,u) and M are continuous on

X xU, then the optimal value function h(u)ZSup, » g(x, u) is dlﬁ‘erentlable and w—w
at point v if g(x,ug) has a unique maximizer xX*.
Then, we construct the following function:

=AY aTe(PT(Z,T,)) 4| P|7~Te(F Lg F), (32)

where P€ A" and aeA%,. Based on the property of the normalized Laplacian matrix, the relationship
Tr(F ' Lg F)=>"7 37" [|Fi./vVdi=Qj../\/dny ;3 Pij holds. Evidently, g(P, -) is differentiable

over A, and ¢g(P, ) and % are continuous. Recall that AT'={¢ € R"*™|(1,,=1,,,( > 0}
is a compact space. Considering the optimal value function of g(P, a) w.r.t. o, we have:

Suppeayp 9(P, @) = max A vaf)Tr(PT(Zq,TU))—B,\\\P||%—Tr(]§‘TLSPf‘), (33)

which has the exact form as h(a) in Eq. . According to Lemma the differentiable property of
Eq. , i.e., h(a), at a given point a’ depends on whether we can find an unique maximizer P* for
the inner optimization problem maxpean g(P, a), i.e., problem in Eq. . Since the feasible

region A™ is a closed convex set and g(P, ) is strictly convex, the Hilbert projection theorem
guarantees the uniqueness of the maximizer for any given c. Following that, we can conclude that
h(a) is differentiable and its gradient can be calculated by:

oh(ax)
Oayy,

where P~ is the optimal solution of the inner optimization problem. ]

=2\, Tr(P*'Z,T,), (34)

D Theoretical Analysis

D.1 Convergence Analysis
In essence, Algorithm 2]iterates between the following two steps until convergence:

(1) Inner Step: Solve the min-max optimization problem in Eq. (I0) for fixed variables

({Z,,,T,}Y, F,G, W) using a reduced gradient descent method, i.e., Algorithm |1 l to
update inner Varlables a and P.
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(2) Outer Step: Update other outer variables through ADMM with augmented Lagrangian

function, i.e., J ({ZWU,T WVF, a*,P*,G, W), where a* and P* denote the optimal
inner Varlables for given outer Varlables

To prove the convergence of Algorithm[2] we proceed in three parts. First, we prove that the solution
of the Inner Step obtained by Algorithm |1|is the global optimum. Second, leveraging a mild
assumption on the coupling between inner and outer variables, we construct a Lyapunov function
based on an idealized augmented Lagrangian to show that the ADMM procedure of the Outer

Step produces a bounded sequence {{Z&k ,T(k 1o RR G ke Third, we prove that
Algorlthmlconverges to a stationary Karush-Kuhn-Tucker (KKT) point of the original max-min-max
problem in Eq. (3).

e Part I: Proof of the global convergence of Algorithm [I|used in Inner Step
Theorem 4 h(c) in Eq. (10) is convex w.r.t. c.

Proof. For any a1 and as € Al and 0 < v < 1, the following form holds:

h(von+(1-7v)az)
C

= uax ATe (37 (01 (1-7)02) P T (2,T0) ) ~(v+1-3) (B3[P} Tr(F T L, )

< max XTr (Y (103, +(1-7)03,)PT(Z,T,) ) ~(+1-7)C

PEAm
2 pT T
<~ ( s XTr (Z a2, P (ZUTU)) —C) (1) (Prreli}:(? ATt (Z o2, PT(Z,T )) C)
= vh(a)+(1-7)h(az).
(35)
Eq. validates that h(c) satisfies the definition of convex function. ]

Algorithml 1] conducts the reduced gradient descent on a continuously differentiable function h(cx),

which is defined on the simplex {a€R" *!| Z _1 @y=1,0,>0,Vv}. Hence, it converges to the
minimum of h(c). According to Theorem@ we have the following corollary.

Corollary 1 The solution of the Inner Step obtained by Algorithm(l|is the global optimum.
e Part II: Proof of the boundedness of the sequence generated by ADMM in Outer Step

Since the Outer Step is based on the fixed inner variables o and P, the following mild assumption
allows us to use the idealized augmented Lagrangian function, simplifying the convergence analysis.

Assumption 1 (Sufficient Inner Optimization) At each iteration k, the inner optimization finds a
sufficiently accurate solution o'®) and P%) such that for some € > 0:

la® —a*|o + [[PW—P*||p < ¢ (36)
where (a*, P*) is the exact saddle point of the min-max problem in Eq. (@) given other variables.

According to Corollary [T|and the convergence condition adopted in Algorithm|[I] this assumption is
satisfiable. Besides, due to the used /5 norm and Frobenius norm, the augmented Lagrangian function
in Eq. (0) is strongly-convex in a and strongly-concave in P. This favorable property ensures that
the optimal solution of Inner Step is Lipschitz continuous w.r.z. the outer variables. Therefore, in
Outer Step, the augmented Lagrangian function in Eq. (6)) at each iteration can be idealized as:
j({z(k) T(k)}V F® gk W(k)): mm max j({z(k) T(k }V F® o, P,g"), W(k))
Wy ) U v ) ) A PEAM
({Z(k) T(k)}V F® o) pE) gk W ))_
(37
Following [29], we can prove the following theorem.

Theorem 5 IfAssumptionholds, the sequence {{ZEJ]?, Tg,k)}g7 F#) g0 W)Yo | eenerated
by the ADMM procedure of the Outer Step is bounded.
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Proof. We first introduce a lemma.

Lemma?2 [51] Suppose that F : R™"™ s R is defined as F(X)=f o
o(X)=f(01(X),...,0.(X)), where X=U-Diag(c(X))-V' is the normal SVD of matrix
XeR™*", r=min(m,n), and f(-) : R" — R be differentiable and absolutely symmetric at o (X).
Then the subdifferential of F(X) at X is

) — U Diag(0(e(X)) VT, (38)
where Of (o(X))= (8f(g;é ) e, 6f(ggéx))>.

Then, we construct the following Lyapunov function to prove the outer sequence
{z8), TPV F® g Wk} s bounded.

Vo ({280, TN B® W w®) = —7(Z), TMY FW, 6W W)Y |17
—Tr (}?WTESP*F("‘)) 4Ty ((F(k) Y BE® — ) AN P (P*T(zg’@Tg’“)))

ol G® o+ WH, 20 -6+ T 20 g0 3,
. (39)
where ||Y||2 is a constant. To prove the multiplier sequence {WW*)}2° | is bounded. We derive the
first-order optimality condition of G in the updating rule:

aHg(k+1)||® _ W(k)+nk(z(k+l)_g(k+l)) — Wk+1) (40)

LetU * S x VT be the t-SVD of tensor G. According to Lemmaand Deﬁnition we have
2 1 2
o1 ® s || = Hu *ifft(0Sy, [],3) x VT
F n '

F
n min(m,V) (41)

= o8 < - IV

which implies 9||G*+1)||g is bounded. From Eq. , we can infer that the sequence {W*) 12 is
also bounded.

Note that all subproblems of the ADMM procedure in the Outer Step, i.e., Eq. (9), Eq. (13), Eq. (16),
and Eq (T7), are closed, proper and convex, we can infer that

Vo ({ZED, DD REHD gD W) < v, ({20, TV} F®, g w®)

Wy

. _ M _ 42
= Vo, (200 TR B, 60, WD) 4 BB I i . “
k—1

By summing the right-hand side of Eq. from k=1 to n, we have
Vo ({ZJHD, TEFOY REHD 60D W) <y, ({25, T3 FL G W)

n
M & M=) pp(h-1yyj2, (43
+; oz IV -WEE

Since > ") _, 7”“2:"" L <00, Vo ({ZL,, LY F1,G', W) is finite, and the sequence {W*)}5< |

is bounded, we can derive V,, ({Z4 ), TV g+ GHt1) 1K) is bounded. Recall the
specific Lyapunov function in Eq. , except —a2Tr (P*T(qukH)TE,kH))), the other terms

are nonnegative. Considering the constrains P, Z, €A™, acAl,, T T, =L, (Vve[V]), we can infer
a2 Tr (P*T (Z(UkH)TE,kH) )) <00 holds. Thus, we can deduce that each term of Eq. is bounded.

The boundedness of ||G**1) || suggests that all singular values of G**1) are bounded. Based on
the following equation

n min(m,V)

IG*++D |12 ||gf’“+”||F— Z Z (S5(j,4))? (44)
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the boundedness of the sequence {G*)}2° | is ensured.

Since B and Y are constants, the boundedness of Tr((F(*:+1) — Y)TB(F*+1) — Y)) guarantees
the boundedness of the sequence {F(F+1)}% .

Furthermore, according to the update formulas in Eq. (26) and Eq. (I7), it could be deduced that
these sequences {ZE]?};; and {T,E,k)}zcz1 are bounded. O

o Part III: Proof of the convergence of Algorithm 2]

Leveraging Corollary[T|and Theorem[5] the convergence of Algorithm[2]is guaranteed by the following
theorem.

Theorem 6 If Assumption|l|holds, Algorithm[2|will converge to a stationary point of the problem in

Eq. @)

Proof. Assume the sequence {{zE}f}, Tg,k)}})/, | NN SONHO W(k)},;“;l is generated by Al-

gorithmduring iteration. The boundedness of {{Z{), T{}Y F®) gk W1ee s guaranteed
by Theorem [5] Since the feasible region of variables P and o are both closed convex sets, the
boundedness of {a*), P(¥)}2°  naturally holds.

According to the Weierstrass-Bolzano theorem [52], there is at least one accumulation point of
the sequence {{z&’j}, TE,’“}},’, F®) a®) P GHE Wk e e assume the one of the points as
({Z2 , T F® a™ P> G® W), ie.,

Way v

klim ({Zz(u’z)7 Tg)k)}z‘)/> ﬁ‘(k)ﬂ a(k)7 P(k)ﬂ g(k)’ W(k)) = ({Zfzcv ’ Tgo}l‘;/ﬂ ﬁwov aoo7 Pooa goo7 Woo)'
—00
45)
From the update formula of W, we have
Zk+1) _ gk+1) (W(’H-l) _ W(k))/n(k). (46)

Leveraging the boundedness of {W(*)}2° || we can obtain Z>°—G>=0.

Due to the first-order optimality condition of G*), we can derive W>°€0||G*||g. Considering
the closed-form solutions in Eq. li Eq. , Eq. , and Theorem (zg, T}, Fee, G>)
satisfies their corresponding KKT conditions of the problem in Eq. (5). Furthermore, the global
convergence property in Corollary [[|ensures that o> and P> also satisfy the KKT condition.

Thus, the accumulation point ({Zg, T}, F>°, o> P>, G, W) generated by Algorithm
]

v

satisfied the KKT condition of the problem in Eq. (§).

D.2 Time and Space Complexity Analysis

Time complexity analysis. For the proposed AGF-TI, the main time complexity is focused on
solving for the variables Z,,, P, o, F, G, and T,. The update of the variables {Z,,,}V_, requires
O(Z,‘J/ |wy|(m24m)). In Algorithm [1} calculating H, P, g, and the optimal step for each up-
date needs O(nm(c+1)), O(nm(mV+1)), O(nm?V), and O(Vt;) computational complexity,
respectively, where ¢; is the number of iterations. Thus, the time complexity of updating P and
a is O(nm(2mV+c+2) + Vt,). For F, it requires O(nm?) for each iteration. For tensor G,
each update needs fast Fourier transformation (FFT), inverse FFT, and t-SVD operations, corre-
sponding to a computational complexity of O(nmV log(nV) + nmV?). The update of {T,}"_;
requires O(nm2+2m?) for each iteration. Assume 5 iterations are required to achieve conver-

gence. Considering m,c,V,t; < n, the overall time complexity of the optimization phase is
O(ta(nmV log(nV) + nm?V + nmV?)).

Space complexity analysis. For our proposed method, the major memory costs are various anchored
matrices and tensors. According to the optimization strategy in §3.2] the space complexity of
AGF-TIis O(n(mV + ¢)).
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E Experimental Details

E.1 Detailed Description of Datasets

CUIf] includes 11,788 samples of 200 bird species. Following [41], we select the first 10
bird species with 1,024-d deep visual features from GoogLeNet and 300-d text features
using the doc2vec model.

UCI-Digilﬂ contains 2,000 images for 0 to 9 ten digit classes, and each class has 200 data
points. Following [42], we use 76-d Fourier coefficients of the character shapes, 216-d
profile correlations, and 64-d Karhunen-Love coefficients as three views.

Caltech101 -24?] is an image dataset for object recognition tasks, which includes 2,386
images of 20 classes. For each image, six features are extracted: 48-d Gabor, 40-d Wavelet
Moments, 254-d CENTRIST, 1,984-d histogram of oriented gradient (HOG), 512-d GIST,
and 928-d local binary patterns (LBP).

0utSceneE] consists of 2,688 images belonging to 8 outdoor scene categories. Following [43]],
we use the same four features: 432-d Color, 512-d GIST, 256-d HOG, and 48-d LBP.
MNIST-USPS [44] comprises 5,000 samples distributed over 10 digits, and the 784-d MNIST
image and the 256-d USPS image are used as two views.

. AwAE] (Animal with Attributes) contains 50 animals of 30,475 images. Following [45], we

use the subset of 10,158 images from 50 classes with two types of 4096-d deep features
extracted via DECAF and VGG19, respectively.

E.2 Detailed Description of Baselines

SLIM (Semi-supervised Multi-modal Learning with Incomplete Modalities) [46] simulta-
neously trains classifiers for different views and learns a consensus label matrix using the
view-specific similarity matrices of existing instances.

AMSC (Absent Multi-view Semi-supervised Classification) [19] learns view-specific label
matrices and a shared label probability matrix incorporating intra-view and extra-view
similarity losses with the p-th root integration strategy.

AMMSS (Adaptive MultiModel Semi-Supervised classification) [7] is a GMvSSL method
that simultaneously learns a consensus label matrix and view-specific weights using label
propagation and the Laplacian graphs of each view.

AMGL (Autoweighted Multiple Graph Learning) [8] automatically learns a set of weights
for all the view-specific graphs without additional parameters and then integrates them into
a consensus graph.

MLAN (Multi-view Learning with Adaptive Neighbors) [9] simultaneously assigns weights
for each view and learns the optimal local structure by modifying the view-specific similarity
matrix during each iteration.

AMUSE (Adaptive MUltiview SEmi-supervised model) [[10] learns a fused graph through
the view-specific graphs built previously and a prior structure without particular distribution
assumption on the view weights.

FMSSL (Fast Multi-view Semi-Supervised Learning) [11] learns a fused graph by using the
similarity matrices of each view constructed through an anchor-based strategy.

FMSEL (Flexible Multi-view SEmi-supervised Learning) [12] utilizes a linear penalty term
to adaptively assign weights across views, effectively learning a well-structured fused graph.

CFMSC (adaptive Collaborative Fusion for Multi-view Semi-supervised Classification) [13]]
simultaneously integrates multiple feature projections and similarity matrices in a collab-
orative fusion scheme to enhance the discriminative of the learned projection subspace,
facilitating label propagation on the fused graph.

2https ://www.vision.caltech.edu/datasets/cub_200_2011/
*https://archive.ics.uci.edu/dataset/72/multiple+features
*https://data.caltech.edu/records/mzrjq-6wc02
Shttps://figshare.com/articles/dataset/15-Scene_Image_Dataset/7007177
Shttps://cvml.ista.ac.at/AwA/
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Figure 6: Fl-score results on six datasets with LAR in {1%, 2%, 4%, 8%} when VMR is 60%.

8 8 8

* MVAR (Multi-View semi-supervised classification via Adaptive Regression) [47] classifies
the multi-view data by using the regression-based loss functions with 5 ; norm.

* ERL-MVSC (Embedding Regularizer Learning scheme for Multi-View Semi-supervised
Classification) [48] utilizes a linear regression model to obtain view-specific embedding reg-
ularizer and adaptively assigns view weights. The method then simultaneously learns a fused
embedding regularizer by imposing £ ; norm and a shared label matrix for classification.

Parameter setting for baselines. For the above comparative methods, a grid search strategy is
adopted to select the optimal parameters within the recommended range, and the recommended
network structures are used as their baselines. Specifically, the structure of the deep neural network
of DMF is set as ZY dy-10%c-c, and the parameters 3 and A are fixed to 0.01. For SLIM, we search
optimal parameters \; and Ay in the range of {107%,1073,...,10%,10*}. For AMSC, the parameter
p is fixed to 0.5 and + is searched from 1.1 to 3.1 with an interval of 0.4. For AMMSS, we search the
logarithm of parameter r from 0.1 to 2 with 0.4 step length and the regularization parameter A from
0 to 1 with an interval of 0.2. In MLAN, we randomly initialize the parameter A for the Laplacian
matrix rank constraint to a positive value in the [1, 30] interval. For AMUSE, the parameter \ is tuned
in {107%,1073,...,10%,10%}. In FMSSL, the parameter « is searched in {10~%,1073,...,10%},
and the number of anchors m is set to 1,024 when the sample size is larger than 10,000; m=256,
otherwise. In FMSEL, the three parameters A1, A, and £ are tuned in {1076,1072,10°, 102, 106}.
For CFMSC, we search the three parameters A, 3, vin {1073,1072,...,10%,103}. For MVAR, we
fix the parameter r to 2 and the weight of unlabeled samples to 102, while searching for the weight
of labeled samples j in {10°,10%,...,10°}. In ERL-MVSC, the smoothing factor o, embedding
parameter [3, regularization parameter -y, and fitting coefficient § are set to 2, 1, 1, and 10, respectively.

Compute resources. All the experimental environments are implemented on a desktop computer
with two Intel Xeon Platinum 8488C CPUs and 256GB RAM, MATLAB 2022a (64-bit).

F Additional Results

F.1 Main Results

In the manuscript, we evaluate the proposed method from the perspectives of view missing and label
scarcity. For the view missing aspect, Tables [I2} [I3] and [I4] present the detailed results corresponding
to Table|2| including standard deviations. In addition, we perform the Wilcoxon rank-sum test at a
0.05 significance level to assess statistical reliability. The Wilcoxon rank-sum test results also validate
the robustness of the proposed method in tackling the incomplete multi-view data.

We show the comparison results for the label scarcity setting in terms of F1 and Precision in Figs. [6]
and[7] As observed, our method outperforms all other comparison methods over all metrics and all
datasets, demonstrating the effectiveness of the proposed approach.

F.2 Ablation Study

We present the detailed ablation results corresponding to Table 3] including standard deviations, on
the six datasets in Tables[6] [7} and[§]in terms of Accuracy, F1 and Precision, respectively.
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Figure 7: Precision results on six datasets with LAR in {1%, 2%, 4%, 8%} when VMR is 60%.

Table 6: Accuracy ablation results (mean=+std) of AGF-TI with different VMRs when LAR% is 5%.

VMR=30% CUB UCI-Digit  Caltech101-20  OutScene = MNIST-USPS AwA Avg.

AGF-TI 78.33+3.46  95.98+0.82 81.88+1.26  70.34+1.86  95.09+0.79  69.12+0.81 81.79
wlo T, 72.1245.00  88.48+4.79 427149.69  27.35+7.56  82.01£7.31 72.34+1.26  64.17
w/0 76.77£1.95  90.28+6.32  69.65+£25.73  66.41+1.45  93.244+0.81 66.49+1.15 77.14
w/o TI 72.82£2.56  88.96+2.35 76.63+£0.82  63.55£1.16  88.85+0.70  59.23+1.22 75.01

VMR=70%

AGF-TI 74.25+4.44  95.16+1.13 72.17+1.63  64.52+2.94  95.62+1.35  69.41+1.26 78.52
w/o T, 53.40+£14.97 55.58£16.99 38.54+3.65 30.62+4.31  78.12+11.94  70.58+1.09 54.47
w/0 o, 67.67+£11.96  76.47+4.77 55.074+2.07  58.10+2.84  94.40+1.09  42.08+0.89 65.63
w/o TI 63.16+1.58  83.04+2.52 47.554+3.62 34.69+£2.07  84.07+1.22  49.04+£1.40 60.26

F.3 Parameter Sensitivity Analysis

Sensitivity analysis of the regularized parameters 3, and p. We show the parameter sensitivity
results on the six datasets under F1, and Precision metrics in Figs. [§|and[9] These results also support
the statement discussed in Section 4.4 that 3, exhibits more sensitive effects on the classification
performance compared to p. Besides, the proposed approach consistently achieves stable and
competitive performance within a narrow parameter range across diverse datasets, demonstrating the

Table 7: Fl-score ablation results (mean4std) of AGF-TI with different VMRs when LAR% is 5%.

VMR=30% CUB UCI-Digit  Caltech101-20  OutScene = MNIST-USPS AwA Avg.

AGF-TI 77.03+4.39  95.97+0.82 58.02+3.91 69.56+2.53  95.07+0.80  57.16+1.26 75.47
w/o T, 70.61+£6.09  88.34+4.93 21.61+£7.95 26.91+7.70 81.70+£7.49  59.81+1.67 58.16
w/0 o, 76.05+£2.29  90.35+6.09 48.13£23.59  66.59+1.42  93.14+0.85 56.09+1.34  71.72
w/o TI 71.87£3.00  88.94+2.36 50.56+2.65 63.06+1.57 88.76+£0.70  50.59£1.73  68.96

VMR=70%

AGF-TI 72.30+5.62  95.13+1.16 39.72+3.71 63.29+3.01 95.59+1.37  57.59+1.38 70.60
w/o T, 51.19+15.30  54.56+16.90 8.29+1.87 27.11+4.35  77.61£12.38  56.83+1.37 45.93
w/0 64.84+13.70  75.59+5.90 22.86+2.17 57.41£2.90  9433+1.14  35.024+1.04 58.34
w/o T1 61.97£1.72  82.97%2.55 17.90+£3.62 33.02+2.56 83.92+1.23 46.99£1.31 54.46

Table 8: Precision ablation results (mean+std) of AGF-TI with different VMRs when LAR% is 5%.

VMR=30% CUB UCI-Digit  Caltech101-20  OutScene = MNIST-USPS AwA Avg.
AGF-TI 78.33+3.46  95.98+0.82 56.75+3.33 69.99+2.21 95.09+0.79  58.474+0.89 75.77
w/o T, 72.12+5.00  88.48+4.79 21.35+8.43 27.41+7.85 82.01+7.31 61.43+1.44 58.80
w/0 o, 76.77£1.95  90.28+6.32 48.15£24.28  67.11+1.41 93.24+0.81 57.90+1.22 72.24
w/o TI 72.824£2.56  88.96+2.35 50.07+2.36 63.11+1.30 88.85+0.70  50.38+£1.47 69.03

VMR=70%

AGF-TI 74.25+4.44  95.16x+1.13 36.81+3.04 63.83+2.89  95.62+1.35 58.82+1.33  70.75
w/o T, 53.40+14.97 55.58+16.99 8.86+1.62 29.05+4.47  78.12+11.94  59.05+1.10 47.34
w/0 67.67£11.96  76.47+4.77 20.97£1.97 58.09£2.79  94.40+1.09 36.54+0.84 59.02
w/o T1 63.16+1.58  83.04+2.52 15.86£3.05 32.37+2.14 84.07+£1.22  42.61%£1.34 53.52
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generalizability of our method. This observation provides a useful guideline for parameter selection,
enhancing its practicality in real-world applications.
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Figure 9: Parameter sensitivity analysis of 3y and p in terms of Precision.

Sensitivity analysis of the anchor number m. To examine the influence of m, we vary its value
in the range of {2%,25,26,27 28} for CUB, and {26, 27, 28,29, 210} for the other five datasets. The
results for Accuracy, F1, and Precision metrics are shown in Figs. [T0} [TT} and [I2] We observe a
consistent trend where performance initially improves with increasing m, followed by a gradual
decline, which aligns with the behavior of 5. For lower m, the small anchor-based bipartite graphs
in each view are too coarse to capture the fine-grained geometric structures of the existing data points,
limiting classification performance. Conversely, a large m leads to sparser graph connectivity due to a
fixed number of neighbors k, resulting in unstable information propagation. These results suggest that
an appropriately selected m balances local structural preservation with adequate graph connectivity.
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Figure 10: ACC results of AGF-TI with different anchor numbers.

% C'f; o 60

L_::

o,
)

i

.

3 % E“_F b r. 6 = 9
. 70 T
B |- N R e

S 5 40 ES | 0 L %
Lols ] 4l ® & o B
T LS Ll = 0| & " kA + e
. B w R I i
" T | s g
3 ’
| i=| w0 o Ea e
% X 201 gl
% 3% Bs 256 6 18 26 sz 10 G 1 256 sl 102 ) sz 104 6 18 286 sz 102 G 16 256 sl 102
Anchor Number Anchor Number Anchor Number Anchor Number Anchor Number Anchor Number
(A)cuB (B) UCH-Digit (C) Caltech101-20 (D) OutScene (E) MNIST-USPS (F) AwA

Figure 11: F1 results of AGF-TI with different anchor numbers.

PEe——

= -
w - w o 4 « B * &=
+ E B 5 Ll 10 gl & as L
2 [ w &= © A R o =2
- kY =%
ol o 1 @ | 5P £ B
8e © : w =
& ‘[ 40 2 * .
55 E,'j S| e T 30
o | 0 = ' -
o] 1 ; 30 ] a0 gl 0 B 2 ;,?
Wl L] =] . I wl
Anchor Number Anchor Number ‘Anchor Number Anchor Number Anchor Number ‘Anchor Number
(A) CUB (B) UCI-Digit (C) Caltech101-20 (D) OutScene (E) MNIST-USPS (F)AWA

Figure 12: Precision results of AGF-TI with different anchor numbers.

32



Sensitivity analysis of the trade-off parameter \. We investigate the impact of A\ by tuning its
value within the set {V?/3,V?2/2, V2 2V?2 3V?2}, where V is the number of views. The results for
Accuracy, F1 and Precision on the six datasets are displayed in Figs.[T3] [T4] and T3] respectively. It
is evident that the trade-off parameter A substantially affects performance, highlighting the crucial
role of the graph fusion term, i.e., AGF. In addition, we find that our method consistently achieves the
highest performance across all datasets under different metrics when \ is V2. Based on this finding,
we simply fix A to V2 in our experiments.
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Figure 13: Parameter sensitivity analysis of A in terms of Accuracy.
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Figure 14: Parameter sensitivity analysis of A in terms of F1.
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Figure 15: Parameter sensitivity analysis of A in terms of Precision.

F.4 Empirical Analysis of Sufficient Inner Optimization Assumption

In Appendix we prove that the variable sequence obtained by Algorithm [2] converges to a
stationary point based on the assumption [T} i.e., Sufficient Inner Optimization. To validate the
reasonable of this assumption, we track the error of v and P between iteration steps, i.e., ||a(k+1) —
a® |2 and |[PFEHD — PX)||2, during Algorithmto approximate the error between numerical and
exact solutions in Eq. (36)). The results for all datasets with VMR = 50% and LAR = 5% are shown
in Table 9] One could observe that the error of both o and P can be rapidly decreased to a small
number (e.g., 1le-5), suggesting the reasonableness of the sufficient optimization assumption.

F.5 Computational and Memory Footprint of the Tensor Nuclear-Norm Step

As analyzed in Appendix [D.2] the complexity of the optimization phase is primarily determined by
the tensor nuclear-norm (TNN) step for solving the G-subproblem. To further validate the scalability
of the proposed AGF-TI, we utilize the YTF50 dataset (~126k samples) [53]] with four views and
empirically analyze the computational and memory footprint of the TNN step as the number of views,
anchors, and samples scale simultaneously. The results under VMR = 50% and LAR = 5% are shown
in Table[I0] As is evident, the empirical trend aligns well with our theoretical analysis. Due to the
anchor strategy, the running time of the TNN step does not increase dramatically with the sample
size and remains within an acceptable burden. This indicates AGF-TI is capable of practical use.

33



Table 9: Iterative error of o and P during Algorithm |ljunder VMR=50% and LAR=5%. (*-’ means
converged.)

Step 1 2 3 4 5 6

aerror  1.02e-5 - - - - R
P error 2.83e-10 - - - - R

aerror  2.14e-6 4.34e-7 5.17e-8 - - -
Perror 6.82e-5 1.31e-12  2.02e-17 - - -

aerror  1.36e-4 6.71e-5 3.26e-5 1.53e-5 7.61e-6 3.22e-6
P error 0.87 731e-9  7.56e-15 1.62e-20 1.34e-25 3.12e-30

aerror  1.4le-4 4.67e-5 1.58e-5 5.20e-6 1.73e-6 -

CUB

UCI-Digit

Caltech101-20

OutScene Perror 1.88e-5 1.8e-10 3.48e-15 8.06e-20 2.02e-24 ;
aerror 6.33e-6 - - - - _

MNIST-USPS Perror 1.4le4 - - - - _

AWA Qv error 0.016 8.52¢-8 1.22e-7 8.52¢e-8 1.22e-7 8.52e-8

P error 0.004 3.84e-4 4.50e-5 7.46e-6 1.10e-6 3.31e-7

Table 10: Computational and memory footprint of the tensor nuclear-norm step with varying numbers
of views, anchors, and samples under VMR=50% and LAR=5%.

Time (s) Memory (GiB)
#Anchor 128 256 512 1,024 128 256 512 1,024
#Sample=10k

g 2 035 042 076 1.17 0.095 0.13 038 0.76
= 3 035 049 088 157 014 029 057 1.15
* 4 048 067 105 195 019 038 076 1.53
#Sample=70k
2 193 3.02 456 889 1.17 218 428 8.56
§ 3 211 3.67 638 1474 1.61 321 642 12.87
* 4 298 491 9.06 2310 2.14 428 856 17.13
#Samplex~126k
2 1.73 575 940 1930 193 389 771 1548
g‘ 3 233 7.28 1623 3300 3.02 6.03 11.59 2326
* 4 3.07 920 2129 6044 385 771 1542 30.86
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F.6 Additional Comparisons to Deep Learning Baselines

We conduct additional experiments with two deep learning-based multi-view semi-supervised meth-
ods, i.e., IMVGCN [54] and GEGCN [55]], with VMR=50% and LAR=5%. We adopt the recom-
mended learning rate and network structures as their baselines. Table [IT|shows that our AGF-TI also
outperforms them in almost all cases, further demonstrating the effectiveness of AGF-TI.

Table 11: Comparisons of the two deep learning baselines under VMR=50% and LAR=5%.

Method CUB UCI-Digit Caltech101-20 QOutScene MNIST-USPS AwA

Accuracy
IMvGCN  63.3 82.7 68.6 53.7 79.9 65.8
GEGCN 49.9 90.1 67.1 55.3 91.3 58.8
Ours 80.2 95.2 80.0 69.2 95.6 70.6
Precision
IMvGCN  67.7 83.5 51.2 53.7 81.1 60.8
GEGCN 56.5 90.6 34.0 56.2 91.4 57.0
Ours 80.2 95.2 53.1 68.3 95.6 60.0
F1-score
IMvGCN  61.2 82.5 40.2 52.4 79.5 58.6
GEGCN 50.5 90.1 31.6 55.5 91.3 50.4
Ours 79.1 95.3 54.8 67.7 95.6 58.6

35



"G0"0 [9AS] SOUIPYUOD Y31 9} WINS-YUBI UOXOO[IAN PPIS-2UO Ay} £q SOUIISBA U} UBY) 810/Pan/Iaq Apueoyiusis suiogiad popow pasodoid ayp Jeys ajoudp o/Cye

0/0/99 0/0/99 0/0/99 0 SSO/® JLL /e UIM
II'TFETS6 €I TFII°S6 ST TFIIS6 ¥6'TFSTS6 66'TFETS6 66"TTETS6 8'0FL6'S6  T80T86'S6  780T86'S6 saQ
e QT IFEYTL OYTIFSSTL  oYTIFSSTL  oTOTIFCHIS o vOIFIFIS e b0 IFIFIS ®SSOTF0SHS ®6L0TFE6PS 6L 0FE6HS INI'TS
¢ [0 ITFSSLS O I0TF6SLE  ®I0IF6SLS o ISOF6II6  ®0SOFITI6 ®0SOFITI6 ®090F98E6 ®090FLSE6 ®090FLSE6 OSINV
e CYITFOTO6L O SHIFOT6L o SHIFOT6L ®6TIF6SHS @ ICTFIOPS o ICTIFIOPS e pTIFSL98 ® €T IF0898 €T IF0898 ISAN-TIH
®6SCTF8LLI OGS EFINSY  ®9CCFIN89 OGS ITFIIEL ®TSIFIFEL oTSITFIOVEL  ©99TFEH08 ® 69 1FIS08 © 69 1FIS08 AVAIN
oYL ITECES OO TFLYES  ®OI'IFLYES o6I'IT8088 ®SI'TFPI'8S oSQI'IFFI8S @ 9CIFhr 16 ® LETTFSH 16 © LETTFSY 16 DSINAD
SOV ITOLES O IFITFESE] O IV ITESES  ©660TS6'S8  ®860T6688 ®860TF66'88 @IV 1FIIT6 @ TH1F61T6 ®TH1F61T6 TASINA
O YSTTCLLL  ®TYTFOOSL  ®THTTFO08L  ®9L0FT998  ®PLOFTLIS e YL OFCL9S @ CLOFLOT6 ®O0LOFCI'T6 ®0LOFCI16 TSSINA
e CCITISIS  ®PECIFIOTS  OPEITI6 TS  oTCITEILS  ®O0CTFITLS  ®O0CTIFITLS  ®SI'TF0S06 © T TFI906 © 1 TFI906 ASNINY
* 16 TT60S9 e PITTEFT9 O PITFEYT9  ®89PTICOL  ®9LGTTISYL  ®9LSTISYL ®0SETLTIS @9y ETEI98 © 9y ETFEI98 NVIN
®TLO0TTTSS  ®0L0OFTESS  ®0LO0TFCESS ©98°0TS968 ®T80TEL6S ®TSOTEL6S ®LOTTE606 ©860T9016 ©860T90°16 TOWV
®COTTLYSL PO ETHO9L YO ETHO9L  ®TLOTYT LS  ®TLOTOCLS  ®TLOTFOSLS ®860TFEH16 ©960T9F16 ©960T9 16 SSININV
N3N
79'SFOETL Yy TSTYL PP FSTYL 67" STOL 6L LLYFET08 LLYFET08 6EVTEOLL  IVETEECSL  IETECSL sinQ
®CLTFTIVEY  ®SOTFHOP9  ®SOTTFHOP9 @ 9CEFSY'E9  ©TOTFTI'S9  ©TOTFTI'S9 e HPECEFICL9 86 TTF0OCS9  © 86TF0E 89 INI'TS
®TLTFR0EY9  OSITF6EY9  ®SITFOEYI  ®TSHFSH'SO  ® LY ETF09L9  ® L EF09L9 @ 69PTFHI'99 TTEFSL'SY ©TTEFSLS9 DSV
6V TTEL6S  ®ECTTR66S  ®ECTTRH6S  ®SCETFHEI9  ®9TEFISTI9  ®9TEFISTO  ®98 [FSHS9 98 [FGL'SO €098 1FGL'S9  DSAWN-TIH
COVLFSI'IY  ®LOSTFSI0S  ®LOSTSI0S ®SI'EFOT09 ®60EFISTO  ®60CEFISTIO ®CTEFOISY9 ©06TT6V99  ©06TF61 99 AVAN
e CCLIFEIES @ CTSITFETHYS ©9TSIFETSS  ®ITHFCO89 @ 0LEF6I69  ®0LEFOI69 @ CCEFISOL ®9I'EFSOIL @ 9I'€FSIIL DSINAD
®3CCTFIZ09  O®TI'EFSETY  OTIEFSET9 o ECETII99 @ 98TFYTLY  ®98TFSTLY @ 9I'CFIT69 ® CLTFPSOL ® CLTFHSOL TASINA
®06TF89T9 e PECTTOVY9 e YETF6YH9 @ 9CQTFCObYy e TI'OSTFILSY ® LSSTFIL'SY @ T6'STFICT9 @ 60VTFOLSY @ 60°vF0LSY TSSINA
®3CCT06'09 @6V TFLLTY  ®6VTFLLTY  ®69PTSET9 @SR EFITEY  ®SYETFITEY  ®09VTFrS 19 © 89 CTFITHY  ® 89°€FITHY SNV
®CCPT8909 @66 ETFSTTY  ®66'CTFSTTY O ILETHO99 @ 6TTTFSLLY  ®6TTFSLLY @ IIHFSEC89 @0 €F600L ® 0 €TF600L NVIN
68 TTP009  ®TITFSLT9  ®TITFSLTI9 e I16PTTEE9 O SIVFLLSY)  ®SIPFLLSY @ LySTPOv9 e 6LTFIILY @ 6LTFILLY TOWV
®60°STT609 ®COVTPLTY  ®COPTPLT9 ®SCQITSTHY ® LYOITHP'Sy ©L99IThy'Sy © 99 TFLSY9 e T8 TTECL9 ® T8 TTFECLY SSININV
4 oFdd DoV 14 OFdd ooV 14 OFdd ooV
%0L=dINA %0S=4INA %0E=dINA POUPIN
qand

‘945G 01 VT XY UayMm SYINA JURIHIP Jopun NSI-ID) Pue gN D uo spoyiaw pareduwiod jo (pisFueaulr) synsal uospedwo)) 71 9[qel,

36



"60°() [PAS] QOUSPYUOD YIIA 1S3) WINS-YUET UOXOI[IA PIPIS-QUO Y Aq SAUI[ASEq AU} ULY) ASIOM/PII/1119q APuedyrusis sutograd poyjewr pasodoid aty Jey jousp o/Ofe

/2179 0/0/99 0/0/99 0 SO/ ALL/® UIA
I0EF6T'E9  68TFESEY  POTFISTY  LYEFOLLY  68TF6T89  SOTFHT69  €STFIS6Y  ITTF66'69 98 TFHEOL smQ
® [LOFTTTS ®090FESTS ©IS0F69TS ©LTIFLYO9 ®ETIFRE09 ®OTIFSYT9  ®TTTFINISY ¢+ IFT6S9 @ 8K IFSL99 I'TS
®II'IFE60S  ®960FE6IS ®P60FSITS ® COTFH8S ©680FFS6S ®LLOFEE09  ®L6TFHT9  ®6E1FS6E9 @ STIFSISY OSINY
® IV IFCLTY OTHIFLOEY ©9CIFRSTY @ STIFHO6Y e HTIFHEGr OPTIFIO8r  ®TEOFLIES ®96'0F09ES  ©L60F66TS  OSAN-TIH
® CQIFELGY  OTSTFILIS O IFIFIOIS @ 9STFICLS ©8STFOERS @9y IFCH8S 09 TFHETY  ® 9P 1FS8TY  ® 9E1F16T9 AVAN
®COTIFLOSH ®6PTFO89F ®0STFOSLY 9L TFICLS ®9STFSI8S  ® Ly IFH88S @6 IFH899 @ CCIFLOLY  ® SHIFIYLY OSNAD
S IV IFVI6r O ELIFVSGr  ®99TFPE0S ® SOTFIVIS © LSTFLI'OS  ®9ETFIH9S e HI'IFOI99  ®TOTFEO99 © IT'TFOI'99 TASINA
* OPTFO6'8E  ®TOTFS60r ®LLIFILTY e 6IvFIOO @S EFTSLY @ PTEFEL8Y  ®OTOIFII0S © STSFHETS @ 00'8F88TS ISSNA
® COTFYSLY ®OTTFEY8y ®TOTFOLSY ®SEIFOSTS @ HTTFYOPS @ PITFLISS O LLIFHOLS ®TETFIIOS @ €6 1F08'9S ASNINY
® CCPFYOTY  ®66'€F06Ty ®TSEFLSEr O vLIFISIS @ ILTFO0LS ®O09TFIILS  ®THIFSSEY @ E€TIFO8EY  ® LOTFR0H9 NV TN
®II'EF699y ®TOTFYELY ®99TFEESy O ySTFHS'SS ®TTTFRSSS O €6 1F619S  ®8YTFCERS  ®8STFILLS @ TETFYTSS TONY
® LOTFISOr ®COTFIITY SYOTFEr vy  ISTFrS6r ®9TIFIILS O SUIFLYES  ® LY TFLLES ®8LIF8ISS @ ILTFIISS SSININY
auSINQ
ILEFTL6E  POEFISIE  €OTFLITL  6YEF6LYS  IFEFOIES  €9TF66'6L  I6E€FI08S  €CEFSL9S  9TIFS818 sInQ
O OITFOELE  ®TOTFISYE  ®060FLISY ®SSIFYSy ®SSIFOSH  ®OLOFCOEL  ®LOTFYOTS ®8LIFILSY €I IF8SIL AI'TS
®0SIFISIT  ®S60FTOIT  ®990F6L Y ®O0STFESET ®TEOFFEPT ®ELOFPOSY  ®61'€EF09TT ®6IEFISTT @ TIEFELEY OSINY
®9CIF09EE O ISTFSOVE O PIIFLY'SS 96 IFECTy ®COTFOOPY  ®PTIF69TI  ®¥OTFI6GOr  ® 66TFSL'Gr *TYIFILSH) OSAN-TIH
®OCIFLIST ®S6OFLSHT ®6L0OFTHEY @ SHTFR00r ®IITFELIE  ®L60OFBOTL  ® #FTFO9ES  ®60TFLT6Y © 68°0F188L AVAN
® SO TFO6EE  OSHIFIIIE ©890FILLY @ COTFSI'Er ®8STFSS6E O YLOFIEL @ COTTFOLES  ®LYTF6E6Y © L90F638L OSWAD
®OTIFOFIE  ®860FLT6T ®THOFT699 O IF60 Iy ®9CTFLLLE  ®L9OFEITL 68 TF6STIS O Y IFIILY  © 69°0F9ILL TASINA
®66OFIIST  ®OUTFILST  ®9STFIOLS @ +ILFLY6 ®9CLFISOl ®S6PIFOTEY @ €SHFIC0E  ®TSHFO90E  ® 8STFIT69 ISSNA
® 6 IFOFIT ®SITFSSOT ®9L0FTH09 ®TLTFS6EC ®8ITFLTTT ©19TFSEI9 e HEIFCTHT  ® L6OFLYIT 8T IFIS09 SNV
® [0TFS69T PR IFTHST O LTIFO9EY 6 IFLOOE ®LTIFITEE ©L90FT6'69  ®YTTFOVEr ®TSTFPL6E  ® SLOFLOYL NVIN
®80TFISTT ®OSIFISTIT ®TTIFO9TI9 ©10TFIOPT @ L9TFOSTT S ELIFRITY  ®10TFLOHT OV 1F88TT ®TIIFSYI9 TONY
® 8LTFLSOT S THTFOE0T ®8YIFLY09 ©80TFOCIT ®8SIF6SST ®TOIFLESY  ®€9TF6ITE  ®OLTFIFOE @ 66 0FOT 69 SSININY
14 OHdd 0V 1d OHdd 010} 1d OHdd 0V
BOL=ANA %0S=ANA %OE=ANA p—

0T-T0TY23®)

‘945G 01 VT X UayMm SYIN A JUSISJIP Jopun auadsing pue (g-101Yo93e)) uo spoyreuwr paredwod jo (pisFueawr) symsai uosedwo) :¢1 9[qeL,

37



"S0°0 [9AS] S0USPYUOD YIIM 353} WNS-ULI UOXO[IAN PIPIS-OUO ) AQ SOUI[ISEQ Y} ULY) 9SI0M/PIN/I9)aq APueoyIuss suriogiad poyyow pasodoxd oy jeys sjousp o/Oye |

0/0/99 0/1/59 9/€/LS 0SSO/ SLL/® UIM

8E€TF6S°LS € TFT88S 9TIFIV 69 LY TF7T9°8S 0S TFLL6S ST'TF8S°0L 9T TFOT'LS 68°0FLY'8S I8°0+CI°69 smQ
e TC0FI88y oCCOFSE6r ®9C0FI06S ©SLOFELOS ©9L0F8CIS ®690F0FVI9 @080F0S€ES ®vSOFVCvS @ 9¢0+F8LY9 INT'TS
® C6'0FCSTY @ L90F6CEY @TSOFVOCS ©S80FERTY @®890FILSy @ €L 0F06'SS @980F90YS ©LSOFVLYS @ 6L 0FreET9 ISV
®O0FVSvy @ SO0FCESYy ®99°0FII'6F ©€80FEILy @C8O0FEr 8y @680FCICS @P8OFISOS ©860FCE IS @€L0FC0CS DSAN-TIH
® [SOFCOYS @ LETFSETS @SHTFSI6S ©OBLOFET]S @ 190F669S ©T190FLSEY ©80°TFI6T9 ©S80FLST9 O SSO0FLO69 VAN
e T6'0FIEES @O9LO0FIVCS ©990FE686S ®6L0F69CS ©I90FILYS ©8S0FETCY ©190FC609 ©IS0F886S ©LVO0FVCTLY OSINAD
® 69 TFCLIS @ COTFILOS ®8TTFEOLS ®6L0FESES @ ILO0FHOTS @ H90FEE8S ©950F6009 ©FS0F988S @ €90+FCES9 THSINA
® C8OFLS Iy ®PLOFI8CY @ E90FVCCS @ LLOFOTOS ®6V0F0E0S @6L0FPE6S @ S6'0FCE'SS  ®890F6LSS @ ¥i0F09°S9 TSSINA
eol'cFICEE oBI'EFICPE @69 CFISOr e®o6I'1F6L8c @6 IFIc6e ©8STF0S9r @COTFo0VYy e SLIFOVY @ o' IFV IS ISNAV
®30°0FLESY @ ¥SOFC8 Ty ®990FCLLY ®O0LOF8LTS ®ECLOFHY6Y @ 680FFL 9IS ©660FST6S ©LLOFCCTS ® SSOF6+99 NVTIAN
® [OTFLY'6E @ SSTFO00F @ L8TFSYLY eCT'IFLOVY @CTO60FI8YY @ I80FV6'CS @ L60F8L8Y ©I80FSToY @ S80FVLLS TONV
® L80FCTLY evLOFEE9y @O0LOFICSS eocOIFEL6r @0L0FOI'67 @PS0FCS8S ePI'[F98°¢S ©880FLIES @ I80F8Y €9 SSININV

vay
LETF65°S6 SETFC9°S6 SETFTI°S6 ¥80+S<°S6 ¢8°0+8<°S6 8°0+8<°S6 08°0+L0°S6 6L°0+60°S6 6L°0+60°S6 sinQ
® BLOFCOBL ®BLOFLI'6L ®8LOFLI'6L ©LLOFLI'I8 @ LLOFECT8 @ LLOFECTI8 @90 IFSP P8 e TOTFIOV8 e TOTFI9P8 INTIS
®[['TF09°€8 ©90T+E8E8 @00 [+¢€8E] @cCEF00C¢8 @®O9LCFOI'E8 @9L°¢FIOI'E8 @ [6'0F9588 @ L80FCLBE ©L80FCLBY ISINV
e TSO0FIVT8 ® 6V 0FIVC8 @6V 0FIPC8 ©960FS8S8 @96'0F06¢8 ®960F06¢8 @C90+F0088 ©T90+c088 ©T90+c088 DOSAN-TIH
® [8EFB099 eT8EFVO99 eTRBEFV099 ©00CFOVIL ®BLIFELTL @8LTFELTL ®80TCFYS6L ®0I'CFSO6L ®0I'CFS96L AVAN
®160FSr 8 @ €6 0FLSY8 ®E60FLS Y8 ®vS0FL688 @ [S0FS068 ©IS0FS068 @CS0FESEO6 ©TS0FSSE6 ®TS0FSS€E6 OSINAD
® [6'0FCC08 ®160F6£08 ®I60F6E£08 ©860FCcS8 @L60FOVS8 @ L60F0VS8 @090FLY06 ©®6S50FIS06 ®650FI1S06 THSINA
®OCTCHILIL oCI'CHBSTCL ®CI'CHBSCL ®981FSI'6L ®OLTFCL6L ®O9LTFCL6L @97 0FLIO98 @ cp0F9€98 @ ey 0F9¢98 “TISSINA
® 78°0F66C8 ®LLOTFII'E8 ®LLOFII'E8 ©080F8C88 @®6L0F6£88 @6L0F6£88 @8C0FCLE6 ©LEOTFBEECO @ LEOTFBEEH HSNNV
® R ECFCOSL O®OIVFCL'SL e 9I'vFCL'SL ©S0TF88Y8 @86 1F9618 @86'TF96V8 @ cCIF¥C'88 @BI'[F6C88 @8I'TF6C 88 NVIN
e TC0FI9C8 ®CEOFSLC8 ®CL0FCLS8 oCL0FES68 oPL0FI968 @VL0FI968 @I90F0S¢€6 ©090+rSc6 ®090+FvrSco TONV
® LLTF6TI8 ®6LTFEY' I8 @6LTFEY I8 e 0T TF08V8 @ LI'IFeoP8 e LI'TFE6P8 @ 190FEI'06 ©I190F0C06 @ 190F0C06 SSININV
[E} oddd o0V 14 oddd 0074 14 oddd o0V
%OL=IINA %OS=IINA P%OE=INA POWRIN
SdSN-LSININ

"94G 01 VT XY UayMm SYIAA JUSIQJJIP Iopun YAy pue SISN-LSINIA Uo spoyiawr paseduiod jo (pisFueawr) syynsal uosedwo)) ] 9[qe],

38



	Introduction
	Preliminary and Related Work
	Graph-based Multi-view Semi-supervised Learning
	Accelerated GMvSSL with Bipartite Graphs
	Third-order Tensor for Multi-view Learning

	Methodology
	Proposed Formulation
	Optimization

	Experiments
	Experimental Settings
	Main Results
	Ablation Study
	Model Analysis

	Conclusion
	Basic Tensor Operators
	Optimization Details
	Update Formula of Anchor-based Bipartite Graphs
	Optimization Algorithm of Adversarial Graph Fusion
	Update Formula of Soft Label Matrix
	Update Formula of Permutation Matrices
	Optimization Algorithm of AGF-TI

	Proof of Theorem 1
	Theoretical Analysis
	Convergence Analysis
	Time and Space Complexity Analysis

	Experimental Details
	Detailed Description of Datasets
	Detailed Description of Baselines

	Additional Results
	Main Results
	Ablation Study
	Parameter Sensitivity Analysis
	Empirical Analysis of Sufficient Inner Optimization Assumption
	Computational and Memory Footprint of the Tensor Nuclear-Norm Step
	Additional Comparisons to Deep Learning Baselines


