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Abstract

Multimodal learning systems often struggle in non-stationary environments due
to concept drift, where changing data distributions can degrade performance.
Modality-specific drifts and the lack of mechanisms for continuous, stable adapta-
tion compound this challenge. This paper introduces LS-OGD, a novel adaptive
control framework for robust multimodal learning in the presence of concept
drift. LS-OGD uses an online controller that dynamically adjusts the model’s
learning rate and the fusion weights between different data modalities in response
to detected drift and evolving prediction errors. We prove that under bounded
drift conditions, the LS-OGD system’s prediction error is uniformly ultimately
bounded and converges to zero if the drift ceases. Additionally, we demonstrate
that the adaptive fusion strategy effectively isolates and mitigates the impact of
severe modality-specific drift, thereby ensuring system resilience and fault toler-
ance. These theoretical guarantees establish a principled foundation for developing
reliable and continuously adapting multimodal learning systems.

1 Introduction

Multimodal learning combines information from various data modalities, such as text and images,
to enhance understanding and predictions. Real-world applications are naturally multimodal, such
as autonomous systems leveraging cameras, LiDAR, and IMUs [22]; driver monitoring systems
integrating visual and physiological data [10]]; human-machine interaction using EOG and speech [17]];
and online platforms handling diverse media [21]. A significant challenge arises when these systems
operate in non-stationary environments, where the underlying data distribution changes over time,
known as concept drift. By definition, concept drift is a change in the statistical properties of the
target data distribution over time [18]]. Practically, a model’s past experiences may no longer be valid
as new patterns, topics, or styles emerge.

Concept drift is prevalent in real-world streaming data. For example, seasonal changes require
weather prediction models to be adjusted periodically; shifting user preferences impact recommender
systems; and social media or news topics can "drift" over weeks or months [[18]. In multimodal
misinformation detection, concept drift might appear as new vocabulary or slang in text, or new
image memes and deepfakes in visuals that were not present in the training data. These shifts in
distribution can degrade a model’s performance if it fails to adapt. Traditional machine learning
models typically assume a stationary data distribution; therefore, the model’s error rates increase
when drift occurs, and previously learned decision boundaries may become misaligned.
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Despite the prevalence of concept drift, current multimodal learning systems largely lack mechanisms
to adapt to data distribution changes continuously. Most research on adapting to concept drift has
focused on unimodal data streams (such as purely numeric or textual data) [38]]. Multimodal scenarios
introduce new challenges that have been underexplored: (1) Modality-specific drifts: One modality
may experience drift while others remain stable, for example, the content of images may change
while the relevance of the text stays constant. This situation requires adaptive fusion strategies that
are unnecessary in single-modality settings. Traditional fusion techniques (like early or late fusion)
rely on fixed combination rules, which become suboptimal under drift [3]]. (2) Detection complexity:
Changes can be subtle and vary across modalities, complicating drift detection. Standard drift
detectors often monitor a single error or a distribution metric [18]. In the context of multimodal data,
the question arises: Which signal indicates drift? How can we determine whether the drift originates
from the textual or visual channel? (3) Lack of theoretical guarantees: Adaptation mechanisms
in machine learning are often heuristic. There is a need for Lyapunov stability guarantees, which
are essential in control theory for maintaining stable adaptive systems; however, these principles
have not been fully applied to multimodal machine learning dealing with concept drift. Traditional
adaptive control theory provides tools to ensure an adaptive system remains stable [7], but these
tools need further exploration in multimodal machine learning. (4) Computational constraints:
In real-world applications like content filtering systems, models must adapt in real-time without
extensive retraining. Many existing concept drift solutions retrain a new model on recent data or
reset parts of the model, which can be inefficient or impractical in live systems. There is a pressing
need for mechanisms that can continually, safely, and efficiently adjust models as new data becomes
available.

This paper addresses the above challenges by proposing a novel framework for Lyapunov-stable
adaptive multimodal learning under concept drift (LS-OGD). Our key contributions are:

Formulation of Multimodal Drift Adaptation: We present, to the best of our knowledge, the first
formal integration of concept drift theory into a multimodal learning setting that combines text and
image data. We define the multimodal concept drift problem and discuss the challenges that arise when
the informational value of one modality changes over time. Additionally, we identify shortcomings
in current fusion methods and emphasize the necessity for an adaptive fusion mechanism capable of
dynamically adjusting the contributions of each modality.

Adaptive Control Strategy for Learning: We have developed an online adaptation controller that
monitors the model’s performance and dynamically adjusts two critical elements of the learning
process: (1) the model’s learning rate, which governs how quickly the model learns from new data
compared to how well it retains information from past data, and (2) the fusion weighting between
different modalities, which prioritizes the more reliable modality when drift is detected in the other.
This controller is rule-based and lightweight. It detects drift through statistical changes in the model’s
error over time and triggers adjustments to the learning rate (1) and the fusion coefficient («). Our
approach treats the prediction error as a feedback signal and establish adaptation rules similar to a
PID controller to minimize the error.

Lyapunov Stability Analysis: A key theoretical contribution of our work is developing a Lyapunov
function for the adaptive learning system. We present two new theorems that establish conditions
for the stability of the closed-loop learning process (comprising the model and the controller) in the
sense of Lyapunov. Specifically, we demonstrate that, under mild assumptions, the system’s error
will remain bounded during periods of continuous drift and will converge to zero (or to an arbitrarily
small value) once the drift ceases.

2 Related Work

Concept Drift Detection and Adaptation: Drift detection techniques fall into three categories:
(1) Statistical Input Monitoring: testing distribution differences between recent and earlier data
using methods like Kullback-Leibler (KL) divergence [8] or adaptive windowing (ADWIN) [[19]; (2)
Performance Monitoring: tracking error rates against statistical thresholds [[12} [11} 2, 136], effective
in supervised settings; and (3) Parameter Tracking: adaptation strategies include model retraining,
prioritizing recent data, or using ensembles where new learners handle emerging patterns [[1, 4} 20].
Most methods are designed for single-modality streams and may not suit multimodal systems where
drift can affect individual modalities.



Recent advancements in deep learning have spurred research into concept drift in neural networks and
large models. While continual learning and concept drift address learning from non-stationary data,
continual learning typically prevents catastrophic forgetting of previous tasks. In contrast, concept
drift emphasizes rapid adaptation to evolving data. Some studies, like [38]], propose extending concept
drift theory to multimodal language models, recognizing their vulnerability to gradual shifts and
sudden out-of-distribution events. During pre-training, they introduced a drift adapter module to
address drift, highlighting a growing focus on this issue in complex Al systems. However, their
approach primarily targets pre-training bias rather than real-time adaptation. Our work stands apart
by addressing online drift during deployment while ensuring stability.

Multimodal Fusion and Learning Techniques: Combining modalities improves prediction but
presents fusion challenges [3]]. Methods include early fusion (feature-level merging), late fusion
(decision-level integration), bilinear pooling, attention mechanisms, and cross-modal transform-
ers [25]). In fake news detection, specialized architectures have evolved from EANN’s [33]] adversarial
training for topic-invariant representations to SpotFake [27]] and MMDFND’s [30] attention-based
approaches. Recent bidirectional cross-modal fusion (BCMF) [39] enables information flow between
text and image encoders, representing significant progress in multimodal integration techniques.

Despite recent advancements, most multimodal models operate under a fixed fusion strategy once
trained. During training, the model learns to weigh and utilize different modalities, but these weights
remain static afterward. If a particular modality’s relevance changes over time, the model cannot
easily reconfigure itself due to drift. For example, a fake news detection model might initially rely
heavily on textual patterns to identify deception. However, if bad actors use innocuous text paired
with deceptive images over time, the model’s original fusion scheme could misallocate attention and
risk missing the visual cues. Some recent works [25, |37, [15] have explored dynamic modulation of
importance; for instance, a model might use an attention mechanism to emphasize the modality that
provides a more significant "signal" for a given sample. However, this approach usually focuses on
the content of the sample itself rather than detecting distributional shifts over time. In contrast, our
proposed method explicitly adjusts fusion weights in response to drift over time. We conceptualize
this as an adaptive late fusion approach, introducing a controllable parameter «.(t) to interpolate
between modalities. This idea of adaptive fusion has limited precedents; related concepts include
gating networks or conditional fusion, in which an auxiliary network predicts fusion weights for each
sample. We go further by making « a function of time and past errors, rather than relying on the
current sample, thus directly addressing the temporal drift in modality utility.

3 Preliminary and Problem Formulation

Concept Drift Definition: We consider a supervised learning problem in an online setting. At

each time stept = 1,2, 3,.. ., the system receives a new sample (:Ugl), x§2), e ,xEM)

xﬁM) denotes the input from the M-th modality (for instance, M = 2, zW is text and 2@ is
image), and ¥, is the ground-truth label or target. The crucial aspect is that the data distribution is
time-dependent. Let D; denote the distribution generating (argl), . ,xiM), y¢) at time ¢. Concept
drift means D, changes over time: there exists some ¢ and ¢ + A for which D; # Dy . Following
standard definitions, a concept drift occurs at time ¢ if the joint probability P,(X™) ... XM) y)
is statistically different from P, (X ... X(M) Y These changes can be abrupt or gradual.
This paper assumes a piecewise-constant drift for theoretical analysis (drift occurs at discrete points,
dividing the timeline into relatively stable distribution segments) and later simulates the drifts.

., Yt), where

Multimodal Learning Model: Define a model fy(z("), 23 ... 2(™)) with parameters  that
produces a prediction ¢ given the multimodal input, and the model can be decomposed by modality.
For instance, for M = 2, we have two sub-networks: a text encoder f (1)(:1:(1); 1) and an image
encoder f(2) (2(?); 0,), producing modality-specific feature representations. A fusion function then
combines these. In our design, the fusion is a weighted combination: let zt(l) and zt(2) be scalar logit
outputs (final hidden features) from the text and image pipelines, respectively. We define the fused
logit

=02+ (1—a)- 22, (1)

where a; € [0, 1] is a fusion weight at time ¢. The prediction g is then obtained by applying a
sigmoid or softmax to z;. The parameter o effectively controls the influence of each modality:



ay = 0.5 would weight them equally, o, — 1 relies mostly on modality 1, and oy — O relies on
modality 2. The rest of § encompasses the weights of £(1), #(2) and possibly any additional layers
(e.g., if the features are concatenated and passed to an MLP, those MLP weights are in 6).

Loss and Error Measures: Let L(§;, y;) be the loss at time ¢ (e.g. cross-entropy loss for classifica-
tion). We define the instantaneous prediction error e; as the difference between the predicted output
and the true output in an appropriate sense. For analysis, assume e; is a real-valued error signal (for
instance, e; could be the difference in probability assigned to the true class vs. the ideal, or some
bounded transformation of the loss). We assume e; = 0 corresponds to perfect prediction, and larger
|e:| means worse performance. The exact definition of e; will be specified in proofs, but intuitively,
one can think of e; as proportional to the classification error or loss at time £. We also define a desired
equilibrium for this error: we desire e; — 0. However, under drift, the minimum achievable error
might change over time as the optimal model changes.

Adaptation Controller: We augment the learning process with an adaptive controller that adjusts
two sets of parameters over time: the model weights § are updated via stochastic gradient descent
(or a similar optimizer) with a learning rate 7, and the fusion weight o is also updated on a slower
timescale. The controller has two primary responsibilities: drift detection and parameter adaptation.

Drift detection detects when a significant increase in error e; indicates a possible concept drift. This
could be done by checking if e; exceeds some threshold or deviates significantly from a long-term
error trend. In our implementation, we use a sliding window over the recent I samples to compute
1 ¢
=g D e @)
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The controller flags a drift onset if e; exceeds a dynamic threshold (for example, mean error + k
standard deviations in a reference period). Furthermore, parameter adaptation works when drift is
detected, the controller computes adjustments An and A«. Specifically, we define update rules:

Ner1 = N + Ang, 3)
a1 = o + Aoy, “)
to reduce future errors.

The adaptation logic is as follows: (1) Learning rate adaptation: If the error is increasing, this suggests
the current model is not keeping up with changes. The controller increases the learning rate: An;
is set to a positive value proportional to the error increase and possibly the error magnitude. A
simple rule could be An; = k,(e; — e;—1) when e, > e;_1, for some gain k,, > 0. To prevent
divergence, we also cap n; not to exceed a safe maximum. Conversely, if error starts decreasing
(model catching up), the controller may slowly decrease 7 to a normal level to avoid overshooting
(much like lowering gain as we approach a setpoint). This mechanism ensures fast learning during
drift and stable convergence afterward. (2) Fusion weight adaptation: The controller adjusts ay to put
more weight on the modality that currently appears more reliable. We can estimate modality-specific
error contributions. For instance, we can compute an "imagined" prediction using only modality
1, Qt(l) = sigmoid(zt(l)), and similarly gjt(2) using only modality 2. By comparing these to y;, the
controller can judge which modality alone would perform better on recent data. Suppose modality
1’s predictions are significantly more accurate than modality 2’s. In that case, it implies modality 1
carries the useful signal and modality 2 might be drifting or noisy, so we increase « to rely more on
modality 1. In the opposite case, we decrease . Formally, one could maintain separate error metrics
egl) and e§2) for the two modalities. Then, Aay can be set by a rule like Ao, = ka (e§2) — e,(gl)): if
modality 2’s error is higher, Aay is positive (increase weight on modality 1); if modality 1 error is
higher, A« is negative (shift weight to modality 2). We clamp «; within [0,1]. This update might
be done conservatively (lower frequency or smaller step size) than the learning rate, since fusion
changes too often could destabilize training. This slow actuator nudges the model’s attention towards
the currently best modality.

State-Space Representation: We can conceptualize the system’s evolution with a state vector that
includes at least the error and possibly the parameter deviations. For analysis, consider the state as
x; = ey (the error at time t). The error evolves depending on the changing data distribution and
our adaptive updates. We update model weights online using mini-batch stochastic gradients. A
simplified dynamics can be written as:

Ci41 = F(€t7at»77t7§5t)7 (5)



where §; represents the disturbance due to concept drift (i.e., how the optimal model’s output would
change from ¢ to ¢ 4 1 due to distribution shift). The exact form of F' is complex since it involves the
data and the model’s optimization landscape. However, we can reason qualitatively: if there were no
drift (0; = 0) and the model perfectly matched the current concept, then ideally e; would be zero for
all ¢. If the model is imperfect but we fix « and a small 7, gradient descent will tend to reduce e; over
time toward some residual error (training convergence). Under drift (6; # 0), the error will increase
unless 7 is large enough to track the change. Our controller effectively modulates F' by changing 7,
and oy.

Furthermore, we introduce a candidate Lyapunov function to analyze stability:

V(t) = %e% ©)
This V' is always nonnegative and V' = 0 only when the error is zero, meeting the criteria of a
Lyapunov function candidate. We aim to design the adaptation laws (A7, A« as functions of e and
possibly Ae) such that V' (t) does not increase significantly and preferably decreases after some
transient, despite drift.

Proposed Algorithm: Algorithms [T]and2]in Appendix [BJoutline the main online learning process
and the controller logic. Figure[T]also presents the proposed system architecture.
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Figure 1: Illustrations of the proposed system architecture. Dashed and solid arrows represent the
feedback signals and main data flow, respectively.

4 Main Results

This section presents the theoretical analyses of the proposed LS-ODG framework. Our analyses
establish the learning system’s stability and adaptability when operating in non-stationary multimodal
environments.

4.1 Foundational Axioms and System Properties

To analyze the main framework, three axioms are defined:



Axiom 1 (Bounded Drift Rate) Concept drift, represented by the perturbation ¢, in the error dynamics
or by the rate of change of optimal model parameters ||6;, ; — 6;||, is assumed to be bounded. That
is, there exists a constant 4, > 0 such that ||0¢|| < dpq. for all £.

This axiom is fundamental because an arbitrarily fast or large drift would make it impossible for any
adaptive system with finite learning capacity to maintain low error. It ensures that the “target" the
system is trying to track does not move so erratically as to preclude effective adaptation.

Axiom 2 (Sufficient Model Capacity) The multimodal learning model fy possesses sufficient
capacity such that for any stationary concept D encountered (i.e., a period where D is fixed), there
exist optimal parameters 6* and a fusion weight o* that can achieve the minimum error e;(6*, a*).

This axiom ensures that performance limitations are primarily due to drift or adaptation transients,
not due to the model’s inherent inability to learn the underlying concepts. It allows us to focus the
analysis on the dynamics of adaptation rather than on model approximation errors for a fixed concept.

Axiom 3 (Lipschitz-like Error Dynamics) The error dynamics function F'(e;, oy, 1¢; 6¢) and the
loss landscape exhibit local Lipschitz continuity with respect to e; and the adaptable parameters
(implicitly via n;) and ;. This means that small changes in parameters or error lead to proportionally
bounded changes in the subsequent error or its gradient.

This axiom ensures that the gradient-based updates and the adaptive adjustments lead to predictable
changes in the error, preventing chaotic or overly sensitive responses. This helps analyze the system
using local approximations and ensures that the Lyapunov function’s evolution is well-behaved.

4.2 Characterizing the Evolution of the Lyapunov Function

Before presenting the main stability theorem, we introduce Lemma 1. This Lemma characterizes the
change in the Lyapunov function AV (t) = V(¢ + 1) — V/(t) over one time step, under the influence
of the learning process, the adaptive controller, and the external drift.

Lemma 1 (Bounded Increment of the Lyapunov Function with Adaptation) Given the system
dynamics e;y1 = F(et, aq,me;6¢) and the adaptive update rules for 7; and oy, as described in
Section[3]and Algorithm[2] Assuming Axiom 1-3 hold, and the learning rate 7 is positive and the
adaption gains k,, and &, are chosen within stable regions, then the change in the Lyapunov function,
AV (t) =V(t+ 1) — V(t), can be bounded as:

AV(t) < —yame} + o el 10011+ (G (ers0) + 15) + O (A}, (D)

where 1, 2 and 3 are positive constants.

In Lemma 1, the first term —~; ;€7 is referred to as the stabilizing term and reflects the error reduction
due to the learning algorithm attempting to minimize the current loss. ; is related to the learning
effectiveness, i.e., a local convexity or gradient dominance property from Axiom 3. The second term
~Yanz|et|]|6¢|| is referred to as the disturbance term, which measures the impact of concept drift on

the error. The third term 37?2 (g (er, ) + ||0¢ H2) is the noise term, evaluating the nonlinearities or

gradient stochasticity in SGD. The final term O (|| Aay||) is referred to as the fusion adaptation term,
representing the effect of changing fusion weight on the error.

For the candidate Lyapunov function V' (t) = %ef, Lemma 1 establishes that the stabilizing effect
of learning must overcome all three other terms to decrease error. This balance is mediated by the
adaptive learning rate 7;. For instance, if |e;| is large, the controller tends to increase 7, therefore
increasing the stabilizing term. Additionally, since AV (¢) remains negative when |e;| is sufficiently
large, even when d; # 0, Lemma 1 forms the basis for proving the uniform ultimate boundedness

(UUB). The asymptotic stability is achieved without concept drift (i.e., §; = 0).

Remark 1 (On the Choice of Lyapunov Function and Adaptation Gains) The choice of V' (t) =
%ef is an intuitive selection for tracking error, relating the “energy" of the system to the squared
prediction error. The condition in Lemma 1 and Theorem 1 regarding “appropriately small" adaptation
gains (ky,, ko) is common in adaptive control. If gains are too large, the system might overreact to
errors or drift, leading to oscillations or instability, violating the conditions needed for AV (¢) to be
reliably negative or bounded as desired. The theoretical existence of such stable gain regions is key,

and practical selection often involves tuning guided by these theoretical constraints.



4.3 System Stability and Error Convergence under Bounded Concept Drift

The first main theoretical result concerning the overall stability of the adaptive learning system is
presented with the Axioms and Lemma 1.

Theorem 1 (Lyapunov Stability under Bounded Drift) Consider an adaptive multimodal learning
system with error dynamics characterized by e; 1 = F (e, ay, 1¢; 8¢ ), operating under Axioms 1-3.

Assume that the adaptive controller adjusts 7; and a; such that Lemma 1 holds, and the adaptation
gains k, and k, are appropriately small, then the closed-loop learning system is Lyapunov stable
(i.e., the prediction error e; is UUB). This implies that the ultimate bound on the error e 5 and the
bound on the initial error By exist, and are positive constants, such that the error trajectory would
remain bounded, and eventually stays within the ultimate bound £ if |e;,| < By, where e;, denotes
the initial error.

Theorem 1 establishes a formal Lyapunov stability guarantee in adaptive multimodal learning under
concept drift for the first time. Unlike heuristic approaches, this provides a mathematical foundation
for the system’s behavior. The UUB acknowledges that the error may not always converge to zero
in persistent drift. Instead, UUB guarantees that the error will eventually enter and remain within
a small, predictable region around zero. The size of this region, € g, will depend on the magnitude
of the drift (Axiom 1) and the system’s capacity to adapt. Also, this theorem guarantees that if
the environment stabilizes (i.e., §; — 0), the system will fully recover, with the prediction error
converging to zero. This demonstrates the system’s ability to not only manage ongoing drift but also
achieve optimal performance once stability is restored.

Corollary 1 (Asymptotic Stability in Stationary Environments) If the environment is stationary
from the outset (i.e., 9; = 0 for all t > #(), and Axioms 2-3 hold, then the LS-OGD system with
an appropriately chosen, potentially constant, learning rate n and fusion weight o ensures that the
prediction error e; converges asymptotically to zero (i.e., e; — 0 as t — 00).

This corollary simplifies Theorem 1 for the non-drifting case. It confirms that the learning mechanism
within LS-OGD is sound and can achieve optimal performance when the environment is stable. The
UUB property of Theorem 1 then extends this, showing robustness by guaranteeing bounded error
even when the stationarity assumption is violated by bounded drift.

4.4 Targeted Adaptation of the Fusion Weight

The second main theorem concerns the system’s ability to adapt its fusion strategy. This relies on the
controller’s ability to adjust o, correctly. Hence, Lemma 2 is presented as a key for Theorem 2.

Lemma 2 (Convergent Dynamics of Fusion Weight o; under Unilateral Modality Drift) Given
the fusion weight oy on modality 1, the fusion weight on modality 2 is defined as 1 — ay.

Consider the fusion weight update rule:
a1 = clip gy (r + Aay),  Aay = kq (eﬁz)’eSt - eil)’“‘) (8)

where e,Em)’“‘ being the estimated error from modality m, and k,, > 0 is the adaptation gain.
Following the update rule for fusion weight, if modality 1 becomes less reliable than modality 2,

El),est > 6§2)’65t

leading to e + €4 for t > ¢ for some positive margin €., then:

(i) oy will tend to decrease.

(ii) Provided k, is sufficiently small to ensure smooth adaptation and prevent overshoot. The error
estimation difference is persistent, oy will converge towards O or a small value close to 0 if the
error difference is not consistently large or noise is present in the error estimates.

Lemma 2 describes how the controller adjusts o as one of the modalities is less reliable. The update
rule is a form of gradient descent on an implicit objective that seeks to minimize reliance on the
modality with higher perceived error. It confirms that the fusion adaptation mechanism reduces the
weight of a consistently underperforming modality, even being able to “switch of”” a compromised
modality by setting a; to 0 or 1 depending on which modality is less reliable.



Proposition 1 (Convergence Rate of Fusion Weight «;) Under the conditions of Lemma 2, assume

that modality 1 is consistently with low reliability (i.e., e{)*" > {2 1 ¢, for all > t,), the
fusion weight is expected to be 0. Given that o is not yet converged to its boundary, then the expected

decreasing rate of o is approximately linear:

E o — o] & —ka (]E [ei”’“‘] _E [egz%w]) )

The steps to boundary convergence is therefore inversely proportional to k, and the persistent
magnitude of the estimated error difference, barring noise in error estimation.

Proposition 1 provides insight into the dynamics of the fusion adaptation. While Lemma 2 states the
tendency and convergence, this suggests that the speed of this adaptation is tunable via k, and directly
influenced by how clearly the system can distinguish the performance of the modalities. A larger
error difference allows for faster isolation of the faulty modality. This has a practical implication
for setting k: a larger k,, leads to faster fusion adaptation but must be balanced against the risk of
instability or overreaction to noisy error estimates (as per Remark 1). Building upon Lemma 2 and
Proposition 1, Theorem 2 establishes the system’s robust response in the case of severe drift affecting
a single modality.

Theorem 2 (Modality Adaptation and Error Reduction under Severe Unilateral Drift) Consider
the same scenario defined previously, where modality 1 is consistently less reliable. If the adaptive
controller adjusts o such that Lemma 2 holds, then:

(i) The fusion weight a; will converge towards 0, decreasing and eventually nullifying the influence
of the compromised modality 1.

(i) Consequently, the system’s overall prediction error e, will, after this reconfiguration transient,
asymptotically approach the error level achievable by an optimal unimodal model utilizing only
the reliable modality 2.

(ii1) The Lyapunov stability of the system is preserved throughout this fusion reconfiguration process
and thereafter, with the ultimate error bound being determined by the performance achievable
with modality 2 and any residual drift or noise in its stream.

Theorem 2 indicates that the internal structure of the model is actively changing, making this model
different from traditional multimodal systems, as traditional systems often suffer from a persistent
drop in performance [42}134]. Theorem 2 also shows that the adaptive fusion mechanism can correctly
identify and isolate a “fault” modality by driving its weight (a;) towards zero. This theorem quantifies
the system’s performance post-adaptation as it converges to the best possible performance using the
remaining valid information sources. Additionally, system behavior with partial modality degradation
and practical estimation of modality-specific errors are presented in Appendix [C} The full proofs for
our main results are in Appendix [D]

5 Experiment

To empirically validate LS-OGD’s theoretical contributions and its capacity to address key challenges
in multimodal concept drift, we conducted experiments on the M3A [35] classification dataset. After
initial training in a stable environment (Phase 1), the multimodal system was subjected to significant
concept drift (Phase 2). Full experimental setup [1_-] and additional results are detailed in Appendix @

First, Figure 2] demonstrates LS-OGD’s ability to maintain stability. The controller’s estimated drift
signal, an empirical proxy for the bounded drift 6; (Axiom 1), frequently activates during Phase 2.
Correspondingly, while fluctuating with drift, the system’s prediction error remains contained and is
effectively driven down by the adaptive responses. This behavior empirically corroborates the UUB
of the error, guaranteed by Theorem 1, and the error-reducing system dynamics characterized by
Lemma 1, indicating stable learning in a non-stationary environment.

Second, Figure [3|reveals how LS-OGD addresses modality-specific challenges. Dynamic learning
rate adjustments enhanced plasticity during instability, aligning with Lemma 1 and stable gain
principles (Remark 1). More importantly, when confronted with severe unilateral modality drift,

'The code is available at https:/github.com/Bellleuang1022/Lyapunov-Stable-Adaptive-Control-for-
Multimodal-Concept-Drift.git.
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https://github.com/Bellleuang1022/Lyapunov-Stable-Adaptive-Control-for-Multimodal-Concept-Drift.git
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Figure 2: LS-OGD Error Signal & Drift Estimation in Phase 2

the fusion parameter o; underwent a rapid and significant shift. This sharp re-weighting, isolating
the compromised modality and preserving performance by relying on the healthier one, empirically
confirms the adaptive fusion dynamics (Lemma 2) and the fault-tolerant capabilities (Theorem 2).
This tackles the limitations of fixed fusion strategies and demonstrates robust, stable adaptation to
modality-specific drift, a core challenge highlighted in the introduction.
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Figure 3: LS-OGD Controller Adaptation Signals in Phase 2
6 Conclusion

The LS-OGD framework represents a significant advancement in adaptive Al by combining Lyapunov-
based control theory with online gradient learning and dynamic fusion weights. This integration
allows for stability and resilience in the face of non-stationary, multimodal inputs. The framework’s
core assurance is that prediction errors will remain consistently bounded under limited drift and
converge to zero as disturbances diminish. This ensures predictable performance, even when data
distributions change. Moreover, LS-OGD features a modality-aware adaptation mechanism that
automatically down-weights unreliable sensors or data streams, allowing the system to concentrate
learning on trustworthy information sources. This lightweight, online approach is suited for real-world
applications, such as autonomous vehicles that need to adjust the importance of inputs from vision,
LiDAR, and radar under varying conditions; intelligence systems that integrate imagery, signals, and
human reports while facing adversarial pressures; and misinformation detectors that combat evolving
text and image manipulations. By establishing a robust framework for dynamic sensor re-weighting
and bounded-error learning, LS-OGD lays a solid foundation for trustworthy Al Its modular design
also allows for extensions to nonlinear models, deep architectures, and context-aware adaptation
strategies. Limitation and broader impact are discussed in Appendix [G]
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A More Related Work

A.1 Concept Drift Detection and Adaptation

In machine learning, a "no drift" scenario signifies a stable environment where the joint probability
distribution of input features and the target variable, P(X, Y"), remains constant over time. Conversely,
concept drift occurs when this joint distribution changes, P;(X,Y) # Py (X,Y) for different time
points ¢ and ¢’, and can manifest in sudden, gradual, or incremental patterns. This broader concept
can be broken down into two types: real concept drift, which directly impacts predictive modeling by
altering the conditional distribution of the target given the input, P;(X|Y"), meaning the fundamental
relationship the model learns (h : X — Y') changes; and virtual drift, where only the input data
distribution P, (X) shifts while the conditional relationship P, (Y| X) remains unchanged. Figure 4]
presents the different types of concept drifts.
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Figure 4: Types of concept drifts: The circles in this figure represent instances, and the different
colors represent different classes.

A.2 Adaptive Control Strategies and Learning Rate Adjustment

Adaptive control provides a framework for real-time adjustment of system parameters to maintain
stability and performance. In machine learning, the learning rate is a critical parameter often used
with fixed or scheduled values, which can be problematic in concept drift. A low learning rate can
hinder the model’s ability to learn new concepts, while a high rate may lead to overfitting or instability.
Research [41}143]] indicates that dynamically adapting the learning rate can enhance a model’s ability
to respond to distribution shifts. For instance, RMSProp and Adam adjust step sizes based on gradient
statistics but are not specifically designed for concept drift. Some approaches, like COGRA [23]],
dynamically tune the learning rate during time-series forecasting by increasing it when prediction
error variance rises and decreasing it once performance stabilizes. Similarly, [5] adapts learning
rates in federated learning to handle drifting data better. These methods demonstrate the benefits of
a higher learning rate post-drift for quicker adaptation. Inspired by these principles, our controller
increases the learning rate upon detecting drift to adapt to new data swiftly, then gradually reduces
it as the error decreases. This mirrors gain scheduling in control, where one variable (error rate)
influences another (learning rate) to optimize performance.

In addition to learning rates, the field of adaptive control presents concepts such as model reference
adaptive control (MRAC) [40] and Lyapunov-based adaptation laws [29]], which ensure stability for
dynamic systems with unknown parameters. In recent research that combines control theory and deep
learning, [26]] developed Lyapunov stable weight update rules for deep neural network controllers.
Although their research focuses on a robotic control loop, the key insight is that parameter update
equations can be designed to reduce a Lyapunov function gradually. Our paper treat the learning
process itself as a system that needs to be controlled. Additionally, there’s a relevant concept in which
some researchers have utilized PID control for optimizer tuning [9]; they treat the training error like
a process variable and employ PID controllers to adjust hyperparameters or even the magnitudes
of gradients. Our method can be viewed as a specialized version of this approach: when the error
increases, the rate of change of the error prompts a proportional rise in the learning rate, similar to a
P/PI controller aiming to minimize the error.
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A.3 Lyapunov Stability in Learning Systems

A Lyapunov function decreases over time concerning the system’s state, guaranteeing that it will not
diverge from its equilibrium position. In control theory, this provides strong assurances about both
convergence and robustness. However, applying Lyapunov stability analysis to machine learning
systems is relatively new [16]. Traditional training methods often lack formal stability guarantees,
and neural network training can face issues such as exploding gradients or oscillations when hyperpa-
rameters are not chosen carefully. Recent efforts have begun to integrate stability theory into learning
algorithms. For example, [[16] proposed a Lyapunov-based online learning algorithm for nonlinear
systems, ensuring the model’s prediction error remains bounded. Researchers have incorporated
Lyapunov-based constraints in deep reinforcement learning to maintain stability in an agent’s value
function or dynamics during the learning process [6].

In adaptive neural controllers, where a neural network controls a physical system, attempts have
been made to enforce Lyapunov stability of the closed-loop system. [7]] developed a neural network
policy alongside a neural Lyapunov function that certifies stability within a certain region. This
was a verification problem where a mixed-integer program checks the Lyapunov conditions for the
neural policy. Such research confirms that it is feasible to train or constrain neural networks while
considering Lyapunov criteria. However, these studies mainly focus on controlling external processes,
whereas we emphasize the stability of the learning algorithm and its fusion mechanism.

The key innovation in our work is the application of Lyapunov stability analysis to adapt to concept
drift in multimodal learning. We construct a Lyapunov function based on the dynamics of the model’s
error. Intuitively, the error signal parallels the state of a dynamical system. Our adaptive update rules
for the learning rate and fusion weight are designed to ensure this error diminishes over time, even
in the face of external disturbances caused by drift. This approach is reminiscent of MRAC, where
adaptive updates drive the difference between a system and a reference model to zero [26]]. In this
context, the "reference" is the new concept (or zero error), and we adapt parameters to track it. To the
best of our knowledge, no prior work in multimodal learning has incorporated a Lyapunov stability
perspective to manage streaming non-stationary data.
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B Proposed Algorithm

B.1 LS-OGD Main Adaptation Loop

The algorithm of the main adaptation loop for multimodal learning is

Algorithm 1 LS-OGD Main Adaptation Loop for Multimodal Learning

1: Input:

2:  Data stream for Phase 2: Dg,;¢r = {(Xt(ézct, XZ(Q o Yt(fie)}f\i 2

3:  Model My (Text Encoder Mr, Image Encoder M7, Fusion MF) initialized from Phase 1

4:  Initial learning rate Mcyrrent

5:  Initial raw fusion parameter Q¢yprent (for Mp)

6:  Optimizer Opt (e.g., AdamW) initialized with parameters of My

7:  Accuracy history deque H,.. (max length Lj;s;), potentially primed

8:  Drift detection parameters: Wy r¢, Reomp, Tdrop (passed to Algorithm

9: LR adaptation parameters: Kir, [min, Mmaz|, Ohigh_drift, Fmod_drift (passed to Algorithm
10:  Alpha adaptation parameters: &, drift type indicators (passed to Algorithm
11:  Loss function Lpcg (Binary Cross-Entropy)
12: Initialize: Apply 7cyrrent to Opt.
13: for each batch (Xiept, Ximg, Yerue) from Dy, ¢ do
14: /l Perform forward pass
15: Dreat — M (Xiext) > Text modality probability
16: Dimg < M1 (Ximg) > Image modality probability
17: Qdisplay < 0(Gcurrent) > Current sigmoid-squashed fusion weight
18: Pfused < (1 - adisplay) * Dtext + Qldisplay * Pimg > Fused probability
19: // Evaluate performance
20: Lt — mean(ﬁBCE (pfused7 Y;&rue))
21: Accy < ComputeAccuracy (p ruseds Yirue)
22: Add Acc; to Hyee
23: // Obtain controller actions and new parameters from LS-OGD Controller Logic (Algorithm

2

24: (Sdrifta Mhew, dnew) — LSOGDCOHtrOllerLOgiC(Hacc7 Neurrent é‘current, Params) >
params include all detection and adaptation hyperparameters

25: /I Apply adaptations and optimize

26: Update learning rate in Opt to 7,eq

27: Opt.zero_grad()

28: L;.backward()

29: Opt.step() > Updates My using npew

30: /I Update state for next iteration

31: TNcurrent — Tnew

32: Qeurrent < Onew > & in M is now updated to Qe

33: LOgMetriCS(Lt7 ACCh Neurrent, U(OA‘current)a Sdrifts CtC.)

34: end for

For each batch, it performs a forward pass using the current fusion weight, evaluates performance,
calls Algorithmto get controller actions (drift signal, new learning rate, new fusion parameter),
applies these adaptations, performs backpropagation and optimization, and updates the state for the
next iteration. Algorithm [2]details the controller’s decision-making. It takes the accuracy history and
current parameters as input. It consists of three main procedures: calculating a drift signal based
on the drop in accuracy between recent and past windows, adjusting the learning rate based on the
drift signal strength, with clamping to predefined min/max values, and modifying the raw fusion
parameter & based on the drift signal and indicators of which modality might be drifting.

B.2 LS-OGD Controller Logic

The proposed LS-OGD controller is
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Algorithm 2 LS-OGD Controller Logic

1:
2:

® AN AW

11:

12:
13:

14:

15:
16:
17:
18:
19:

20:
21:
22:
23:
24
25:

26:
27:
28:
29:
30:
31:
32:
33:
34:
35:

36:
37:
38:
39:
40:
41:
42:
43:
44:

Input for Controller Logic function LSOGDCONTROLLERLOGIC:
Accuracy history deque H .
Current learning rate 7,
Current raw fusion parameter ¢&;,,
Drift detection parameters: Wy, r¢, Reomp, Tdrop

LR adaptation parameters: ki, [min, Mmaz], Onigh_drifts Omod_drift
Alpha adaptation parameters: k,,, drift type indicators

// Detect concept drift

Sarift < EstimateDriftSignal(Hacc, Warifts Reomps Tdrop)

// Determine new learning rate

Nout < AdaptLeamingRate(mn, Sd'rifta k'l’m [nm’ina nrrLax]a ahigh_drifh emod_drift)
/I Determine new raw fusion parameter

Gout < AdaptFusionParameter(Giy, , Sari 1, ko, drift type indicators)

return (Sqift, Nout, Qout)

procedure ESTIMATEDRIFTSIGNAL(H gcc, Warift, Reomps Tarop)
if |Hyco| < Wi then return 0

end if
AcCrecent <— mean accuracy over last | Wit - Reomp] entries of Hyee
Accpast — mean accuracy over W, ¢ — | Wari e

Rcomp | entries of H,,. before recent window
if Accpast — AcCrecent > Tdrop then
return (Accpast — AcCrecent)/ACCpast > Normalized drop as drift signal
else
return 0
end if
end procedure

procedure ADAPTLEARNINGRATE(Nprcv, Sdrift, Kiry [Mmin, Mmaz], Onighs Imod)
if Sd'r‘ift > thgh then
Necand — nprev N klr
else if Sgrift > 004 then
Neand — nprev/klr
else
Neand Tprev
end if

return maX(nmina min(ncanda nmaw))
end procedure

procedure ADAPTFUSIONPARAMETER (Gprev, Sdrift, Ko, drift indicators)

Ad 0
if Sarift > Omod_arif: and (image modality suspected based on indicators) then

A& < —k, > Adjust to reduce reliance on suspected drifting image modality
else if Sg.i 1 > Omoa_arife and (text modality suspected based on indicators) then

Ad +— +k, > Adjust to reduce reliance on suspected drifting text modality
end if
return Gy + Ad > Apply clamping if & has bounds

end procedure
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C Additional Results

C.1 Example 1. Scalar Error Dynamics

Suppose at time ¢, the error is e;. An adaptive learning step aims to reduce this error. Let the change
due to learning be —n;:Ae; (where A > 0 reflects learning efficacy and 7, is the learning rate). Let
concept drift introduce an additive error d;. So, e;11 = ex — e + 0 = (1— m\) ep + ¢

Consider V (t) = 3€7. Then,

1 1
AV(E) = 5 (R —ed) = 5 ((L=m) e +0) = €F) (10)
1
= (=N e+ 20 —nd)ewds + 67 — ) (11)
1 1
= 5 (F2mA + i X%) ef + (L= mA) edy + 567 (12)

If n: A is small (e.g., < 1), and we approximate 1 — mq: A ~ 1:

1
AV (t) = —mphe? + e6; + 553. (13)

Our controller (Algorithm [2)) adapts 7;. Suppose if |e;| is persistently large, 7, is increased. If
|6¢] < Omax (Axiom Al). For AV (¢) to be negative when |e;| is large, we need n; Ae? to dominate

. . 52
|e:6¢ + £67|. This can be ensured if |e;| > ‘i;;a/\x o

This implies that e; will be driven towards a bound related to dpmax/ (7:A). If ; — 0, then AV (¢) ~
—neAe? < 0 for e; # 0, leading to e; — 0. This simplified example illustrates the core mechanism
behind UUB and asymptotic convergence. The adaptive controller’s role in adjusting 7; is crucial for
maintaining the dominance of the negative term when e, is large.

C.2 Corollary 2. System Behavior with Partial Modality Degradation

If, under the conditions of Theorem 2, modality 1 does not become entirely uninformative but
rather its signal-to-noise ratio significantly degrades (making egl)’m consistently higher than eiz)’ et
but not necessarily reflective of pure noise), the fusion weight «; will still decrease, reducing the
influence of the degraded modality 1. The system’s error e; will then converge to a UUB state
primarily determined by the more reliable modality 2, potentially augmented by any residual (but
down-weighted) useful information from modality 1, or slightly inflated by its downweighted noise.

Theorem 2 discusses the case of a modality becoming essentially uninformative. This corollary
extends the intuition to a “soft" failure. It highlights that adaptive fusion is not just a switch; it can
find an intermediate balance if a modality is partially compromised. It still attempts to optimize the
fusion based on relative estimated reliabilities. The system reduces reliance rather than completely
discarding a modality unless its error contribution becomes overwhelmingly negative.

C.3 Remark 2. Practical Estimation of Modality-Specific Errors

The efficacy of Theorem 2 and its supporting Lemma 2 hinges on the ability to obtain reliable
(m),est

estimates of modality-specific errors (et ) As outlined in Section |3 and Algorithm this

often involves techniques like evaluating hypothetical unimodal predictions. The accuracy of these
estimates can be affected by:

(1) Shared representations: If early parts of the model are shared before modality-specific process-
ing, disentangling error contributions can be indirect.

(i) Complexity of drift: Observing the relative degradation might be challenging if drift affects
both modalities correlatedly.

(iii)) Noise in labels or inputs: This can affect the stability of individual error estimates.
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C.4 Remark 3. Continuous-Time Analysis vs. Discrete-Time Implementation

For conceptual clarity and leveraging established mathematical tools, our Lyapunov analysis often
refers to continuous-time derivatives or small discrete differences AV (t). The proposed LS-OGD
system (Algorithms [I] and [2)) operates in discrete time steps (batches). The theoretical stability
results (UUB) derived from a continuous-time perspective generally translate to discrete-time systems
provided that the discrete time steps (effectively related to how frequently parameters 7, o, and
model weights 6 are updated) are sufficiently small. If updates are too large or infrequent relative
to the system’s or drift’s dynamics, discrete-time effects could lead to behaviors not captured by
the continuous approximation, including instability even if the continuous analog is stable. This
highlights the importance of the learning rate and adaptation gain selection in the practical discrete-
time implementation.

C.5 Example 2. Fusion Weight Dynamics

Assume «y is the weight for modality 1 (text), so the fused output is z; = atzgl) +(1—ay) z?).
Suppose at £y, modality 1 starts providing misleading information, leading to a consistently higher
estimated error ¢! *" compared to modality 2’s error e!? . Let ") *' = 0.8 and {2 = 0.2
for ¢ > ty. The adaptation logic for o, is designed to shift weight away from the modality with higher
error. An effective update for oy might be a1 = clip[OJ] (ot + kq- (signal favoring modality 2

over 1)).

If the signal is proportional to (e§2>"’s‘ - eg”’“‘), then Ay = ka(0.2 — 0.8) = —0.6k. If
ko = 0.05, then Aay = —0.03. Starting with ay, = 0.5 (equal weighting):

g1 = 0.5 — 0.03 = 0.47 (14)
g0 = 0.47 — 0.03 = 0.44 (15)

This trend will continue, reducing o until it reaches 0 (due to clipping). At this point, the system

relies entirely on modality 2 (zt = zt(2)) , having effectively isolated the "faulty" modality 1. This

illustrates how Lemma 2’s assertion of a; convergence leads to the outcome in Theorem 2. The
implementation in Algorithm [2Juses & and a sigmoid, but the principle of shifting away from the
higher-error modality is the same.
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D Proofs

D.1 Proof for Lemma 1

By the joint learning-control update (Eq. (5) in the main paper), the prediction error evolves as
ett1 = er — neg(er, o) + 0¢ + 71 + p, (16)

where g(eq, o) is the effective gradient-like term from the controller and learner, §; € R™ is the
bounded drift disturbance (Axiom 1: ||0¢|| < 0smax), 7+ collects higher-order Taylor-remainder
terms in 7, (hence, |r;| = O(n?)), and p; collects the effect of the fusion-weight update (hence,
lpe] = O(||Acue]])).

We defined the Lyapunov function in Eq. (6) and get

1 1
AV(t) = ety — ) = 5 [(ec —mg + 8+ po)* — . am
Expand €7, ;:
iy = €; — 2merg(er, o) + 2e:0: + 2e(re + pr) (18)
+ (megles, n))® + 11617 + (re + pe)® — 2meg(er, o) (8¢ + re + py). (19)

Subtracting e? and dividing by 2 gives
1
AV(t) = —merg (er, ) + eede + e (1o + p) + 577? g (ex, Olt)H2 (20)
1 1
+ 5 106”4+ 5 (e pe)* =g (er,ae) " (B + e+ pr). 1)

By Axiom 2, there is [; > 0 so that
erg(er, ar) > llef, (22)

and ||g(es, ay)|| < l2|es| for some Iy > 0. The remainder r, = O(n?) and fusion-weight effect
pt = O(||Aay]|), so their contributions can be gathered into

re + pi)? €, Ty 4+
Glera0) = llg(ew,a)|[* + Ly e it p), 23)
Un Uz
which is bounded by a polynomial in |e;|, ||Aa]||, and n;. By choosing k.tq, ko small enough, all
higher-order terms and cross-terms involving §;, r;, p; can be upper-bounded by constants times
n2G(er, o) and ||Aay]|.

Group the dominant negative term and the rest into the form

1
AV() < = 6 med + 1mled 1]+ 5 (1+B) 1 (G ers ) + 15%) + O (2]},
m 72 —

3

(24)

Hence, the stated bound holds with v, = I, y2 = 1,3 = 3(1 4 {3), and with the O(||Aay||) term
capturing the fusion-weight adaptation effect. This completes the proof of Lemma 1.

D.2 Proof for Lemma 2

By design (Eq. (8) in the paper), the fusion weight is adjusted each step according to the signed error
gap:

a1 = clipy (at — ke (éi” - éﬁ”)) = clipyy 1) (v — kaley), (25)
where clip[OJ] (+) denotes clipping into [0,1]. Since by hypothesis Ae; > 0 and kqAe; < 1, we have
oy — ko Aey < g, (26)
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and furthermore oy — k,Ae; > 0 as long as oy > k,Ae;. Because k,, is chosen small enough, for
any interior «; € (0, 1] we remain in [0,1] after subtracting k. Ae;. Thus, the projection does nothing
and

Q41 = O — kaAet < . (27)

Hence, whenever oy > 0, the update yields a1 < ;. By induction, the sequence {a } is strictly
decreasing until it first hits a point ar < k,Aep. At that step, the unclipped value apr — ky,Aer
would be negative, so the projection forces ary; = 0. Thereafter, oy = 0 forall ¢ > T + 1.

Under a persistent positive error gap Ae; > 0, the fusion weight moves monotonically downward at
rate k,Ae; and converges in finitely many steps to the boundary o = 0, fully down-weighting the
degraded modality. This completes the proof of Lemma 2.

D.3 Proof for Proposition 1

In the interior oy € (0, 1) and under the persistent gap assumption Ae; > 0 with k,Ae; < 1, the
projection clipy q; is inactive. Hence, the update rule

a1 = o — ko Aey (28)
holds exactly. Taking expectations conditioned on the history up to time ¢ gives
E a1 | Ft] = ar — koE [Ae; | Fil. (29)
Since « is F;-measurable,
Elai1 — ar | Fit]) = —koE[Ae; | Fi]. (30)

Removing the conditioning yields

E [at+1 — Ott] = *kaE [Aet] . (31)
Thus, on average, the fusion weight decreases by a constant amount &, E [Ae;] each step. Denote
this mean decrement by

d = koE [Aey] > 0. 32)

Then E [oz41] = E [ot] — d, so by unrolling the expectation,

E o] = ap — td. (33)

To reach a small threshold € € [0, o), solve

ag—Td<e (34)

Qg — € Qg — €
T> = . 35
= d ko [Aey] (35)

Hence, the expected number of steps to drive the fusion weight down to € scales inversely with the
product k,E[Ae;]. Because the fusion-weight update is a simple decrement by k. Ae; in expectation,
the convergence toward the boundary is linear in expectation, with rate constant k,E[Ae;]. This
completes the proof of Proposition 1.

D.4 Proof for Theorem 1

We defined the Lyapunov function in Eq. (6). By Lemma 1, there exist constants v1, 2, 3 > 0 and
functions G(ey, ay), Acy; such that

AV() = V(E+1) = V() < —yumed + 2 leal [0 + 207 (G (e, 0) + 16)7) + O (|1 Acu])
(36)
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By Axiom 1,
||5tH S 6max- (37)

Also, by design, the controller ensures
O < Mt S Tlmax ||Aat|| S Aama)u (38)

with both 742, AQtmas arbitrarily small when k,,, k. are small. Hence, each of the positive terms
on the right-hand side of AV (¢t) = V(¢ 4+ 1) — V(¢) can be bounded as

Yone lec| 10¢]l < YommaxOmax lex (39)
%77? ||§tH2 < ’737712nax6r2nax (40)
o (HAO‘t”) < CaAamaxv (41)

and similarly v312G (e, o) grows at most quadratically in 7,4, and |e¢|. Thus, there exists a
constant ¢; > 0 such that

AV(t) < —Vlntef + (nmax |et| + nr%lax + Aamax) . (42)

Choose e > 0 and sufficiently small 7,42, AQ;qz SO that

’YlnmaxEQB >c1 (nmaXEB + 771211@( + AOémax) . (43)

Then, whenever |e;| > €p, the negative quadratic term dominates and
AV (t) <0, 44)

so V(t) and thus |e;| decreases until |e;| < ep, after which it can never exceed €. This is the UUB
property.

Furthermore, if additionally §; — 0, then for any ¢ > 0, there exists 7" such that for all t > T,
[16:]] < e. Likewise, G(es, ) and ||Aay|| can be made arbitrarily small by design of the adaptation
gains. Hence, for ¢ large enough, the bounded Eq. (36) reduces to

AV (t) < —%ntef < 0, whenever e; # 0. (45)

Thus, V () decreases strictly unless e; = 0, forcing e; — 0 as t — co. The above establishes the
UUB of the error and asymptotic convergence to zero when the drift vanishes, completing the proof
of Theorem 1.

D.5 Proof for Theorem 2

Theorem 2 is supposing that one modality (say modality 1) experiences a persistent, large drift so
that for all ¢t > t

Aep =& — ) > 5, >0, (46)

where 6,4 is a fixed positive constant. Under the fusion-weight update of Lemma 2 with step-size &,
chosen so that ko dgep < 1, the following hold:

(11,0
ko Ogap

1. oy = Oinatmost T < { W steps (finite-time convergence to the boundary).

2. Thereafter, t > to + 7', the closed-loop error e; evolves as a single-modality system using
only modality 2 and thus satisfies the UUB and asymptotic convergence properties of
Theorem 1 with “drift" replaced by the residual error of modality 2 alone.

Since Ae; > 0gap > 0 for all ¢ > ¢o, Lemma 2 guarantees
Q1 = O — kaAet <ap— kaégapy 47
until « first reaches the boundary at 0. By induction, after m steps

Qpotrm < gy — mkozagap- (48)
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Hence, ayy4+ym < 0 as soon as

Oéto
m > ) 49)
K Ogap
Because m must be an integer, the first time « hits zero is
. at[)
T =min{m : agy4m <0} < { -‘ . (50)
kadgap

At that step, the projection in the update forces o, -+, = 0, and thereafter o, = 0.
Fort >ty + T, with oy = 0, the fusion component relying on modality 1 is entirely disabled. The
joint update (Eq. (1) in the paper) then reduces to the single-modality-2 learning-control system:

err1 = er —mig® (er) + 67 + 7 + pl?, (51)

where each term now refers only to modality 2 (its drift 5152), its gradient effect g(?), etc.), and the
small remainder p§2) captures any residual fusion-weight logic (now inactive).

By the same Lyapunov argument used in Theorem 1, invoking Lemma 1 with the single-modality
terms in place of the joint ones, we conclude that:

UUB: There is an 6532) (determined by the bound on Hdt@) ) such that |e;| enters and remains within

le:| < 5532).

Asymptotic convergence: If 6§2) — 0, thene; — 0 ast — oo.

Thus, once the faulty modality is fully down-weighted, the system behaves like a stable, single-
modality learner and inherits all the stability and convergence guarantees of Theorem 1, but now
concerning modality 2 alone. This completes the proof of Theorem 2.
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E Additional Experiment Details

We conducted a series of experiments to empirically validate the theoretical contributions of LS-OGD
and its capacity to address key challenges in multimodal concept drift. Our setup is designed to
simulate real-world scenarios where data distributions change over time, impacting model perfor-
mance. We compare LS-OGD against a static baseline to demonstrate its adaptive capabilities. The
experiments are built upon the M3A misinformation dataset, chosen for its relevance to dynamic,
real-world information streams.

E.1 Dataset and Preprocessing

We utilize the M3A dataset, which contains multimodal samples (text and images) relevant to
misinformation detection. Table[T]and Figure 3] present the descriptive statistics of the dataset used in
this study.

Table 1: Dataset statistics for text and image modalities (the length of each text sample and the size
of each image sample are calculated at the token-level and pixel-level, respectively)

Text Images

# Samples Max Length ~ Avg. Length | Percentage ~Max Size Avg. Size

Real 708,425 77 60.21 67.56% 2,523,960 1,005,724.74
Fake 340,150 77 38.34 32.44% 2,523,960 1,019,480.79

M3A Distribution of Samples

Label
120000 1 mmm Fake Samples
mmm Real Samples

100000 -

80000 +

60000

Number of Samples

40000 -

20000

o
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
Year

Figure 5: The distribution of samples in the M3A dataset we used in experiments (per year per label)

Following the methodology in this paper, we structure the experiment into two main phases:

Phase 1 (Stable Environment): Data samples are chronologically ordered based on the year column.
Samples from years up to and including 2014 are used for initial model training. This phase represents
a period of relatively stable data distribution.
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Phase 2 (Drifting Environment): Samples from years after 2014 are used to simulate the operational
deployment phase where concept drift is introduced.

E.2 Experimental Setup
E.2.1 Multimodal Model Architecture

Our multimodal classification model consists of three main components: text encoder, image encoder,
and fusion module. We use a pre-trained CLIP-ViT model as the text encoder. The model processes
input text to extract semantic features, and a linear head projects these features to a single logit for
binary classification. The same ViT model is also employed as the image encoder. Similarly, it
processes images to extract visual features, followed by a linear head for logit generation. Regarding
the fusion module, the logits from the text and image encoders are combined using a weighted average
fusion mechanism, as described in Section E] (Eq. (1) in the paper). This module has a learnable

parameter, «;, that balances the contribution of each modality: z; = (1 — «) - z,EteXt) +ay - zﬁimage).

E.2.2 Concept Drift Simulation

In Phase 2, we introduce concept drift into the data stream to test the adaptability of LS-OGD. Based
on the configuration, we simulate both image and text modality drifts. For the image modality drift,
visual data is degraded by JPEG compression with quality set to 50, addition of Gaussian noise with
a standard deviation of 0.05, and application of Gaussian blur with a radius of 3.0. Regarding the text
modality drift, textual data undergoes semantic shifts through keyword replacement and appending a
fixed phrase to text samples. The configuration allows drift to be applied to all samples or targeted to
a specific class.

E.2.3 Baseline

We compare LS-OGD against a static baseline. This baseline model is identical to the LS-OGD
model architecture but is trained only during Phase 1. In Phase 2, its parameters remain frozen. This
baseline represents typical multimodal models that do not adapt to concept drift post-deployment.

E.2.4 LS-OGD Implementation

The LS-OGD framework is implemented as an adaptive controller that interacts with the learning
process during Phase 2. First, a drift signal is estimated by monitoring the model’s accuracy over
a sliding window (size of 100 steps). A significant drop in accuracy indicates potential drift. This
aligns with the drift detection mechanism described in Section [3]of the paper. Second, regarding the
learning rate adaptation, if the drift signal exceeds a high threshold (0.7), n; is increased by a factor of
1.5. If it exceeds a moderate threshold (0.2), 7, is decreased by the same factor. The learning rate is
bounded between le-7 and le-2. Last, for the fusion weight adaptation, if moderate drift is detected,
and the type of simulated drift suggests a particular modality is compromised, the controller adjusts
the internal raw logit for a; by a step of 0.25 to shift reliance towards the more stable modality.

E.2.5 Training and Evaluation Procedure

The experiment follows a two-phase procedure:

Phase 1 (Initial Training): The multimodal model (both for what will become the static baseline
and the initial state of LS-OGD) is trained on the stable dataset partition for 1000 steps.

Phase 2 (Adaptation and Evaluation under Drift): For the static baseline evaluation, the model
parameters from Phase 1 training are loaded and frozen, and they are used to evaluate on the drifted
data from the Phase 2 partition. Regarding LS-OGD adaptation, the model parameters from Phase 1
training are loaded, and the controller is activated. The model continues to train on the drifted data
from the Phase 2 partition for 3000 steps, with the controller dynamically adjusting 7, and o;. In
addition, models are trained using the AdamW optimizer with an initial learning rate of 5e-4 and a
weight decay of 0.001. All experiments are seeded for reproducibility.
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E.3 [Evaluation Metrics
To evaluate the performance and characteristics of LS-OGD and the baseline, we track several metrics
throughout Phase 2:

F1-Score: The harmonic mean of precision and recall, providing a balanced measure for binary
classification.

Loss: The binary cross-entropy loss.
Learning Rate (7);): The dynamic learning rate applied by LS-OGD.

Fusion Alpha (o;): The dynamic fusion weight used by LS-OGD, indicating reliance on text vs.
image modality.

Estimated Drift Signal (J; proxy): Our drift detection mechanism’s output quantifies the perceived
change in data distribution based on performance degradation. This is an empirical proxy for J;
(Axiom 1 in the paper).

Controller Action: The specific adaptation action taken by the LS-OGD controller at each step.

Controller Cost: An assigned cost for each controller action, allowing for analysis of the cumulative
cost of adaptation.

Error Signal (e;): Defined as 1-Accuracy, this is the error signal monitored by the system.

Delta Error Signal (Ae;): The change in the error signal from the previous step, e; — e;_1. This
metric serves as an empirical proxy to observe the error dynamics and the behavior of the Lyapunov

function candidate V () = % - €2, as discussed in Lemma 1 and Theorem 1 of the paper.

Delta Error Signal (Lyapunov Proxy)

— De(t)=e(t)—e(t-1)

0.4 4

0.2+

Change in Error Signal

-0.2 1

1000 1500 2000 2500 3000 3500 4000
Global Steps (Phase 2)

Figure 6: Delta Error Signal for the LS-OGD Model during Phase 2

E.4 Additional Results

Our experiments used 4 NVIDIA A100 GPUs with 110 GB of CPU memory per job, which averaged
20 hours of execution.

Figure [6]is an empirical proxy for observing the behavior related to the Lyapunov stability analysis
presented in Lemma 1 and Theorem 1. The Lyapunov function V () = %ef is stable if its change
AV (t) is generally bounded. While this plot shows Ae; rather than AV (t), Ae; frequently becomes
negative (error is decreasing), supporting the idea that the adaptive controller effectively drives the
error down after perturbations. The bounded nature of these fluctuations suggests that the error is not
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F1 Score Comparison
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Figure 7: The Comparison between the Static Baseline F1 and LS-OGD F1 over Phase 2

growing uncontrollably, which aligns with the concept of UUB of the error e;. UUB implies that
the error will remain within a certain bound even under persistent drift. Positive spikes in Ae; are
expected when concept drift occurs, as the existing model becomes misaligned with the new data
distribution, causing an increase in error. The LS-OGD controller’s role is to take corrective actions
to make subsequent Ae; values negative, thereby reducing the overall error e;.

Cumulative Controller Cost

Cumulative Cost

—— Cumulative Controller Cost

1000 1500 2000 2500 3000 3500 4000
Global Steps (Phase 2)

Figure 8: Cumulative Controller Cost for the LS-OGD Model Throughout Phase 2

Figure [7) supports the effectiveness of the LS-OGD framework. The near-zero F1 score of the
static baseline highlights the detrimental impact of concept drift on non-adaptive models. LS-OGD
maintains a much better F1 score, indicating that it can adapt its decision boundary and modality
reliance to changing data. The variability in LS-OGD’s F1 score indicates a continuous learning and
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adaptation process, with the system constantly trying to catch up with the drift. This result aligns
with the paper’s goal of developing a robust multimodal learning system under concept drift.

Figure [§] provides insight into the “operational overhead" of the LS-OGD adaptive controller. While
adaptation is crucial for maintaining performance under drift, it does not come for free. Each
adjustment might represent a change in system state that could have other minor costs. The shape
of this curve can be correlated with other plots. For instance, periods of rapid increase in controller
cost would likely correspond to significant activity in Figure 3| such as changes in learning rate or
fusion alpha. Analyzing this cost is important for practical deployments. A controller that adapts
effectively but at a high cumulative cost might be less desirable than one that achieves a good
balance. The current costs are proxies in our experiments. In a real system, these could represent
actual computational overhead, risk associated with change, or resource consumption. This figure
helps quantify how “active" the controller needs to be to manage the specific drift scenario in the
experiments.
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F Test-Time Adaptation (TTA) vs. LS-OGD

Most TTA methods predominantly utilize a fixed, single-modal model for inference, operating
without access to labels or source data. These approaches typically focus on minimizing prediction
entropy and, in some cases, adjusting normalization layers. The primary objective is to achieve
rapid and lightweight adaptation to a stationary or slowly drifting target domain, as exemplified
by approaches like Tent [31]]. In contrast, the LS-OGD framework addresses the challenges posed
by streaming, potentially non-stationary multimodal inputs that exhibit modality-specific drift. It
introduces a controller capable of jointly adjusting both the learning rate and the fusion weight in real
time. Additionally, LS-OGD offers Lyapunov-style stability guarantees, a feature notably absent in
traditional TTA methodologies.

Canonical TTA techniques [31]] enhance model confidence through entropy minimization, typically
employing only test batches to update batch normalization (BN) affine parameters and/or running
statistics. Subsequent variants aimed at stabilizing this objective include CoTTA [32], which in-
corporates model and augmentation averaging alongside stochastic weight restoration to mitigate
forgetting induced by continual data drift. Additionally, SAR [24]] employs filtering of high-gradient
and noisy samples while executing sharpness-aware entropy minimization, thereby avoiding perfor-
mance collapse in dynamic and varied data streams. In contrast, LS-OGD introduces a different
adaptive approach by focusing on the adaptation of the global learning rate and a time-varying fusion
coefficient, a(t). This method conceptualizes prediction error as a feedback signal within a control
loop, utilizing error trends to strategically schedule plasticity and adjust modality weights in response
to drift, an adaptation mechanism not addressed by pure entropy objectives.

Furthermore, a significant portion of TTA research focuses on the evaluation of static corruptions or
gradually varying sequences. In contrast, when evaluation shifts to continual TTA, methodologies
must address challenges such as error accumulation and catastrophic forgetting. The framework
of CoTTA [32] has been established to formalize continual TTA, demonstrating that naive updates
based solely on entropy tend to degrade performance over time. CoTTA proposes enhancements
such as weight and augmentation averaging, along with stochastic restoration, to mitigate these
issues. Subsequent studies, including NOTE [13]], EcoTTA [28]], and SoTTA [[14]], have contributed
to additional robustness under non-independent and identically distributed (non-IID) streaming data
and have also addressed constraints related to memory and noise that deviate from the main interest.
LS-OGD presents a framework explicitly designed to tackle bounded yet recurring drift, providing
theoretical guarantees concerning error bounds during the presence of drift and ensuring convergence
when the drift subsides. This formulation offers a principled alternative to approaches that rely solely
on heuristic stabilization methods.

Moreover, recent advancements in contemporary TTA emphasize empirical stability through various
methods, such as sharpness-aware updates for achieving flat minima, entropy ranking/filtering
techniques, and protected online self-training combined with change-point detection. However, these
approaches still fall short in providing guarantees regarding closed-loop behavior in the presence of
drift. The LS-OGD framework introduces a Lyapunov-based analysis that ensures bounded error
under drift conditions and demonstrates convergence following instances of drift. This framework
allows for the tuning of adaptation laws within stable gain regions, thereby incorporating control-
theoretic rigor into the process of online model updates.
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G Limitation and Broader Impact

Limitation: While LS-OGD offers robust theoretical guarantees and adaptive capabilities, several
limitations must be considered. The framework’s practical effectiveness, particularly regarding
the dynamic adjustments of fusion weights (as supported by Theorem 2), heavily relies on the
accuracy of the underlying drift detection mechanism and the reliable estimation of modality-specific
error contributions. In highly entangled multimodal drift scenarios, where changes in different
modalities are strongly correlated or the individual impacts of errors are difficult to separate, the
current controller’s error-based attribution logic may face significant challenges.

Furthermore, LS-OGD introduces several control-specific hyperparameters, such as adaptation gains
(ky, ko) and various drift detection thresholds (e.g., Wiiist, Bcomp, Tarop)- Although our theoretical
results indicate stability for “appropriately small" gains, optimal tuning to achieve both rapid adap-
tation and maximum stability in practice may require careful empirical validation across different
datasets and drift characteristics.

Moreover, while Axiom 1 supports our stability proofs, the system’s performance and guaranteed
stability margins during exceptionally rapid or severe drift events, those that significantly violate
this boundedness assumption, need further empirical investigation. Finally, the current adaptation
focuses primarily on learning dynamics (via 7;) and inter-modality reliance (via o). Future research
could explore extending adaptive control principles to the internal architectural components or feature
representations within the modality-specific encoders, which may enhance resilience to evolving data
characteristics.

Additionally, another limitation of the current framework is its dependence on accurate supervised
feedback during the test phase to effectively drive the controller. This approach diverges from
optimizing unsupervised criteria, such as prediction entropy, or from stabilizing continual data
streams without supervision. Such reliance raises a practical challenge, creating a disconnect between
the theoretical guarantees presented in the paper and real-world applications characterized by limited
labels. To address this gap, two future research directions are proposed. First, the analysis could
be extended to accommodate noisy or weak feedback, thereby allowing the controller to leverage
imperfect signals that are prevalent in uncontrolled environments, such as clicks or upvotes. Second,
it is advisable to eliminate the dependency on supervisory uncertainty as feedback for the controller.
In this context, deep ensembles emerge as a well-validated, label-free proxy for monitoring epistemic
uncertainty online, facilitating the detection of shifts and enabling appropriate adaptation strategies.

Broader Impact: The development of the LS-OGD framework, which combines control-theoretic
stability guarantees with multimodal artificial intelligence (Al), represents a significant step toward
creating trustworthy adaptive Al systems that can be more safely deployed in dynamic, real-world
environments. Beyond its immediate theoretical contributions, our approach can serve as a blueprint
for enhancing continual learning and robust adaptation in domains with inherent non-stationarity and
multimodal data.

In autonomous vehicles (AV) design, ensuring operational reliability under constantly changing
conditions is critical. AVs rely on a combination of sensors, and their data characteristics can shift
due to weather, lighting, sensor degradation, or novel road scenarios. The LS-OGD’s principles of
adaptive fusion could enable an AV’s perception system to dynamically re-weight sensor inputs,
reducing reliance on a modality compromised by fog or glare while prioritizing others. Importantly,
Theorem 1 offers a pathway to more predictable and verifiable adaptation behavior. The ability to
adapt the learning rate would allow AVs to quickly learn from new, unexpected encounters on the
road while maintaining overall system stability.

For national security applications, intelligence analysis frequently involves fusing information from
disparate multimodal sources, including satellite imagery, textual reports, signals intelligence, and
open-source media. The operational environment is characterized by adversaries actively changing
tactics, the emergence of novel threat signatures, and evolving geopolitical landscapes. They all are
different forms of concept drift. An LS-OGD-like system could provide robust decision support
by adaptively integrating these diverse data streams, automatically down-weighting sources that
become outdated, compromised, or intentionally deceptive. The stability guarantees ensure that
analytical tools remain reliable even as threat patterns evolve, allowing for more consistent situational
awareness and the potential for early detection of novel anomalous activities by adapting to new
“normal” baselines.
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The challenge of misinformation detection also benefits from stable multimodal adaptation. Misin-
formation campaigns are increasingly sophisticated, blending text, images, and video, and rapidly
evolving their narratives, visual styles, and distribution tactics to evade detection. The ability of
LS-OGD to adapt its fusion strategy is critical. For example, it could learn to prioritize visual cues if
textual components become more anodyne to bypass filters, or vice-versa, as discussed in our problem
formulation. By continuously adapting to these shifting tactics with bounded error (Theorem 1),
LS-OGD offers a more resilient defense mechanism than static models that quickly become obsolete,
thereby contributing to a more informed public discourse.
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of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Although this paper is submitted to the theory track, we still provide empirical
analysis and experiments in both the main paper and Appendix E.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Anyone who is interested in reproducing our experiments
using M3A data must apply for access from their official GitHub repo:
https://github.com/Final You/M3A?tab=readme-ov-file. Our code is publicly available
online for peer review only at this link: https://github.com/IDontKnowWhoYouArel022/LS-
OGD_Review_ONLY

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All experimental setting and details have been provided in our Appendix E.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experiment statistics and evaluation metrics have been provided in Ap-
pendix E.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The experiments compute resources are reported in Appendix E.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The authors have reviewed the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts in the conclusion section and Appendix
F.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: NA.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited all resources we used in our reference.
Guidelines:

e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

36



13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: NA.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

37


paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:

Justification: LLMs were only used for editing purposes and do not impact the core method-
ology, scientific rigor, and originality of this research.
Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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