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Abstract

Transfer learning is a widely used technique in deep learning to leverage pre-trained
models for new tasks. A common approach to transfer learning under distribution
shift is to fine-tune the last layer of a pre-trained model, preserving well-learned
features from pre-training while also adapting to the new task or fully fine-tuning the
whole model. While significant progress has been made, the increasing complexity
of network designs, meta-learning algorithms, and differences in implementation
details make a fair comparison difficult. Moreover, no one solution works well in
all situations including situations with various target data sizes and types of domain
distribution. Inspired by model stitching, we propose a simple but novel transfer
learning methodology called ‘Self-Stitching’ that inserts one convolutional layer
called ‘stitching layer’ inside the feature extractor of a pre-trained model. As a
result, our proposed method shows an improvement compared to baselines like
linear-wise and cosine-wise transfer learning. It also achieves competitive results
to full fine-tuning, across various domain gaps and data sizes with fewer trainable
parameters, making it widely applicable and efficient.

1 Introduction

Transfer learning allows the reuse of pre-trained models on new tasks, drastically reducing the need
for large training sets and cutting down on training time for training a model on target domains. For
example, knowledge gained while learning to recognize cars could apply when trying to recognize
trucks. This approach has proven to be highly effective in fields where data is scarce or expensive
to generate, such as medical imaging. By using a pre-trained model, we can take advantage of
the features it has learned and apply them to the specific novel task, often achieving impressive
results with significantly less data. Moreover, transfer learning can also significantly reduce the
computational resources required, as the need for training from scratch is eliminated. This makes it a
highly efficient and cost-effective method for machine learning tasks.

Moreover, the traditional machine learning approach struggles to generalize quickly from limited
examples. As an extreme situation for transfer learning, Few-Shot Learning (FSL) [1} 2] enables
learning from a few examples. The FSL model leverages its ability to learn from limited data, often
by using prior knowledge or learned features obtained from a pre-trained model. The model might
also use techniques like data augmentation to artificially expand the dataset.

Transfer learning and few-shot learning have applications in several fields including medical diagnosis,
where data is scarce due to unavailability of data, privacy, safety, or ethics [3]]. With FSL, a model
can be trained on these few images to recognize the specific patterns or anomalies associated with the
disease. FSL also has applications in robotics [4], like replicating human actions and tasks where data
is scarce or hard to gather due to privacy or safety concerns, such as drug discovery [5] and language
translation [6]. This approach is also highly valuable in reducing efforts in gathering data and
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expensively retrain models in multiple scenarios such as image classification [7], image retrieval [8],
object tracking [9]], gesture recognition [[L0], image captioning, visual question answering [[11], video
event detection [12], language modeling [7] and neural architecture search [13].

Several machine-learning methods try to
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Figure 1: Comparison between traditional transfer learn-
ing and the proposed Self-Stitching approach, which
adds an extra layer to enhance the model’s flexibility
and learning capacity.

In this work, we propose a novel transfer learning approach for adapting models to new tasks. Inspired
by "model stitching" [22| 23], we enhance model plasticity by inserting a single convolutional
"stitching layer" at a specific point during fine-tuning. We focus on fine-tuning image classification
tasks across multiple datasets, varying data sizes, and diverse domain gap scenarios. Our main
contributions are as follows:

 Self-Stitching: We present a novel experiment that adds an extra layer to a pre-trained
feature extractor in the transfer learning process, enabling the adaptation of a pre-trained
model to a new task using a single additional layer. This method enhances the model’s
flexibility and learning capacity for tasks beyond its initial training performance and is
significantly better than linear-wise transfer learning and performs as well as full fine-tuning.

* Comparison across various data sizes and domain gaps: We evaluate the effectiveness
of the stitching layer and other baseline methods across multiple data sizes and domain
gaps. Our results demonstrate that Self-Stitching performs consistently well in transfer
learning tasks, serving as a robust alternative to both linear-wise transfer learning and full
fine-tuning. It adapts effectively to both small and large training datasets while maintaining
strong performance across diverse domains.

* Stitching position and pattern analysis: We conduct a comprehensive exploration of
stitching in different model positions. We found that in our task, Self-Stitching works
best when added in the middle-later part of the model. Moreover, the accuracy of each
Self-Stitching position doesn’t vary much showing the robustness of the proposed method.

2 Related works

Transfer learning Prior research has explored the use of fine-tuning to adjust pre-trained models to
new, specific tasks [24, 25, [26]). This involves slightly altering the features a model learned during its
initial training to make it work better for a new type of data. To ensure that the valuable information
learned in the initial training isn’t lost, several researchers have suggested different ways to keep the
fine-tuning process under control. Some of these methods include keeping certain parts of the model



unchanged to avoid fitting the model too closely to the new task, which can lead to poor performance.
Full fine-tuning and linear-wise transfer learning or linear probing are widely used transfer learning
methods. Specifically, there is a significant body of research, including recent large-scale studies, that
demonstrates the superior performance of FT over LP in-distribution (ID) [27, 28 |29, [15]]. There are
a variety of other fine-tuning approaches including the following works both in the field of language
and vision [30, 31} 132133 [34] 35]]. Moreover, transfer learning is also being leveraged in few-shot
learning task where training data is limited. Some of the approach are linear-wise (linear probing)
and cosine-wise transfer learning [14,[15]], meta-learning [[16} 17, 18], embedding learning [9} |19\ [7],
and generative modeling [20, [1, 21]]. Our work is built on these works, especially by [14] which
deeply investigated linear-wise (linear probing) and cosine-wise transfer learning.

Model stitching Model stitching is a method primarily introduced as a way to study the internal
representation of models [22]. The method itself was revisited and extended in 2021 as an approach
to identify if two models learn similar representation [23]. The following are numerous works on
applying model stitching in several ways to reuse pre-trained models. For instance, Deep Reassembly
uses stitching layers as connectors between several amputated neural network modules [36]. Moreover,
Stitchable Neural Network (SNNet) explores stitching transformer-based models together and studies
the stitching strategies between different sizes of the model [37]. Previous works usually train the
stitching layer on the same dataset as the model is trained. This work, however, expands the horizon
of model stitching by using a stitching layer as an additional trainable layer and trains it on a different
model distribution to see if the model can adapt to the new task. This way we can tackle domain
adaptation while utilizing the learned representations of pre-trained models in the new task.

3 Self-Stitching

Transfer learning typically involves either full fine-tuning of target data or retraining only the classifier.
The first option is computationally expensive and can overfit, while the second does not update the
pre-trained model’s parameters. We propose a method that integrates additional learnable parameters
within the pre-trained feature extractor to efficiently adapt to new tasks, with performance comparable
to full fine-tuning. Our system follows a standard transfer learning pipeline: (1) pre-training, (2)
fine-tuning, and (3) evaluation.

3.1 Problem setup

Throughout this paper, we use the terms ‘source’ as the data for pre-training and ‘target’ as the data
for fine-tuning. For given N classes with K labeled examples per class, the source data is denoted as
Dae = {(zi,y:) } 5K and the target data is denoted as Dyg = { (2, y}) } V3. The goal is to adapt
the model trained on the source data (f*7¢(x)) to the target data forming a target model (f19¢(x)).
Each model are comprised of a feature extractor fy and a classifier C' (- | W5). The loss function is

denoted as Lpreq. The objective is to minimize the loss on the target data Dygt.

3.2 Pipeline

Our proposed system consists of 3 stages which are pre-training, fine-tuning, and evaluation. The
objective is to achieve high accuracy with a low loss on target data by leveraging the knowledge
from a pre-trained model from source data Dg,. and applying it to the target data Dyg¢. The source
distribution and target distribution can be from the same or different distributions.

Training stage We first trained a model’s feature extractor f5"° and classifier C' (- | W) on a source

dataset from scratch by minimizing a standard cross-entropy classification loss L. The model is
trained to minimize the loss on the source dataset Dg,.. In this setup, d represents the dimension of
the encoded feature and c stands for the total number of output classes. The classifier, denoted as
C(.|Wp), is composed of a linear layer, represented as Wl fy(z;), which is subsequently followed
by a softmax function, denoted as o.

Fine-tuning stage To adapt the model quickly to novel target classes, we fix the pre-trained model
parameter 6 of our feature extractor fy. Then we add a trainable convolutional layer at a specific
position of the model called a ‘stitching layer’ initiated as an identity matrix and reinitialize the
model’s classifier C (- | W},) with random weights C' (- | W,,). We fine-tune this new model by only



updating the parameters of the stitching layer and the classifier layer by minimizing £,cq on target
data Dyg. In the few-shot setting, this fine-tuning stage is done by using only a few target data. In a
vanilla setting, this fine-tuning stage is done by using all target data.

Evaluation stage To evaluate, the ability of our target model, we test our model on a test set and
compare the accuracy. This process utilizes the top 1 accuracy metric which is the percentage of the
time that the model’s prediction is the same as the ground truth label. The accuracy used to compare
each method is the maximum accuracy across all epochs.

3.3 Detailed analysis of the Self-Stitching

Self-Stitching is a technique specifically designed to add a trainable parameter to a pre-trained model
in domain adaption tasks. We first train the model on a source dataset and then add a stitching layer
to the pre-trained model. The goal of this model is to allow a single pre-trained model an extra
trainable layer that can quickly adapt to new tasks without interrupting any information learned
from the previous model. The proposed method can be structured as follows: Concretely, we
begin with a model pre-trained on a source dataset, denoted as f*"¢. We can expand f*"¢ into
[ = f2rCo fir o ..o f37¢ o fi7¢, where each layer f; has parameters 6;. We then introduce a
stitching layer that acts as a fast adapter to new tasks, effectively transforming the pre-train model
fé¢into ft9t. The goal is to minimize the loss of the target data as follows:

Lige(f'") = E(og)mn,, [0 (2),y)] )

Denote s as a stitching layer that includes 2 batch normalization and a convolutional layer in between,
as proposed in [22} 23], we aim to achieve this by constructing a stitched model as follows:

f19 (@) == frCo 0 fifS 050 fiT 0 0 i @)
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where we use ¢ that can minimize the loss of the target data L4 (f"9") solving the following
optimization problem:

. L 01,....06,...,00)), 4
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where ﬁtgt represents the empirical loss on the target task, and f(6y,...,0,,...,0,) symbolizes the

fine-tuned model with the stitching layer integrated. The parameters 6; for layers not selected for
fine-tuning (i ¢ S) remain at their pre-trained values.

Where and what to stitch Previous work on surgical fine-tuning [38]] has shown that the optimal
layer to fine-tune depends on the type of distribution shift. Specifically, fine-tuning earlier layers is
most effective for input-level shifts (e.g., image corruption), while fine-tuning later layers works best
for feature-level shifts, such as subgroup shifts, where differences exist between subgroups of the
same class. In our study, we redefine transfer learning within CIFAR-100 as a subgroup shift, as it
involves adapting a model to different classes within a similar distribution. Consequently, fine-tuning
later layers, as we do in Self-Stitching, results in improved performance compared to adjusting earlier
layers. Our results align with the findings from surgical fine-tuning, confirming that later layers play
a crucial role in handling distribution shifts.

Previous work on SNNET has also mentioned stitching position and stitching direction in the
paper [37]. They mentioned that stitching from the smaller model to the larger model, no skip
stitching, and no stitching backward (meaning that they emphasize the importance of stitching to the
next layer). However, they didn’t mention the analysis of the transfer learning ability of the stitching
layer.

Can Self-Stitching outperform standard fine-tuning? In this part, we discuss the reason why
Self-Stitching can outperform baselines like linear-wise and full fine-tuning. Since linear-wise
transfer learning only optimizes the last layer, we can’t say that the feature extractor is optimized



for the target dataset. In contrast, Self-Stitching dynamically updates the feature extractor, ensuring
better adaptation to new tasks, especially in the many-shot regime.

Compared to full fine-tuning, Self-Stitching offers a more stable approach, especially when data is
limited. The reason is that full fine-tuning of the whole model can lead to overfitting where the feature
extractor couldn’t generalize properly to the test datasets. This instability can prevent the model from
converging to an optimal solution during fine-tuning. On the other hand, Self-Stitching is a more
stable method as it only adds a small number of trainable parameters to the model and is less likely to
lead to overfitting as the model has a lower number of trainable parameters. We utilize this property
to realize both the efficiency and the generalization ability of the model making Self-Stitching widely
applicable across different transfer learning tasks.

4 Experiments

This study aims to assess whether the proposed method results in a model with improved performance
compared to the normal transfer learning approach such as linear-wise transfer learning, cosine-wise
transfer learning, and full fine-tuning in various settings.

4.1 Experimental settings

We used the CIFAR100 [39]] and CUB-200-2011 [40] datasets to examine adaptability in in-domain
transfer learning. CIFAR100 was split into two: 50% of classes for source and the rest for target, with
different shots across various experiments.

To test the proposed method’s ability in cross-domain transfer learning, we also conducted transfer
learning experiments using mini-ImageNet [41] as the source dataset and Caltech101 [42]], GTSRB
[43], MNIST [44]], and Food101 [435] as target datasets. These datasets were chosen based on the
varying levels of domain gaps highlighted in [46], allowing us to demonstrate that our method works
effectively across both large and small domain shifts.

For the low-shot experiment, we used the CUB dataset, which contains 11,788 images for fine-grained
classification. The model was pre-trained on ImageNet and evaluated in a 5-way classification task,
extending to 400 epochs due to the task’s complexity. The testing scenarios included 5, 20, and 30
shots.

Our experiments used ResNet architectures (18, 34, 50 layers), focusing on later-layer stitching
to adapt the model for subgroup shifts. The ’stitching index’ refers to specific insertion points for
the stitching layer in the ResNet structure, applied immediately before a set of residual blocks. A
stitching index of 1 is applied before conv2_x, index 2 before conv3_x, index 3 before conv4_x,
and index 4 before conv5_x. The citations convl, conv2_x, conv3_Xx, conv4_X, and conv5_x are
the names of the layers in the ResNet architecture following the naming convention in the original
paper [47].

Adam optimizer with a learning rate of 0.001 was used in the pre-training phase, while SGD with
a learning rate of 0.01 momentum of 0.9, and weight decay of 0.001 was used for fine-tuning. We
set the batch size of 128 for 100 epochs for pre-training and batch size of 32 with 200 epochs for
fine-tuning. The top-1 accuracy served as our evaluation metric, gauging the model’s prediction
accuracy against actual labels, especially in few-shot settings.

For baselines, we compared our Self-Stitching approach to linear-wise transfer learning (linear prob-
ing), cosine-wise transfer learning, and full fine-tuning, noting the trade-offs between performance,
computational demand, and overfitting risks.

For evaluation, we use the maximum accuracy achieved across all epochs. In episodic training, such
as in few-shot learning, we report the average of the maximum accuracy from each episode. This
approach reduces bias from selecting a specific set of n-shots by randomly sampling multiple sets of
n-shots and retraining the model episodically.

Our experiments and codes are largely inspired by the implementation from [14]. For certain tasks,
such as 5-shot classification using linear probing, our results are consistent with the reported results
in the study. This ensures that our baseline comparisons are aligned with established methods in the



field, allowing for a fair evaluation of the proposed Self-Stitching approach against existing transfer
learning methods.

4.2 Experimental results

In domain transfer learning: 50 classes as source and target The first experiment conducted in
our study presents a comparative analysis of transfer learning methods applied to various ResNet
architectures on the CIFAR100 dataset, shown in table |} The dataset was randomly divided into
two equal parts, each representing 50% of the classes. These subsets of data serve as the source
and target dataset of transfer learning tasks in the ResNet-18, ResNet-34, and ResNet-50 models.
These comparisons underscore the impact of network depth on the transfer learning ability of learned
features.

For the pre-trained models trained on the source dataset (labeled as ‘Pre-trained’), we observed that
ResNet-18 and ResNet-34 showed similar accuracy levels, with ResNet-18 slightly outperforming
ResNet-34 at 50.90% and 50.04%, respectively. The deeper ResNet-50 model initially had a lower
accuracy of 48.76%, showing the relationship between the depth of each model and the power in the
classification task.

These pre-trained models are further used for fine-tuning the target dataset which is the other 50% of
classes. The ‘Linear’ column denotes the accuracy of the linear classifier trained on the target dataset.
The ‘Cosine’ column represents the accuracy of the cosine similarity-based classifier trained on the
target dataset. ResNet-18 achieved 39.56%, ResNet-34 achieved 37.30%, and ResNet-50 achieved
40.22% accuracy in linear-wise transfer learning. The use of cosine-wise transfer learning also
resulted in lower accuracy than the linear-wise baseline, with accuracies of 31.98% for ResNet-18,
26.68% for ResNet-34, and 26.42% for ResNet-50.

The ‘Self-Stitching’ column denotes the model’s accuracy with the stitching layer trained on the
target dataset. Our proposed Self-Stitching method, where we strategically insert trainable layers,
outperformed both the linear-wise and cosine-wise baselines. ResNet-18 reached 43.00% accuracy,
ResNet-34 reached 42.84%, and ResNet-50 showed a similar performance at 42.3%. Note that the
result shown in this table yields from adding a stitching layer at the middle of the model which is
before the third residual block.

We observe that the Self-Stitching method outperforms full fine-tuning in two out of three cases.
Specifically, Self-Stitching achieves the highest accuracy for ResNet-34 and ResNet-50 models,
compared to that of full fine-tuning with accuracies of 41.24% and 38.46% respectively. For the
ResNet-18 model, full fine-tuning slightly outperforms Self-Stitching with an accuracy of 43.38%
compared to 43.00%. These results demonstrate the effectiveness of the Self-Stitching method in
transfer learning scenarios, particularly when using ResNet-34 and ResNet-50 models.

Table 1: Final accuracy of transfer learning methods on CIFAR100 using ResNet models. The first
50% of classes were used for pre-training, while the remaining 50% were used for fine-tuning as the
target data.

50% of classes Other 50% of classes
Model Pre-trained Linear Cosine Self-Stitching Full fine-tune
ResNet-18 50.90 39.56  31.98 43.00 43.30
ResNet-34 50.04 37.30  26.68 42.84 41.24
ResNet-50 48.76 40.22 2642 42.30 38.46

Widely applicable transfer learning Moreover, we compared our Self-Stitching method with
other baselines across several sizes of target data (the other 50% of classes) including 1, 5, 10, 20, 50,
100, 200, and 500 shots. The objective of this experiment is to show that our Self-Stitching method
is widely applicable across different sizes of data in comparison to linear-wise transfer learning
which works well in few-shot data and full fine-tuning which works well when there is enough data.
According to fig.[2al The results show that in a setting where there isn’t enough data including in 1
and 5 shots, the linear transfer learning outperforms other methods. But when there is enough data,
such as more than 10 shots, our Self-Stitching outperforms the linear-wise transfer learning. These
results align with the results on table
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Figure 2: Side-by-side comparison of baselines and Self-Stitching variations.

When there is more data such as 500 shots, full fine-tuning where all parameters of the model are
fine-tuned outperforms the linear where only those of the last layer got fine-tuned, aligning with the
result from [[15]. In contrast, when there are fewer data(1-200 shots), full fine-tuning which adjusts
more parameters tends to overfit as the model fine-tunes more parameters than necessary resulting in
forgetting the relevant information from pre-training and failure to generalize against the new data.

For Self-Stitching, the result shows that Self-Stitching consistently performs better than linear fine-
tuning in the few-shot scenario especially when there is more data. Moreover, Self-Stitching can
also perform at the same level as full fine-tuning even when there is enough data with less trainable
parameters. This result shows that Self-Stitching is widely applicable across different sizes of data
and can perform well in both few-shot and many-shot learning settings.

According to fig. the best stitching positions are in the later layers (index 3-4) aligning with the
result in [38]] which mentioned that fine-tuning later layers is most effective for handling feature-
level distribution shifts. The accuracy across different stitching positions varies little, showing the
robustness of Self-Stitching. However, freezing the FC layer leads to worse performance compared to
reinitializing it, which contrasts with the source-free domain adaptation (SFDA) findings from [48]],
where freezing the FC layer is recommended. We believe the reason for this difference lies in the
nature of the source and target domains. In SFDA, the source and target share the same classes,
preserving the feature space structure and making FC layer fine-tuning unnecessary. In our case,
however, the source and target have entirely different classes, causing misalignment in the feature
space. Thus, reinitializing and fine-tuning the FC layer is essential for better adaptation to the target
task.

For Self-Stitching with a frozen fully connected layer, performance improves with later stitching
positions, though it still falls short of regular Self-Stitching. This may be because the stitching layer
placed at a later stage has more parameters than the one placed at an earlier stage.

Cross-domain: Self-Stitching across various domain gap sizes To test the effectiveness of the
proposed Self-Stitching method across a range of domain gaps, we performed transfer learning from
a model trained on mini-ImageNet as a source dataset to four distinct target datasets: Caltech101,
GTSRB, MNIST, and Food101, representing varying levels of domain shift. The results, shown
in table 2] indicate that the Self-Stitching method outperforms the linear baseline and is competitive
against full fine-tuning approaches across all datasets, with performance varying based on the stitching
position (index 1 to 4). For example, in the Caltech101 dataset, the accuracy increases progressively
from 75.12% (index 1) to 82.14% (index 4), exceeding the linear-wise baseline (72.75% ) and
converge to full fine-tuning (82.26% ). For GTSRB and MNIST, the accuracy of Self-Stitching
(particularly index 3 and 4) matches or closely rivals full fine-tuning, with Self-Stitching (index 4)
reaching 99.57% for GTSRB and 99.39% for MNIST. In the Food101 dataset, which presents a
larger domain gap, the performance gap is more evident, with Self-Stitching (index 4) achieving
43.91% comparable to full fine-tuning (45.61% ) and better than linear-wise baseline (32.71% ),
demonstrating the method’s adaptability across significant domain shifts.



Table 2: Accuracy of Self-Stitching across various target datasets.

Self-Stitching (Ours)
Target Index1 Index2 Index3 Index4 Linear Full fine-tune
Caltech101  75.12 73.91 79.72 82.14 7275 82.26
GTSRB 94.73 97.15 99.38 99.57  84.25 99.94
MNIST 98.13 98.53 99.12 99.39  95.99 99.47
Food101 32.32 34.06 3591 43.91 32.71 45.64

Linear-wise Self-Stitching (Ours) Full fine-tune

e Ve

b

Food101

Figure 3: Visualization of the feature space of Food101 on cross-domain experiment

To qualitatively assess the adaptability of Self-Stitching, the visualization of each method is shown
in fig.[3] Linear-wise learning struggles with high domain shifts, as evidenced by its less distinct
clusters. Self-Stitching(Index 4) improves the separability of the classes, showing tighter, especially
in the later stitching positions. Full fine-tuning achieves a similar distribution but at a much higher
computational cost. This visual representation further supports the numerical results in table [2}
where Self-Stitching, particularly at index 4, approaches full fine-tuning accuracy, demonstrating its
capability to handle large domain gaps like those in Food101 while requiring fewer parameters.

These results suggest that the Self-Stitching method can perform comparably to full fine-tuning
even in large domain gaps while requiring fewer trainable parameters. The ability to maintain high
performance across diverse datasets with varying domain shifts showcases its robustness and wide
applicability in different transfer learning scenarios.

Low-shot transfer learning on CUB In this

section, we delve into the experiment focus- Taple 3: Performance Comparison of Self-

ing on low-shot transfer learning, utilizing the  Stjtching and Linear Transfer Learning in Low-
CUB dataset. The model, pre-trained on the Shot Settings on CUB

ImageNet [41] dataset, is evaluated for its pro-
ficiency in generalizing to new, sparse data sce-  Method 5-Shot  20-Shot  30-Shot
narios - these are the shqts . A ‘shot represents oo 8117 8885 9051
the limited examples available for fine-tuning in Self-Stitching (Ours) ~ 78.96 90.4 91.09
each class of the target dataset.

According to table [3] the stitching layer per-

forms better in low-shot settings when a moderate amount of data (e.g., more than 5-10 shots) is
available. However, it is less effective than the linear layer in extremely low-data contexts, like 1 or 5
shots, due to the linear layer’s fewer parameters and simpler functions.

5 Conclusion

This study presents Self-Stitching, a new transfer learning method that improves model adaptability
by adding an extra convolutional layer to a pre-trained model. The method has shown strong results,
surpassing baselines and matching full fine-tuning performance, while offering wide applicability
to different data sizes. Specifically, Self-Stitching is better than linear-wise transfer learning in the
few-shot region and is competitive with full fine-tuning in the many-shot region. Despite requiring
manual selection of the stitching position, future work will automate the selection process and expand
validation to tackle data imbalance in image classification.
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Supplementary Material

5.1 Ablation study

Cross testing with 10 classes We established a nuanced experimental setting to rigorously test the
models’ capabilities. We designated classes 0-9 of the CIFAR-100 dataset as the source model, which
serves as the foundational knowledge base. We then systematically targeted this model to a series of
class segments, each encompassing a successive group of 10 classes. Specifically, we iteratively set
classes 10-19 as the first target segment, followed by classes 20-29 for the second target, and so on.
This segmentation created a structured framework that allowed for incremental cross-testing across a
diversified class range, with the final target segment comprising classes 90-99. This allows us to test
the original model without making changes to the original learned feature of the source model as we
only reinitialize the new stitching layer when we move to a new target segment.

The following table presents the outcomes of these methodological applications, offering a detailed
comparison of classification accuracies between the Self-Stitching technique and a linear baseline
approach.

As shown in table 4] our model can iteratively adapt to new tasks without interrupting the previously
trained parameters. Our model also yields better results compared to changing only the last linear
layer by average over 10% in top 1 accuracy.

Table 4: Comparison of Self-Stitching with linear-wise transfer learning on a small but wide dataset
(%)

Target Class  Self-Stitching Linear

0-9 (Source) 72.6 72.4
10-19 56.0 45.6
20-29 67.6 44.9
30-39 57.8 55
40-49 60.4 49.3
50-59 60.9 50.4
60-69 64.1 50.4
70-79 63.3 54
80-89 59.4 50.7
90-99 68.5 48.6

Visualization of feature space We visualized the feature space for linear-wise transfer learning,
Self-Stitching, and full fine-tuning during evaluation, using models from the cross-domain experiment
in table 2] This visualization highlights how adding a stitching layer significantly improves the
adaptability of the feature extractor, bringing it closer to the performance of full fine-tuning while
surpassing linear transfer learning.

The purpose of this visualization is not to show that Self-Stitching is necessarily superior to full
fine-tuning, but rather to demonstrate that adding a stitching layer can dynamically adapt the feature
extractor, making it nearly as effective as full fine-tuning. In fig. f] which visualizes the feature
space using full-shot training, Self-Stitching achieves feature clustering that is much tighter and more
separated compared to linear transfer learning, and comparable to full fine-tuning.

As seen in the fig. 4] for datasets like Caltech101, MNIST, Food101, and GTSRB:
* Linear-wise transfer learning shows scattered and poorly defined clusters, indicating that the
feature extractor isn’t optimized for the target task.

 Self-Stitching, particularly in the later stitching indices, demonstrates significantly im-
proved feature clustering, with clear class separations across all datasets, approaching the
performance of full fine-tuning.

* Full fine-tuning produces well-separated clusters with minimal overlap, which is the expected
outcome when the entire model is optimized for the target dataset.

12



Linear-wise Self-Stitching (Ours) Full fine-tune

Caltech101 ” *-
MNIST
Food101
ot - "»
&
w»
GTSRB * .- 0w v )
o -
5 " » -
[ ]

Figure 4: Visualization of the feature space from cross-domain transfer learning experiment.

This visualization confirms that Self-Stitching improves feature extractor adaptability with fewer
trainable parameters, especially in scenarios involving larger domain gaps like those seen with
Food101 and GTSRB.

Does increasing stitching position result in full fine-tuning accuracy? In this section, we
investigate the behavior of the performance of the target model when we increase stitching layers
throughout the model and fine-tune it based on the target data. As we compare our stitched model
with the fully fine-tuned model, the question is whether increasing the number of extra stitching
layers over the pre-trained model contributes to the increase in performance that would converge to
the performance of full fine-tuning.

The experimental results from table 5] demonstrate that the performance of the stitched models on
CIFAR100 varies depending on the number of layers stitched. When only one layer is stitched,
performance rates vary widely from 40% to 46.70%. Introducing stitching at two layers leads to an
average performance, as indicated by a 45% accuracy score. Adding stitching to three or four layers
seems to offer more stability, consistently yielding around 46% performance. In contrast, models
with two stitched layers exhibit more performance fluctuation, ranging from 42% to 46%. Notably, as
the number of stitched layers increases, the model’s performance progressively aligns more closely
with that of a fully fine-tuned model.

Weakly supervised setting with noisy label ~Table 6] presents an experiment evaluating the robust-
ness of transfer learning methods under various label noise conditions. The models are trained on
one 50% subset of the CIFAR100 dataset and tested on a different 50% subset, with noise levels set
at 0.1, 0.2, and 0.3. The experiment assesses the performance of pre-trained baseline, linear-wise and
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Table 5: The accuracy of the model when increasing the number of stitching layers at different
stitching index

Stitching Index  Fine-tuning accuracy

1 40.28

2 42.22

3 46.70

4 44.42
1,2 42.62
1,3 45.16
1,4 45.84
2,3 45.48
2,4 46.43
3,4 44.40
1,2,3 46.38
1,2,4 46.12
1,3,4 46.60
2,3,4 45.98
1,2,3,4 46.40
Full fine-tune 47.26

Table 6: Transfer learning performance with various levels of noise

50% of classes Other 50% of classes
Noise Level Pre-trained Linear Cosine Self-Stitching Full fine-tune
0.1 40.66 3252 26.88 37.00 37.50
0.2 32.18 25.16  21.12 27.60 28.80
0.3 21.4 21.38  18.90 23.82 23.58

cosine-wise transfer learning method, our proposed Self-Stitching method, and the full fine-tuning
approach under these conditions, highlighting their strengths and weaknesses in handling noisy data.

As shown in table[6] the results demonstrate the efficacy of Self-Stitching as a transfer learning
strategy, particularly in noisy data conditions. As the noise level increases from 0.1 to 0.3, traditional
methods like linear and cosine similarity approaches show a significant decline in performance.
However, the Self-Stitching method consistently outperforms other strategies, indicating its robustness
and potential as a reliable method in noisy environments. While stitching cannot outperform full
fine-tuning, the performance of full fine-tuning is on par with the performance of the stitching layer.

5.2 Self-Stitching’s variants

Adding ReLU after a stitching layer In our experiments, we investigated the impact of incorpo-
rating an activation function, specifically ReLU, after the stitching layer within the model. Since
normal Self-Stitching introduces a linear convolutional layer, the introduction of ReLU was intended
to inject non-linearity post-stitching, investigating the necessity of the activation function. The results
show that the ReLU activation function doesn’t contribute to the improvement of the performance of
the model.

Parallel Stitching Instead of directly inserting the stitching layer, we also explored an alternative
approach where the stitching layer operates alongside a specific stage of the original ResNet model,
akin to creating a bypass route that merges with the main flow at a subsequent stage. This method,
named ‘Parallel Stitching’ was designed to assess the impact of parallel stitching on the model’s
performance and to determine whether it could offer any advantages over the traditional stitching
approach. The results from these experiments are presented in table (/| The parallel stitching method
slightly outperforms the traditional stitching method when adding a stitching layer only in the earlier
stage.
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Table 7: Accuracy of Self-Stitching with and without ReLLU activation function and Parallel Stitching
Stitching Index =~ Without ReLU  With ReLU  Parallel Stitching

1 41.18 41.50 41.96
2 42.64 41.96 43.94
3 44.52 43.14 44.10
4 43.66 43.02 40.36

5.3 Transfer learning efficiency

The Self-Stitching method significantly reduces the number of trainable parameters compared to full
fine-tuning, yet achieves similar or better performance across wide domain ranges and data sizes.
According to table 8] Self-Stitching requires only 30,066 to 115,6146 parameters for ResNet-18,
ResNet-34, and ResNet-50 models, compared to the 11,202,162 to 23,610,482 parameters needed
for full fine-tuning. Though Self-Stitching uses more parameters than linear and cosine transfer
learning methods, Self-stitching consistently outperforms them. This reduction in parameters leads to
more efficient use of computational resources, faster training times, and lower memory requirements,
without compromising model performance.

Table 8: Parameter count comparison for different transfer learning strategies

Trainable Parameter [-]

Method
Time [order] ResNet-18 ResNet-34  ResNet-50
Linear 1 25,650 25650 102,450
Cosine 1 25,650 25650 102,450
- 1 13 30,066 30066 106,866
Self-Stitchingat 13 30,066 30066 169266
L 3 13 42,674 42674 367.154
specific stitching index 13 92,466 92,466 1,156,146
Full fine-tune 65 11202162 21310322 23.610.482
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