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Abstract
The goal of Text-to-SQL task is to map natural language queries into equivalent
structured query languages(NL2SQL). On the WikiSQL dataset, the method used by
the state-of-the-art models is to decouple the NL2SQL task into subtasks and then
build a dedicated decoder for each subtask. There are some problems in this method,
such as the model is too complicated, and the ability to learn the dependency
between different subtasks is limited. To solve these problems, this paper innova-
tively introduces the sharing mechanism of multi-task learning into the NL2SQL
task and realizes sharing by letting different subtasks share the same decoder.
Firstly, sharing decoders for different subtasks can effectively reduce the complexity
of the model, and at the same time, allows different subtasks to share knowledge
during the training process so that the model can better learn the dependencies
between different subtasks. This paper also designed a re-weighted loss to balance
the complexity of the SELECT clause and the WHERE clause. We have evaluated
the method in this article on the WikiSQL dataset. The experimental results show
that the accuracy of the proposed model is better than state-of-the-art on the
WikiSQL without execution guided decoding.
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1 Introduction

With the development of digitization, more and more data are stored in the database. These
databases contain a lot of knowledge. Therefore, allowing users to interact with the database
using natural language is a research goal with notable applicable value [16], and the goal of the
Text-to-SQL task is to allow users to interact with the database using natural language. At
present, SQL statements that only involve a single table and simple query still play an
important role in practical application [9]. Therefore, this paper further researches the NL2SQL
model based on the WikiSQL dataset, which only contains single table and simple query.

The WikiSQL dataset released by Zhong et al. in 2017 contains 80,654 natural language
questions, which correspond to manually annotated SQL query statements and data tables [20].
The publication of WikiSQL datasets has greatly stimulated people’s enthusiasm for the
research of NL2SQL. The representative works include the SQLNet [20], TypeSQL [21],
Coarse-to-fine [4], SQLova [8], X-SQL [6] and HydraNet [13]. These works decouple the
NL2SQL tasks into six subtasks, as shown in Fig. 1. In these systems, dedicated decoder are
constructed for each subtask, and the neural network used by these decoders is usually a long
short-term memory network(LSTM) [18].

There are two disadvantages to these advanced models. Firstly, six special decoders make
the model structure very complicated. The complex model structure makes the model difficult
to train and increases training time. Secondly, there are dependencies between different parts
of the SQL query. For example, when the element of the column specified by the Select-
Column is not a number, the result of Select-Aggregation can only be None or Count. If the
element of the column specified by the Select-Column is a number, the result of Select-
Aggregation can also be the Max, Min, and Avg. Ma [9] pointed out that these dependencies
can be obtained from input natural language queries. Therefore, if each subtask uses a
dedicated decoder, the distributed representation of natural language queries received by each
subtask is different, which will inevitably make it difficult for such a model to learn the
dependencies between different subtasks.

In order to solve the problem of complex model structure and challenging to learn the
dependency relationship between different subtasks, this paper proposes a method based on
information sharing. Like the current advanced models. This paper uses BERT [10] as the
encoder to obtain the distributed representation of the input natural language query and its
corresponding table schema. The difference is that this paper no longer constructs a dedicated
decoder for each subtask but one decoder shared by all subtasks. This idea comes from multi-
tasking [12, 15]. The decoder uses a Bi-LSTM network. The input of the decoder is the output
of the pre-training model BERT, and the output of the decoder is the final embedded
representation of natural language query and table schema. When predicting different subtasks,
a fully connected neural network is used to learn features related to specific subtasks. The

SELECT MAX(COL_1) FROM TABLE WHERE COL_2 > 2 AND COL_3 = 4
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Fig. 1 Divide the SQL into six parts, each part as a subtask
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attention mechanism is used to capture information more related to the current task. In
addition, on WikiSQL datasets, the average length of the WHERE clause is larger than that
of the SELECT clause. To balance the complexity of the SELECT clause and WHERE clause,
a weight is reassigned for each subtask loss similar to the method proposed by Qi [17].
Compared with the existing methods, the proposed method reduces the size of the decoder to
one-sixth of the original and effectively reduces the complexity of the model. Secondly, all the
subtasks use the same decoder in prediction. The natural language input representation is the
same, which can make the model better learn the dependency relationship between different
subtasks.

We evaluated our model on the WikiSQL and compared it with other advanced models.
Compared with state-of-the-art, the evaluation index for execution accuracy has increased by
0.5% in this paper on the testset without execution guided decoding.

2 Related work

The goal of the semantic parsing task is to map natural language to machine-interpretable
representation, such as code and SQL [11]. The purpose of this paper is to map the natural
language to the equivalent structured query language (NL2SQL), which is a subset of semantic
parsing tasks. The early research of NL2SQL mainly used semantic parsing task for reference
and used the Seq-to-Seq [19] structure with an attention mechanism to map natural language
queries to SQL. However, due to the strong syntax restriction of SQL statements, the Seq-to-
Seq structure cannot impose specific syntax restrictions on the output space [3]. Therefore, the
Seq-to-Seq structure is not suitable for NL2SQL tasks.

To solve this problem, Zhong et al. Proposed the seq2sql model [4]. The task of generating
SQL is decoupled into two parts of developing target SQL query: SELECT clause and
WHERE clause, which is equivalent to adding syntax constraints to the output of the model,
and successfully improves the execution accuracy of the test set to 59.4%. The Seq2SQL [22]
model proves the effectiveness of adding syntax constraints when generating SQL, but the
rules are still too simple. Therefore, the SQLNet [20] model proposed by Seq2SQL further
decomposes the NL2SQL task into six subtasks: Select-Column, Select-Aggregation, Where-
Number, Where-Column, Where-Operator, and Where-Value. This way is equivalent to
adding more substantial syntax constraints to the output of the model. The later SQLova [8]
and X-SQL [6] models also use the decoding method of the SQLNet and have achieved better
performance than human beings on the WikiSQL dataset. These works prove that it is
imperative and necessary to consider SQL syntax rules in decoding.

However, this method of introducing syntax rules by decomposing NL2SQL tasks into
different subtasks will inevitably lead to the independence of each subtask, which makes it
difficult for the model to learn the dependency relationship between different subtasks. In the
face of this problem, the existing advanced models will determine the prediction order of each
subtask according to the dependency relationship between subtasks. First, predict the depen-
dent subtask, and then use the result as the input of the module that depends on the subtask.
Although it can help the model learn the dependencies among tasks to a certain extent, it needs
to design the prediction order artificially. The ability to capture the dependencies among
subtasks is limited. In addition, the X-SQL model uses a fully connected neural network and
attention mechanism to replace LSTM as the decoder of the model, which can effectively
reduce the amount of calculation and improve the effectiveness of the model. X-SQL shows
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that the WikiSQL task does not require an overly complicated decoder. The NL2SQL task is
decomposed into six subtasks, and then a select decoder is designed for each subtask, which
will inevitably lead to the complexity of the model structure.

In terms of input, TypeSQL helps the model understand natural language input by adding
additional type information to the words in the input natural language questions [21]. Guo
automatically labels the natural language input and columns using the string matching method
[5]. The way of Guo was also equivalent to adding some prior knowledge to the model.
Although it can improve the performance of the model, it needs additional human work. The
work of Xu [6] and Hwang [8] shows that the more powerful pre-training word vector [10, 14]
can effectively improve the performance of the model. Bogin’s work shows that a graph neural
network is very suitable for embedding table schema. Nodes in graph neural networks can be
used to represent tables and columns, and edges can be used to describe the relationship
between tables and columns [1, 2]. However, graph neural network is mainly used in NL2SQL
tasks involving multi tables and complex queries.

3 Methodology

The model of this paper refers to the works of Guo [5]. Guo designed a dedicated decoder for
each subtask, illustrated in Fig. 2(a). Different from the works of Guo, we design a shared
decoder for subtasks and then use different output layers to predict the output of each subtask,
illustrated in Fig. 2(b). The shared decoder makes the model easier for the model to capture the
association between the subtasks from the natural language. Simultaneously, the model can
use the dependence between the various subtasks to improve the generalization ability.

3.1 Encoder layer

This paper uses BERT as the encoder. The input of the encoder consists of three parts:

Natural language embedding: Use the vocabulary provided by BERT to get the one-hot
code of each input word. Then do the dot product with a trainable matrix W to get the
initial representation qi of each word.
Position embedding: Since BERT is an attention-based model, it cannot capture the
positional relationship between words like LSTM. So BERT needs position embedding of
each input word so that the model can learn position information between words.

BERT

Select-Col Select-Agg Where-Val

BERT

Decoder1 Decoder2 Decoder6

Select-Col Select-Agg Where-Val

Decoder

(a) (b)

Fig. 2 (a) Independent decoder; (b) Shared decoder
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Segment embedding: The input of the encoder should include the table mode and the
natural language question. For the model to distinguish whether the input comes from the
question sentence or the table mode, each word adds a segment embedding.

3.2 Decoder layer

As shown in Fig. 3, h[CLS], h1; h2; h3;⋯; h SEP½ �; hC11 ; hC12 , and hC21 is the output of the

encoder. The representation of the question is hi, the representation of the column is hCij ,

and the dimension is d. The goal of the decoder layer is to acquire two parts of the input of the
NL2SQL task: natural language query and database table schema representation. This paper is
using LSTM as the decoder.

LSTM is an improved version of the recurrent neural network (RNN) network, which was
first proposed by Hochreiter [7]. It can fully capture the sequence information of sequence data
without causing the problem of gradient disappearance, so this article uses it to learn the
sequence information between question words. The structure of LSTM can be formalized
using Formulas (1) through (6):

f t ¼ σ xt ∙ω f
xh þ ht−1∙ω f

hh
0 þ bf

h

� �
ð1Þ

re
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Fig. 3 Overview of our model. Encoder encodes natural language and column into dense vectors. Decoder
parses the output of the encoder into two parts of the input of the NL2SQL task: natural language query Wemb_n
and database table schema representation rci . Output layer generates the final SQL according to Wemb_n and rci
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it ¼ σ xt ∙ωi
xh þ ht−1∙ωc

hh
0 þ bih

� �
ð2Þ

c
0
t ¼ tanh xt ∙ωc

xh þ ht−1∙ωc
hh

0 þ bch
� �

ð3Þ

ct ¼ it⊗c
0
t þ f t⊗ct−1 ð4Þ

ot ¼ σ xt ∙ωo
xh þ ht−1∙ωo

hh
0 þ boh

� �
ð5Þ

ht ¼ ot⊗tanh ctð Þ ð6Þ
Where σ indicates sigmoid activation function, and tanh indicates hyperbolic tangent activa-
tion function. ft, it, ot represent the three states of the network at timestep t, which are called
forget gate, input gate, and output gate. ω and b represent the learnable weight parameters and
bias parameters of the network. c

0
t combines the three types of information ft, it and ot, and

passes down with timestep t, which represents the information flowing. ht represents the
hidden layer feature at timestep t of the network, and also represents the output value at that
moment.

3.3 Output layer

The output layer generates the final SQL according to the Wemb _ n and rCi . Like Xu [6] and
Hwang [8], the NL2SQL task is decoupled into six subtasks, and each subtask predicts a part
of the SQL statement. Unlike them, the six subtasks in our model use the same natural
language query and database table schema representation, which can better learn the depen-
dencies between subtasks.

Select-Column task (S-COL) predicts the column of the SELECT clause, and Select-
Aggregation task (S-AGG) predicts the aggregate function of the column. The probability of
S-COL is computed as

PS−COL Cið Þ ¼ Softmax WS−COL rCi ;Wemb n½ �ð Þ� � ð7Þ
Where WS − COL ∈ R1 × d. Before the Select-Aggregate task(S-AGG), the context semantic
vector is re-weighted according to the result of S-COL so that the information related to the S-
AGG task has more weight. When S-COL selects column i,

cWemb n1 ¼ σ WAi Wemb n; rCi½ �� �
∙Wemb n ð8Þ

Where WAi∈Rd�2d , the probability of aggregator is computed as

PS−AGG A jjCi
� � ¼ Softmax

�
WS−AGG : j½ � rCi ;cWemb n1

h i� �
ð9Þ

Where WS − AGG ∈ R6 × d with six being the number of aggregators.
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The remaining four tasks W-NUM, W-COL, W-OP, and W-VAL together determine the
WHERE clause. The Where-Number task (W-NUM) predicts the number of columns in the
WHERE clause. This paper assumes that the WHERE clause contains only four columns at
most. So W-NUM is a five-category task.

PW−NUM nð Þ ¼ Softmax WW−NUMWemb n
� �

; n ¼ 1; 2; 3; 4 ð10Þ
Where WW − NUM ∈ R4 × d. The Where-Column (W-COL) task predicts the columns of the
WHERE clause. The probability of W-COL is computed as:

PW−COL Cið Þ ¼ Softmax WW−COL rCi ;Wemb n½ �ð Þ� � ð11Þ
WhereWW − COL ∈ R1 × d. According to the result of W-NUM, the top-n probability columns
are selected as the columns of WHERE clause. Before the Where-Operator task(W-OP), the
context semantic vector is re-weighted according to the result of W-COL, so that the
information related to W-OP has more weight. Assume W-COL selects column i

cWemb n2 ¼ σ WOi Wemb n; rCi½ �� �
∙Wemb n ð12Þ

Where WOi∈Rd�2d . The probability of W-OP is computed as

PW−OP OjjCi
� � ¼ Softmax WW−OP : j½ � rCi ;cWemb n2

h i� �� �
ð13Þ

Where WW − OP ∈ R3 × d with four being the number of operators.
The Where-Value (W-VAL) predicted the value of the WHERE clause. In this paper, the

W-VAL is predicting a subset of questions, which is simplified to predict the starting position
of the subset:

PW−VAL
start q jjCi

� �
¼ Softmax g Ustarthq j

þ Vstart rCi ;cWemb n2
h i� �� �� �

ð14Þ

And the end position

PW−VAL
end q jjCi

� �
¼ Softmax g Uendhq j

þ Vend rCi ;cWemb n2
h i� �� �� ��

ð15Þ

Where g(x) = Wx + b and Ustart 、 Vstart 、 Uend 、 Vend ∈ Rm × d.

3.4 Reweight loss

The loss function of multi-task learning is the weighted sum of the loss function of each task

L ¼ ∑
n

i¼1
αiLi ð16Þ

Where Lirepresents the loss of the i-th subtask, and αi represents the weight of the subtask.
Generally, the importance of all subtasks is the same, so α = 1. This average weighting method
has the advantages of simple structure, easy implementation, and low computation. But in this
task, because the average length of the SELECT clause and WHERE clause is different, the
training difficulty is different. However, the average weighting method always keeps the same
weight for various subtasks in the training phase, so the average weighting method cannot
balance the training difficulty of the two clauses. Therefore, we hope that the weight of
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subtasks is no longer equal, to help the network maintain the balance of contribution of each
subtask, to ensure the quality of the final results. In a word, this paper proposes the following
weighting method

L=6 ¼ 0:1292* Lsc þ Lsað Þ þ 0:1854* Lwn þ Lwc þ Lwo þ Lwvð Þ ð17Þ
The coefficients in this formula are based on the statistics of theWikiSQL dataset. Specifically, in
the training set of the WikiSQL, the average length of the WHERE clause is 1.3615, and the
average length of the SELECT clause is 1. So the weight vector of subtask is a = [1, 1,
1.3615,1.3615,1.3615,1.3615,1.3615], and then normalize it to get the final lossweight of subtask.

4 Experiment

4.1 Dataset

This paper uses the WikiSQL [22] dataset to train and test the model, which is currently the
most extensive labeled NL2SQL task dataset. Like the existing method, we use the default
split method of the WikiSQL to split the dataset into the train set, validation set, and test set.
The training set contains 56,356 pieces of data, the validation set contains 8422 pieces of data,
and the test set contains 15,879 pieces of data. In order to ensure the validity of the test set, the
test set of the WikiSQL does not include any tables that have appeared in the training set and
validation set.

4.2 Evaluation

The logical form accuracy Acclf is used as an optimization goal during the training period.

Acclf ¼ Nlf

N
ð18Þ

Where Nlf is the number of queries has exact string match with the ground truth query used to
collect the para-phrase.

Execution accuracy Accex is also a common index to evaluate the performance of the
NL2SQL model.

Accex ¼ Nex

N
ð19Þ

Where Nex is the number of queries that, when executed, result in the correct result.
For S-COL, S-AGG, W-NUM,W-OP, and W-VAL, the cross-entropy loss function is used

as the loss function. The W-COL task uses KL divergence as the loss function. Because W-
COL may contain multiple columns and the order of the columns will not affect the accuracy
of the results, but the cross-entropy loss function is sensitive to the order.

4.3 Optimization

The optimization used in this paper is Adaptive Moment Estimation (Adam). This method can
be seen as a combination of the momentum method and RMSprop. It not only uses momentum
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as the parameter update direction but also adjusts the learning rate adaptively. The parameter
update of the Adam is computed as

Δθt ¼ −
αffiffiffiffiffiffiffiffiffiffiffiffiffibGt þ ε

q bMt ð20Þ

Where bMt ¼ Mt
1−βt

1
, bGt ¼ Gt

1−βt
2
, Mt = β1Mt − 1 + (1 − β1)gt, and Gt = β2Gt − 1 + (1 − β2)gt ·

gt. gt is the gradient of parameter θ at the current time step t. β1 and β2 are the attenuation rates
of the two moving averages, and are usually taken as β1 = 0.9, β2 = 0.99.

4.4 Experimental setup

This paper uses BERT-base as the encoder. In particular, we use the trained BERT-base model
parameters submitted by Guo [5] and others to initialize our BERT-base model. The hidden
layer dimension of LSTMn are 300 dimensions, and the hidden layer dimension of LSTMh are
100 dimensions. Use the Adam algorithm to train the model. We set the batch size to 32 and
the epochs to 200. Using BERT fine-tune, the learning rate is 10−5, and the learning rate of the
acquisition layer and the output layer is 0.0005. Use drop-out regularization and set the drop-
out value to 0.2.

The experiment in this paper is based onWindows 10 Operation System and RTX3090; the
programming language is python3.7, and the deep learning framework used is Pytorch1.4.

4.5 Result

4.5.1 Test accuracy

We compared our method with the advanced method of NL2SQL based on the task
decoupling method on the WikiSQL dataset. These works include Seq2SQL [22],
SQLNet [20], TypeSQL [21], SQLova [8], X-SQL [6], HydraNet [13] and Guo [5].
On the test set without executive guidance (EG), the execution accuracy of the
method based on BERT-base in this paper is better than other methods, including
SQLova using BERT-Large and X-SQL model based on MT-DNN. The pre-training
models BERT-Large and MT-DNN are better than that of BERT-base, but even
though the performance of the pre-training model has disadvantages, our model is
very competitive (Table 1).

In order to understand and analyze the performance of the model in more detail, Table 2
shows the test accuracy of each model on the six subtasks. Table 2 shows that the test accuracy
of the subtasks of the model in this paper is not outstanding compared with the existing
models, which means that having all subtasks share one encoder will weaken the expressive
ability of the model.

Since subtasks with incorrect predictions will appear in different SQL query predic-
tions, the accuracy of overall test execution is lower than that of subtasks, and the greater
this difference between the two execution accuracy, the smaller correlation between the
various subtasks. The experimental results show that the subtasks test execution accuracy
of the model in this paper is not outstanding compared with the existing model, but the
overall test accuracy is better than the existing models, which proves that our model has
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better performance in learning the dependence between subtasks. Further, this result
shows that the idea of sharing decoders proposed in this paper is effective, and it is
helpful for the model to learn the dependencies between different subtasks.

In addition, for the result with re-weight loss, the test accuracy of the four subtasks related
to the WHERE clause has been improved. The overall test execution accuracy and logical
form accuracy have also been improved. The experimental result shows that the re-weighting
loss proposed in this paper is useful and can help the model effectively balance the complexity
of the WHERE clause and the SELECT clause, thereby improving the performance of the
model.

The most important thing is that the value of this paper is more about the idea of letting
different subtasks share the same decoder and the application of re-weighting losses, not just
higher accuracy.

4.5.2 Train time

This paper allows six subtasks to share the same decoder based on the sharing mechanism, so
the decoder layer’s complexity is effectively reduced. In order to measure the influence of the
shared decoder on the complexity of the model decoder, we compared the training time of the
model with and without the shared decoder. Except for whether to share decoder, the
hyperparameters and experimental settings are the same. We take the training time of the first
20 rounds, repeat ten times, and take the average of ten experiments for comparison. The result
is shown in Fig.4.

Table 1 The accuracy of models on the verification/test set

Model Dev Test

AccLF AccEX AccLF AccEX

Seq2SQL 49.5 60.8 48.3 59.4
SQLNet 63.2 69.8 61.3 68.0
TypeSQL 68.0 74.5 66.7 73.5
SQLova 81.6 87.2 80.7 86.2
X-SQL 83.8 89.5 83.3 88.7
HydraNet 83.6 89.1 83.8 89.2
Guo 84.3 90.1 83.7 89.2
This work 84.4 90.1 83.6 89.5
This work-RLC 84.3 90.4 83.9 89.7

Table 2 Test accuracy of the subtasks

Model Scol Sagg Wno Wcol Wop Wval

SQLova 96.8 90.6 98.5 94.3 97.3 95.4
X-SQL 97.2 91.1 98.6 95.4 97.6 96.6
HydraNet 97.6 91.4 98.4 95.3 97.4 96.1
Guo 97.4 90.0 99.1 97.9 98.1 97.6
This work 96.7 90.5 98.1 96.6 96.9 96.3
This work-RLC 96.7 90.5 98.2 96.8 97.2 96.6
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Average the training time of the first 20 rounds. The training time of the model
with the shared decoder is 1398.32 s, the training time of the model without the
shared decoder is 1625.69 s, and the training time is shortened by 13.99%. The
experimental result concluded that the sharing mechanism effectively reduces the
complexity of the model.

4.5.3 Case analyse

In this section, we use the model proposed by Guo [5] as the baseline for case analysis. We
found a total of 198 cases in which the baseline prediction was incorrect, and this paper
prediction was correct on the WikiSQL testset. The number of mistakes on each subtask is
shown in Table 3:

Table 4 shows three NL2SQL cases in which the baseline prediction was incorrect, but this
paper prediction was correct on the WikiSQL test set. In the first example, the baseline
incorrectly predicted the S-AGG result as Count. The baseline model obviously failed to
understand the semantics of the natural language. It is found that in the second example, the
W-VAL prediction error of the baseline is caused by the fact that when “something in
something” appears in the query, the where clause is usually affected, resulting in overfitting
of the baseline. In the Third example, since there is no explicit character in the header “%” in
the data table, the model must understand natural language to predict accurate SQL statements.
In summary, these examples show that the work of this paper can improve the model’s ability
to understand natural language, better capture the dependencies between subtasks, and prevent
the model from overfitting.

Fig. 4 Comparison of training time between shared decoder model and without-shared decoder model

Table 3 The number of mistakes on each subtask

Scol Sagg Wno Wcol Wop Wval Total

Num 8 30 2 41 3 39 198
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5 Conclusion and future work

This paper innovatively regards the Text-to-SQL task on the WikiSQL dataset as a multi-task
learning task. Based on the sharing mechanism of multi-task learning, this paper simplifies the
decoder layer of the existing method, which improves the efficiency of model training and
enhances the model’s ability to capture dependencies between different subtasks, thereby
improving improved model performance. In order to solve the problem of varying complexity
between the SELECT clause and the WHERE clause of the SQL statement involved in the
WikiSQL dataset, this paper proposes a method of re-weighting the loss, which further
improves the performance of the model.

However, there are still some problems with this paper. The method of sharing the decoder
weakens the expressive ability of the model. At the same time, the technique of re-weighting
the loss proposed in this paper is relatively simple and static. So in the future, we will try to
improve the expressive ability of the model and find a more effective way to weight the loss.
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