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Abstract 

In the modern era of video content platforms like YouTube 
and Netflix, personalized recommendations are essential. 
This study introduces an ensemble recommendation model 
that considers unique platform characteristics. We segment 
recommendation scenarios and fine-tune models based on 
real user actions, resulting in personalized recommendation 
lists. Our contributions include developing recommendation 
models for each characteristic, the use of the Multi-Armed 
Bandit (MAB) algorithm for ensemble each model with user 
feedback, and improved video recommendations with en-
hanced user satisfaction in real-world services. 

 Introduction    

The modern era offers a plethora of services capable of de-

livering a wide array of video content, as exemplified by 

platforms such as YouTube (Davidson et al. 2010) and Net-

flix (Steck 2018). Given the extensive diversity of videos 

available, it becomes crucial to tailor recommendations to 

individual users' tastes. Each service employs its unique 

methodology for video recommendation, which may in-

clude suggestions based on similar viewing patterns, trend-

ing content, or sequential consumption. The efficacy of 

these recommender systems hinges on the insightful analy-

sis of user viewing history, interactive behaviors, and video 

metadata, which collectively aid in understanding and pre-

dicting user preferences. Such systems are instrumental in 

presenting users with video selections that are contextually 

relevant and personally appealing. 

In this research, we propose an ensemble recommenda-

tion model that not only accommodates but also capitalizes 

on the distinct characteristics of each service. By segment-

ing the context of video recommendations, we have devised 

models that resonate with each specific aspect of user pref-

erence. These models are fine-tuned based on real user ac-

tions, allowing us to formulate a recommendation list that is 
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optimally weighted according to the user's unique disposi-

tion. 

In summary, our contributions are as follows: 

• The development of various characteristic recommenda-
tion models, combined in an ensemble tailored to the us-
er's profile. 

• Implementation of the MAB algorithm in our ensemble 
method, facilitating immediate integration of user feed-
back. 

• Optimization of a personalized recommendation list for 
each user, utilizing the MAB-based ensemble approach. 

• Application of our methodology to actual services, 
demonstrating improvements in both offline and online 
performance metrics in the realm of video recommenda-
tions. This includes a notable enhancement in user satis-
faction indicators. 

Related Work 

This study examines the application of ensemble MAB tech-

niques in video recommendation systems, focusing on their 

adaptive content diversity to potentially enhance customer 

satisfaction. Considering the variable nature of user prefer-

ences, this research area is notably significant. Our review 

includes key themes such as bias mitigation and diverse 

methodologies in video recommender systems (Bottou et al. 

2023, Christakopoulou et al. 2013, Gruson et al. 2019, Joa-

chims et al. 2017, Schnabel et al. 2016), the impact of con-

tent diversity on platform models (Anderson et al. 2020, 

Abdollahpouri, Burke, and Mobasher 2019, Kaminskas and 

Bridge 2016, Liu et al. 2021, and Rahman and Oh 2018), the 

integration of ensemble algorithms (Burke 2002, Ma and 

Wang 2017, Kanakia et al. 2019, Brodén et al. 2019), and 

the influence of online user feedback on system perfor-

mance (Li et al. 2010 and Sohail, Siddiqui, and Ali 2014). 

In-depth discussions on these topics are available in the ap-

pendix. 



 

Datasets 

There are usually two types of datasets used in video recom-

mendations: explicit feedback data with clear ratings and 

implicit feedback data, which is difficult to know whether 

user prefers items or not. It is important to understand the 

data in recommendations because the pre-processing 

method and model used are different depending on what 

characteristics and distribution the data has. In this paper, 

among the video data, the video dataset of IPTV is used 

which is serviced by LG Uplus in Korea. 

For this research, we have utilized a dataset from IPTV 

services offered by LG Uplus in South Korea. As a result, it 

contains about 100 million interactions with 29,177 videos 

and 2,252,946 users. Detailed information about the dataset, 

including its structure and specific interaction data, is pro-

vided in the appendix of this paper. 

Methods 

Our methodology, illustrated in Figure 1, capitalizes on the 

diversity of models in recommendation systems, reflecting 

the multifaceted nature of user preferences and behaviors. 

We integrate various models into an ensemble architecture, 

aiming to capture a broader spectrum of user interactions. 

This ensemble is dynamically refined through a bandit-

based approach, which continuously updates model weights 

based on real-time user data. 

Bandit Ensemble 

In this chapter, a detailed ensemble recommendation 

method is provided. Since the recommendation is not a clas-

sification task, we present an ensemble method from the per-

spective of the recommendation service and describes how 

to update it based on MAB to optimize the ensemble. 

Recommend Rank based Ensemble 

In a recommendation system based on batch inference, a 

method of Voting-based ensemble of predicted recommen-

dation lists in each model is often used instead of model en-

semble to achieve ensemble modeling with minimal compu-

tational cost. The first important consideration in voting-

based ensembles is that recommendation lists based on 

model-specific characteristics are exposed. When utilizing a 

Strong Voting-based ensemble approach, there is an ad-

vantage in excluding outlier recommendation lists, as items 

predicted multiple times by various models are more likely 

to be recommended. However, in the case of strong voting 

ensembles, there is a disadvantage that a list recommended 

based on the unique characteristics of the model can be ex-

cluded because items that come out a lot from model pre-

dicting usually come out. To address this issue, weighted 

voting ensemble is utilized, a form of soft voting, which mit-

igates the drawbacks of strong voting by assigning weights 

to models. 

Another important aspect of ensemble methods is the han-

dling of prediction scores. In recommendation tasks, which 

involve ranking rather than straightforward classification, 

disparities in the scale of prediction scores between models 

can diminish the ensemble's effectiveness. Therefore, un-

derstanding and adjusting these score scales is crucial. Our 

proposed ensemble method, a rank-based weighted ensem-

ble, addresses this issue. It assigns new scores based on the 

reciprocal of the ranking in each model's recommendation 

list, elevating the importance of top-ranked items in the final 

ensemble recommendations while diminishing the impact of 

lower-ranked lists. Among the various ways to generate en-

semble scores, including sequential scores, the performance 

of the proposed method is the best. 

This methodology is particularly advantageous when 

dealing with mixed user histories, a common scenario in our 

IPTV data, which aggregates histories based on customer 

IDs, often representing multiple household members. Our 

ensemble approach, which combines various models like 

CF-based, sequence, and content-based models, is designed 

Figure 1: Illustration of Bandit-based ensemble framework 



to accommodate the varying interaction patterns of different 

users. This diversity in the ensemble allows for a broader 

coverage of user preferences, especially in situations where 

the identity of the active user is uncertain. By utilizing a di-

verse set of top-ranking lists from various models, the en-

semble is better equipped to cater to a mixed user base. 

 Finally, the effectiveness of the ensemble is maximized 

by adjusting the weights of each model based on their newly 

generated rank scores. To facilitate understanding, we pro-

vide pseudocode through Algorithm 1 in Appendix, outlin-

ing the entire process of our ensemble method. 

Bandit based Ensemble Approach 

In this section, we approach the determination of optimal 

ensemble weights from the perspective of "What ensemble 

weight would be the most effective?" As mentioned earlier, 

the ensemble requires weight values, and the simplest ap-

proach is to define them based on offline metrics. However, 

offline tests do not always align with online tests, and the 

optimal weight values can change over time. Therefore, we 

propose a method of updating weights online through MAB 

based on user feedback. 

The MAB method we propose involves utilizing N 

weights and updating them using Thompson sampling based 

on user Click Through Rate (CTR) which refers to the ratio 

of entry into the content details for an impression. While tra-

ditional Thompson sampling is known for updating bandits 

using a beta distribution, determining the arm's ratio is nec-

essary for ensembles. This requirement leads to the need for 

a multivariate distribution, where the sum of all weights is 

1, allowing for exploration and exploitation. To address this, 

we employ the Dirichlet distribution. The Dirichlet distribu-

tion is a generalization of the beta distribution, and when k 

equals 2 in the Dirichlet distribution, it is equivalent to the 

beta distribution.  

After several tests, we recognize the importance of the in-

itial values of the Dirichlet distribution. Initially, it is crucial 

to minimize opportunity costs and providing appropriate in-

itial values to the distribution allows for a rapid convergence 

of weight values. In order to set the initial distribution, N 

weights corresponding to N models (arm) are set to be the 

largest, one for each N trial, and the alpha value of the larg-

est arm based on the user feedback is set to be slightly larger 

than that of other arms. Through this approach, we achieve 

a reduction in opportunity costs and a faster convergence 

speed compared to uniformly setting alpha values. 

Another crucial point to consider is the alpha parameter 

update in the reward update part of Dirichlet distribution. 

We introduce three variables for updating alpha values. The 

first variable is the ctr weight, which is applied from the pre-

vious batch time. If the feedback (ctr) is lower than baseline, 

we use the value of the opposite index of weight. The second 

variable is the index score, which is generated based on rank 

values of ensemble weight. If the feedback is lower than 

baseline, we use the inverse rank value. The weight is more 

meaningful when the ctr difference is more than ±4% of the 

baseline, and we assign a parameter based on this. Lastly, a 

scaling parameter is needed to reflect the service character-

istics. The alpha of the corresponding batch time is obtained 

by adding the product of the above three parameters and the 

previous alpha value. Finally, weights are obtained by sam-

pling from Dirichlet distribution with the updated alpha. 

The Algorithm 2 in Appendix D is a detailed description 

of how to adjust the ensemble weight based on the mab, and 

the case where there are three arms is described. 

Experiments 

We evaluate our proposed method on LG Uplus IPTV da-

taset by analyzing multiple metrics. First, we would like to 

mention the directionality of the evaluation. Afterward, we 

conduct an evaluation to determine if it aligns with the men-

tioned directionality by answering four research questions. 

We demonstrate the utility of ensembles through a compar-

ison between ensembles and individual models in offline ex-

periments (RQ1). Next, we verify whether the system effec-

tively induces user interest in online scenarios from an ac-

curacy perspective (RQ 2). Following that, we explain from 

a diversity perspective whether the recommendation system 

adequately reflects various preferences (RQ3). Finally, we 

evaluate overall user satisfaction (RQ4). 

Evaluation Direction of Recommendation System 

Recommendation system evaluation is split into offline and 

online assessments. While offline and online metrics may 

sometimes be correlated, this relationship can vary depend-

ing on the characteristics of the data and the service. There-

fore, it is essential to consider both metrics comprehensively. 

Additionally, since both evaluation methods involve multi-

ple metrics, a comprehensive analysis is necessary. 

 Our first evaluative direction is aimed at examining vari-

ous metrics, with focusing on accuracy and diversity among 

the multiple metrics. The reason is that good recommenda-

tions are not solely determined by accuracy, and recom-

mending a diverse set of items does not guarantee excellence 

either. Ideally, what we consider as an ideal recommenda-

tion is a scenario where a wide variety of items is selected 

by many users. The second evaluative direction is focused 

on online testing. Online evaluation is inherently crucial in 

recommendations, and since MAB allows for online evalu-

ation, we validate our model through online testing. 

RQ 1. Does Ensemble Model Improve Recommen-

dation Performance? 

To demonstrate whether the ensemble has improved recom-

mendation performance, we compare its performance with 



that of a single model. Furthermore, since we are proposing 

an ensemble method, we establish its effectiveness through 

a comparison with strong voting ensemble. Table 1 presents 

the results of the offline tests encompassing these aspects. 

Bert4rec is included as a single model with the highest over-

all metrics among those used in the ensemble. AWS Person-

alize obtained through the AWS console which is based on 

Hierarchical RNN (HRNN) model. Ensemble(vote) denotes 

metrics extracted from an ensemble based on strong voting, 

while Ensemble(rank) refers to the proposed method that 

generates predict scores based on ranking and then ensem-

bles them. In the experiments, all ensemble-based models 

adjusted the ensemble weights for each model to the same 

ratio. 

We observe that some metrics show a decrease after the 

voting ensemble compared to the single model. However, 

there is an increase in coverage, indicating the ensemble ef-

fect. This outcome can be attributed to the fact that the 

strong voting ensemble is not based on a separate score cri-

terion. In situations where the voting scores are identical, it 

appears that an arbitrary lower-ranked list is recommended 

after the ensemble, resulting in slightly lower metrics. The 

results of proposed ensemble method based on rank score, 

on the other hand, demonstrate higher metric values com-

pared to the single model and the strong voting ensemble. In 

particular, the notable increase in coverage without a decline 

in accuracy metrics shows that ensemble method is efficient. 

 
 P@25 Recall@25 MRR@25 Cov@25 

Ensemble(rank) 0.0298 0.7445 0.5165 0.4551 

Ensemble(voting) 0.0238 0.5952 0.2499 0.3118 

Bert4rec 0.0286 0.714 0.5133 0.2418 

Personalize 0.0284 - 0.2561 0.1862 

Table 1: Comparison of results from ensemble and single 

model with the Precision (P@25), Recall, MRR and Cov-

erage (Cov@25) 

 

RQ 2. Can Ensemble MAB Engage User Interest? 

In this section, we evaluate whether updating the ensemble 

with MAB induces more user interest from an accuracy per-

spective. While there are various accuracy-related metrics, 

we use CTR, commonly used in recommendations. CTR in-

dicates how many clicks occurred per impression and is less 

influenced by the recommendation position, making it suit-

able for accuracy measurement. In the experiment, a click 

refers to a user pressing the video in the carousel, signifying 

entry into the detailed page. Experimental results show that 

after applying MAB to the ensemble, CTR increases by ap-

proximately 4%. The comparison here refers to the case 

where the ensemble is rank-based and weights are assigned 

in equal proportions. Consequently, updating the ensemble 

with MAB leads to an increase in recommendation accuracy 

and, consequently, a greater engagement of user interest. 

RQ 3. Can Ensemble MAB Reflect Diverse User 

Preferences? 

Providing recommendations that reflect users' diverse pref-

erences and lead to a greater variety of consumed videos is 

ideal, rather than recommending predominantly popular 

videos and consuming them. In this section, to evaluate this 

aspect, we address the coverage of videos that users have 

watched. Video coverage refers to the unique videos for 

which watching has occurred. Experimental results demon-

strate a 6% increase in coverage after applying MAB to the 

ensemble. This confirms that users have consumed a diverse 

range of content, contributing to long-term user retention by 

encouraging users to consume a variety of content. 

RQ 4. Does Ensemble MAB Increase User Satis-

faction? 

Satisfaction with recommendations should be evaluated 

through various metrics, we will evaluate them through 

online indicators other than CTR and Coverage previously 

evaluated. For instance, it is challenging to answer questions 

about whether it is satisfactory from a user satisfaction per-

spective if the transition to watching does not occur after 

entering the detailed page of a video. The result of increas-

ing user satisfaction is not only increasing CTR but also in-

creasing conversion rate (CVR). CVR refers to the ratio 

from viewing content details to watching content. In this ex-

periment, to demonstrate this, we address various metrics 

such as CVR, watching page views (PV), and other indica-

tors. The experimental results indicate an increase in all 

online metrics, including CVR, contributing to an overall 

improvement in user satisfaction. Finally, we present a com-

parison of the overall online metrics before and after apply-

ing MAB in Table 2. As evidenced by the overall increase 

in metrics, it can be inferred that our proposed model opti-

mizes the ensemble weights based on MAB. The update his-

tory of the Dirichlet parameters of alpha and ensemble 

weights used in the experiment is provided in the appendix. 

 

Table 2: Comparison of results from online metric after ap-

plying mab with ensemble 

Method CTR CVR PV UV Coverage 

Ensemble 
(same weight) 

X1 X1 X1 X1 X1 

Ensemble 

(applying mab) 
X1.04 X1.05 X1.21 X1.21 X1.06 

Ratio ▲4% ▲5% ▲21% ▲21% ▲6% 

mailto:precision@25
mailto:recall@25
mailto:MRR@25


Future Works 

In this study, we have introduced a method for optimizing 

the ensemble of several recommendation models using 

MAB techniques within the context of Video Recommender 

Services (IPTV). In our future work, we aim to enhance our 

recommendation models by incorporating real-time user 

feedback and real-time contextual information through con-

textual bandit-based methods. Furthermore, we intend to ad-

vance our approach by leveraging causal information to 

make recommendations that consider user interests and pop-

ularity trends. 
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Appendix 
Appendix A: Literature Review
The YouTube designed the recommender system (Davidson et al. 2010) using various viewing histories and demographic data 

of YouTube users. The Netflix designed calibrated recommendations (Steck 2018) provided not only accuracy, but also rec-

ommendations considering diversity. Google uses Large Language Models (Christakopoulou et al. 2023) to express customer 

exploration intentions in a natural language to increase the reliability of recommendations that improves the video recommender 

system from a variety of perspectives. 

This study examines the application of ensemble Multi-Armed Bandit (MAB) techniques in video recommendation systems. 

The focus is on assessing how these techniques adaptively provide a diverse range of content, with potential implications for 

enhancing customer satisfaction. Given the variable nature of user preferences in video content consumption, this area warrants 

significant research attention. 

 Video Recommender Systems: Approaches to Bias Mitigation and Model Perspectives 

In the realm of video content services, user engagement is predominantly for entertainment (Christakopoulou et al. 2023). The 

decision-making process in content selection by users is influenced by an array of factors ranging from personal interests to 

societal trends. This often leads to a concentration on popular content, causing a 'long-tail' effect where a few items gain 

substantial popularity, overshadowing a majority. The studies explore the use of Inverse Propensity Scoring (IPS) as a strategy 

to mitigate this, aiming to balance the prominence given to popular items and address data scarcity resulting from popularity 

(Bottou et al. 2013, Gruson et al. 2019, Joachims et al. 2017, Schnabel et al. 2016). However, this method has limitations in 

recognizing users' explicit preferences, potentially underestimating those who enjoy a mix of popular and less popular content. 

Exploring Content Diversity in Recommendation Systems and Its Impact on Platform Business Models 

The pursuit of diversity in content recommendation is a vibrant field of study across various service domains (Anderson et al. 

2020, Abdollahpouri et al. 2019, Kaminskas et al. 2016, Liu et al. 2021). For instance, research conducted by Spotify under-

scores the importance of diversifying content recommendations. It reveals that a higher diversity score in recommendations 

can improve long-term user engagement across both niche audiences and the general user base (Abdollahpouri et al. 2019). 

Another approach focuses on post-processing techniques, incorporating popularity de-biasing in the re-ranking process to en-

hance diversity(Kaminskas et al. 2016). However, this method often faces challenges in striking a balance between popularity 

and diversity. Advanced techniques, such as reinforcement learning policies that account for both diversity and item relevance, 

are emerging as promising solutions to these challenges(Liu et al. 2021). On the other hand, offering a wide range of products 

with extensive coverage is crucial for both users and customers in platform businesses (Rahman et al. 2018). Sustaining a 

diverse content exposure not only stimulates user engagement but also enhances the visibility of various contents, which in 

turn encourages more active participation from content providers. For example, there are various services such as YouTube 

and Netflix. The videos offered in these services are very diverse, so it is very important to recommend videos that suit your 

taste. In fact, each service recommends videos in various ways. The video recommender system allows users to find videos 

that suit their personal preferences. In recommender system, the user's viewing history, user actions, and video metadata are 

very important for understanding user preferences. With this system, users can be provided suited videos in various contexts.  

The Emergence of Ensemble Algorithms in Recom-mender Systems 

In the field of recommender systems, hybrid models have emerged as a solution to the limitations inherent in singular recom-

mendation methods. Collaborative filtering (CF), with techniques like Neural Collaborative Filtering (NCF) and ALS (Alter-

nating Least Squares), excels in analyzing user interactions, yet it struggles with the 'cold start' problem for new users or items. 

In contrast, content-based filtering (CBF), using tools such as TF-IDF (Term Frequency-Inverse Document Frequency and 

NLP techniques, offers personalized recommendations based on content analysis but often lacks diversity in its suggestions. 

To address these challenges, hybrid systems blend the strengths of CF and CBF (Burke 2002). For example, weighted ensem-

bles can integrate the robust user-item interaction analysis of NCF with the detailed content understanding from decision trees. 

This synergistic approach aims to enhance recommendation accuracy while ensuring a broader variety of content. Current 

research is focused on fine-tuning these hybrid systems for greater adaptability and precision. The evolution of these sophisti-

cated hybrid methodologies is a key trend in the advancement of recommender systems (Ma and Wang 2017, Kanakia et al. 

2019, Brodén et al. 2019). 



Enhancing Recommender Systems through Online User Feedback 

Recent advancements in recommender systems have seen a growing focus on leveraging real-time online user feedback for 

model optimization. Studies demonstrate the effective use of user interactions, such as content clicks and engagement patterns, 

as contextual information. This data is then employed to enhance the accuracy and relevance of recommendations, thereby 

maximizing user engagement metrics like click-through rates (Li et al. 2010). Another innovative approach involves the con-

struction of feedback vectors from user service statistics, which are then utilized to re-rank recommendation outputs, aligning 

them more closely with user preferences (Sohail et al. 2014). 

 

 

Appendix B: Data Source 
The historical data used in this paper is log data that occurs in the Set-Top Box of IPTV. About 350 million logs are generated 

per day, including video browsing history, video watching history, dislike, search, real-time channel, remote control action log, 

and more. Uplus IPTV data is basically a household ID unit, which is a set of family members, and is called a Customer ID. 

Users can create profiles if they want, which can be used to manage their personal history. When creating a profile, the user 

makes a preference choice, so that the cold start can be resolved. Finally, the tower box log data has a coexistence of household 

unit history and profile history. Video metadata consists of general video information (genre, director, keyword, actor, etc.) 

and detailed metadata. Video detailed metadata is produced directly by Uplus as unique information of the content. 

To create the entire IPTV log into train data, watch history and initial preference evaluation data among user logs are used. 

The watching history includes all the user's history of watching after searching, the history of watching as a recommendation, 

and the history of watching after purchasing. In addition, video impression data which refers to exposure to a user is also 

processed for MAB feedback. The history data including payment amount and watching time consists of six months of video 

history to provide recommendations to as many people as possible. As a result, it contains about 100 million interactions with 

226,127 videos and 2,252,946 users. 

 

 

Appendix C: Base Models 
In the realm of recommendation systems, the heterogeneity of models mirrors the complex tapestry of user preferences and 

viewing behaviors. Each model, with its unique architectural design, interprets user interaction patterns differently, thereby 

contributing distinctively to the recommendation output. 

Collaborative Filtering Model. It utilizes dimensionality reduction techniques to learn latent variables from extensive 

user-item interactions. This approach is adept at inferring user preferences, even in scenarios lacking direct user-item interac-

tions, by generating interaction scores that predict user likings. Its strength lies in offering relevant suggestions across diverse 

user interests, particularly effective in environments dominated by popular content. 

Content-based Model. This model, through a detailed analysis of item attributes, effectively addresses the 'cold start' 

problem for new users. Capable of integrating multimodal metadata, it allows for detailed item profiling. It aligns item fea-

tures such as genre, director, and cast with users’ established preferences and behavioral patterns, thereby ensuring effective 

recommendations for users with limited interaction data. 

Sequence-based Model. It focuses on learning the sequential nature of item consumption. It is tailored for users inclined 

towards series or trending content, considering viewing order and patterns to enhance the accuracy of its recommendations. 

By analyzing a user's viewing history in a chronological order, this model is proficient in predicting future viewing choices, 

adapting to changes in user preferences over time. 

Each of these models is strategically designed to target specific user behaviors and preferences. The ensemble of these di-

verse models paves the way for a more nuanced and satisfying recommendation system. This system not only refines the 

granularity of recommendations but also significantly elevates customer satisfaction by offering a varied range of content that 

aligns closely with personalized user experiences. 

 

 

Appendix D: Algorithm Pseudo Codes 

This appendix provides the details of the key algorithms developed in this research in the form of pseudocode. Algorithm 1 

corresponds to the rank-based ensemble method introduced in the Methods section of the main text. Algorithm 2 delineates 

the bandit-based ensemble update technique.  



 

 

 

Algorithm 1: Rank based Ensemble 

Input: Recommendation lists for 𝑈 users (𝑀 models) 
Parameter: Ensemble weights 𝑤 ∈ 𝑊 
Output: Ensemble recommendation lists 
1: for each user 𝑢 ∈ 𝑈 do 
2:   for each recommendation list of 𝑀 models do 
3:   Calculate the rank of item 𝑖 in the recommendation list based on prediction score 
4:   Calculate the rank_score as the inverse value of rank: 

𝑟𝑎𝑛𝑘_𝑠𝑐𝑜𝑟𝑒𝑖 = 1 𝑟𝑎𝑛𝑘𝑖⁄  
5:  end for 
6:  for each item i in recommendation list do 
7:   Calculate the ensemble score: 
   𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒_𝑠𝑐𝑜𝑟𝑒 = ∑ 𝑤𝑚 ∗ 𝑟𝑎𝑛𝑘_𝑠𝑐𝑜𝑟𝑒𝑖

𝑀
𝑚=1  

8:  end for 
9:  Generate the final recommendation list based on the 𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒_𝑠𝑐𝑜𝑟𝑒 for each item 
9: end for 
10: return Final recommendation list 

Algorithm 2: Bandit based updating ensemble weights 

Input: CTR, Baseline CTR 
Output: alpha [𝛼1, 𝛼2, 𝛼3] ∈ 𝛼𝑡, (Dirichlet distribution), weights [𝑤1, 𝑤2, 𝑤3] ∈ 𝑊𝑡 
1: Step 0: INIT 
2: Initialize parameters: 𝑊, 𝛼 
3: Set initial 𝑊 with the biggest ensemble weight for each model(bandit) during initialization batches (3 days), 

e.g., 𝑊𝑖𝑛𝑖𝑡 = ([0.5, 0.25, 0.25], [0.25,0.5,0.25], [0.25, 0.25, 0.5]) 
4: Evaluate CTR for 3 days and set the initial alpha with bigger n-th value (largest ensemble weight’s order when it is the 

largest CTR), e.g., 𝑎0 = [7, 5, 5] 𝑜𝑟 [5, 7, 5] 𝑜𝑟 [5, 5, 7] 
5: for every batch 𝑡 = 1,2, … , 𝑇 do 
6:  Step 1: Evaluate 𝐶𝑇𝑅𝑡 
7:  Step 2: 𝑐𝑡𝑟_𝑤𝑒𝑖𝑔ℎ𝑡 based on (𝐶𝑇𝑅𝑡 − 𝑏𝑎𝑠𝑒𝐶𝑇𝑅) 
8:  if (𝐶𝑇𝑅𝑡 − 𝑏𝑎𝑠𝑒 𝐶𝑇𝑅) ≥ 0 then 
9:   𝑐𝑡𝑟_𝑤𝑒𝑖𝑔ℎ𝑡 =  𝑊𝑡−1 
10: else 
11:  𝑐𝑡𝑟_𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑟𝑒𝑣𝑒𝑟𝑠𝑒_𝑖𝑛𝑑𝑒𝑥(𝑊𝑡−1), e.g., 𝑊 = [0.7, 0.1, 0.2] then 𝑟𝑒𝑣𝑒𝑟𝑠𝑒_𝑖𝑛𝑑𝑒𝑥(𝑊) = [0.1, 0.7, 0.2] 
12: end if  
13: Step 3: 𝑖𝑛𝑑𝑒𝑥_𝑠𝑐𝑜𝑟𝑒 based on |𝐶𝑇𝑅𝑡 − 𝑏𝑎𝑠𝑒𝐶𝑇𝑅| 
14: if |𝐶𝑇𝑅𝑡 − 𝑏𝑎𝑠𝑒𝐶𝑇𝑅| > 0.04 ∗ 𝑏𝑎𝑠𝑒𝐶𝑇𝑅 then 
15:  𝑖𝑛𝑑𝑒𝑥_𝑠𝑐𝑜𝑟𝑒 = 𝑟𝑎𝑛𝑘_𝑏𝑎𝑠𝑒𝑑_𝑠𝑐𝑜𝑟𝑒(𝑊𝑡−1) 
  e.g., 𝑊 = [0.5, 0.2, 0.3] then 𝑟𝑎𝑛𝑘_𝑏𝑎𝑠𝑒𝑑_𝑠𝑐𝑜𝑟𝑒(𝑊) = [3, 1, 2] 
16: else 
17:  𝑖𝑛𝑑𝑒𝑥_𝑠𝑐𝑜𝑟𝑒 = [1,1, 1] 
18: end if 
19: Step 4: Update 𝑎𝑙𝑝ℎ𝑎 
20: 𝛼𝑡 = 𝛼𝑡−1 + 𝑐𝑡𝑟_𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑖𝑛𝑑𝑒𝑥_𝑠𝑐𝑜𝑟𝑒 ∗ 𝑠𝑐𝑎𝑙𝑒 
         (𝑠𝑐𝑎𝑙𝑒 is a parameter for adjusting the update rate value, default 𝑠𝑐𝑎𝑙𝑒 = 2) 
21: Step 5: Update 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 of ensemble 
22: 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 from Dirichlet distribution based on updated alpha: 
         [𝑤1, 𝑤2, 𝑤3] ∈ 𝑊𝑡  ~ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛼1, 𝛼2, 𝛼3) ∈ 𝛼𝑡  
23: end for 



Appendix E: Parameters 
Figure 2 represents the updated Dirichlet parameters of alpha from the experiment, while Figure 3 depicts the weight of en-

semble which is extracted from the alpha. In all figures, the x-axis represents the batch cycle (days). Through this, it is evident 

that the ensemble weights converge to their optimal values as the alpha values are updated. Experimentally, the weights tend 

to show a tendency after 20 days, and they show convergence after 60 days. 

 

 

Figure 2: Dynamic parameters updated over time based on user feedback. 

 

 

Figure 3: Optimization of Ensemble weights for IPTV service from Dirichlet distribution 


