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Abstract

Retrieval-augmented generation (RAG) has001
shown promising potential in knowledge in-002
tensive question answering (QA). However, ex-003
isting approaches only consider the query itself,004
neither specifying the retrieval preferences for005
the retrievers nor informing the generators of006
how to refer to the retrieved documents for the007
answers, which poses a significant challenge to008
the QA performance. To address these issues,009
we propose Rule-guided Retrieval-Augmented010
Generation with LMs, which explicitly intro-011
duces rules for in-context learning (RuleRAG-012
ICL) to guide retrievers to recall related docu-013
ments in the directions of rules and uniformly014
guide generators to reason attributed by the015
same rules. The combination of queries and016
rules can be used as fine-tuning data to update017
retrievers and generators, achieving better rule-018
based instruction-following ability (RuleRAG-019
FT). Moreover, most existing RAG datasets020
were constructed without considering rules and021
Knowledge Graphs (KGs) are recognized as022
providing high-quality rules. Therefore, we023
construct five rule-aware RAG benchmarks for024
QA, RuleQA, based on KGs to stress the signif-025
icance of retrieval and reasoning with rules. Ex-026
periments on RuleQA demonstrate RuleRAG-027
ICL improves the retrieval quality of +89.2% in028
Recall@10 and answer accuracy of +103.1% in029
Exact Match, and RuleRAG-FT yields more en-030
hancement. In addition, experiments on four ex-031
isting RAG datasets show RuleRAG is also ef-032
fective by offering rules in RuleQA to them, fur-033
ther proving the generalization of rule guidance034
in RuleRAG. Code and RuleQA are at https:035
//anonymous.4open.science/r/RuleRAG.036

1 Introduction037

Large language models (LLMs) have achieved038

the impressive capability of language generation039

and knowledge learning (Brown et al., 2020;040

Ouyang et al., 2022). Despite the success, the041

full-parametric knowledge in LLMs struggles to042

precisely manipulate fine-grained queries, espe- 043

cially in knowledge-intensive tasks (Jiang et al., 044

2023c; Shao et al., 2023). As complementary, RAG 045

shows superior performance in many NLP tasks, 046

such as open-domain QA (Trivedi et al., 2023) and 047

natural language inference (Qin et al., 2023). 048

However, two high-level issues exist in the cur- 049

rent RAG. First, in the retrieval phase, the retriev- 050

ers rely on word-level matching, and thus can not 051

guarantee that the recalled information is always 052

pertinent to the query answering. The reason is 053

many retrievers are trained on unsupervised text or 054

trained end-to-end, leading to their insufficiency 055

in retrieving the necessary statements for reason- 056

ing (BehnamGhader et al., 2023). Secondly, in the 057

generation phase, the LLMs in the current RAG are 058

not specifically informed of how to exploit noisy 059

retrieved content properly, since relationships be- 060

tween a wide range of facts are rarely explicitly 061

“pointed out” and “supervised” in the pre-training 062

corpora of LLMs. Even if answered correctly, they 063

still lead to implicit attribution processes that are 064

difficult to explain and verify. Therefore, the cur- 065

rent RAG is neither inherently trained to retrieve 066

along reasonable retrieval directions nor organi- 067

cally attribute retrieved content to answers. 068

While answering knowledge-intensive queries, a 069

priori rules instead of simply matching words can 070

genuinely capture internal logical patterns among 071

complicated knowledge. Some works incorporate 072

rules into LLMs to handle the addition of num- 073

bers (Hu et al., 2024) or industrial tasks (Zhang 074

et al., 2024b), but there is currently no exploration 075

of introducing rules into RAG for QA. As shown 076

in Figure 1, the query is What is the trend in 077

YSSTECH’s stock price going forward?. Current re- 078

trievers recall many documents that contribute noth- 079

ing to answering because of blind retrieval. By con- 080

trast, financial KGs provide a rule that The merger 081

of a company’s businesses with other influential 082

companies leads to The increase in a company’s 083
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Figure 1: (a) Without the help of rules, the current RAG can only retrieve documents about some keywords, rather
than the overall semantics of the query, and thus get confused in answering. (b) Guided by the attributable rule
r, our proposed RuleRAG retrieves logically supportive documents and then reasons the correct answer .

stock price. Therefore, we can leverage this rule084

to conduct more targeted retrieval and offer docu-085

ments that can better support question answering.086

Upon the above motivation, we propose087

RuleRAG, Rule-guided Retrieval-Augmented088

Generation, which enables to both retrieve089

documents and reason answers with the guidance090

of rules. Compared to standard RAG, which relies091

on finding the precise statement of the query to092

be answered, training-free RuleRAG-ICL requires093

the introduction of rules in the input sides of the094

retrievers to retrieve and generators to reason.095

To boost the rule-following reasoning ability, we096

further design rule-guided fine-tuning (RGFT) to097

retrofit retrievers and generators (RuleRAG-FT).098

However, although rules are common and valu-099

able for the QA task, most existing RAG datasets100

were constructed without considering rules. KGs101

are widely known to provide question-answer pairs102

and high-coverage rules, so we newly construct five103

rule-aware QA benchmarks (RuleQA) from five104

KGs to offer rich data. The strong performance of105

KG rule mining algorithms also ensures the acqui-106

sition of rules with high confidence. In addition,107

the answers in RuleQA require reasoning based108

on rules rather than directly repeating retrieved109

facts like existing RAG datasets, so RuleQA is110

knowledge-intensive and more challenging. Ex-111

periments on RuleQA show that, under several112

retrieval and generation configurations, RuleRAG-113

ICL offers considerable performance gains with the114

individual guidance of rules by in-context learning115

and RuleRAG-FT achieves further improvements116

by fine-tuning retrievers and generators. RuleRAG-117

FT can be extrapolated to unseen rules without118

retraining, confirming the superiority of rules to 119

retrieve and reason in RAG. We also introduce 120

RuleRAG into an advanced model CoK to empha- 121

size the paradigm of Rule-guided RAG is suitable 122

for different RAG methods. Moreover, we conduct 123

experiments on four existing RAG datasets. As a 124

result, RuleRAG is beneficial for our constructed 125

RuleQA and for introducing rules to existing RAG 126

datasets. RuleRAG-CoK shows the attribution of 127

the advanced RAG-based variant of RuleRAG un- 128

der RuleQA and existing RAG methods. 129

2 Related Work 130

2.1 Retrieval-Augmented Generation 131

In RAG, the retrieval module explicitly augments 132

the generation module with external knowledge 133

banks (Guu et al., 2020). Retrieval approaches 134

include sparse retrievers based on sparse bag-of- 135

words, dense retrievers based on dense vectors and 136

more complex hybrid search algorithms (Li et al., 137

2023a). RAG is widely adopted to complement 138

the LLM parametric knowledge along different 139

stages (Gao et al., 2024), including pre-training 140

stage (RETRO (Borgeaud et al., 2022), COG (Lan 141

et al., 2023), Atlas (Izacard et al., 2024)), fine- 142

tuning stage (SURGE (Kang et al., 2023), Self- 143

RAG (Asai et al., 2023), CoN (Yu et al., 2023)) and 144

inference stage (KnowledGPT (Wang et al., 2023), 145

DSP (Khattab et al., 2023), RoG (Luo et al., 2024)). 146

2.2 Knowledge-intensive QA 147

In the realm of QA, queries are viewed as 148

knowledge-intensive if we need access to exter- 149

nal corpora (Thorne et al., 2018). Assuming that 150

documents in the corpora include the exact answers, 151
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Figure 2: The framework of our proposed RuleRAG. RuleRAG-ICL relies on in-context learning with the guidance of
rules. RuleRAG-FT involves fine-tuning retrievers and generators ahead. (a) The unified RuleRAG inference process.
(b) Rule-guided retriever fine-tuning (RGFT-retriever). (c) Rule-guided generator fine-tuning (RGFT-generator).

RAFT (Zhang et al., 2024a) and RA-DIT (Lin et al.,152

2024) fine-tune LLMs by concatenating documents153

and queries as prompts. However, many answers to154

factual queries are hidden in semantically dissim-155

ilar but logically related documents, which need156

to be retrieved and reasoned with the guidance of157

rules. Our constructed RuleQA simulates this cir-158

cumstance, while most existing RAG datasets lack159

rules. Recently, Wu et al. (2024) investigates miti-160

gating misleading irrelevant interference; Sun et al.161

(2024) only discusses the rule-following abilities of162

LLMs without retrieval and ignores how to obtain163

rules. In contrast, our proposed RuleRAG involves164

a more comprehensive consideration of mining165

rules, retrieving documents and reasoning answers.166

3 Proposed Method: RuleRAG167

3.1 RuleRAG-ICL168

Figure 2 (a) illustrates the inference flow of169

RuleRAG-ICL. Given a query q ∈Q, we first lever-170

age Sentence-BERT (Reimers and Gurevych, 2019)171

to capture the semantic similarity between q and172

candidate rules. The highest N rules among those173

whose scores exceed a certain threshold θ are taken174

as guiding rules Rq, where N and θ are hyper-175

parameters. Then, we append q with one rule r ∈176

Rq once at a time to avoid conflict and conduct rule-177

guided retrieval in the corpus D to obtain the top-k178

documents Dr
q . Finally, Dr

q from all rules in Rq are179

assembled to produce the final retrieval results Dq,180

and RuleRAG-ICL conditions on the query q, rules181

Rq and documents Dq to reason the answer a.182

Rule-guided retriever (RG-retriever). The re-183

triever calculates a relevant score s(di, q ◦ r) be-184

tween (q,r) and every document di ∈ D: s(di, q ◦185

r) = Ed(di) ·Eq (q ◦ r), where ◦ is sequence con- 186

catenation, · is dot product, Ed is document en- 187

coder and Eq is query encoder. We select the top-k 188

documents, Dr
q , and combine all Dr

q as the final 189

retrieval results Dq. This process is formalized as: 190

Dq =
⋃

r∈Rq

Dr
q ; Dr

q = arg top-k
di∈D

s (di, q ◦ r) .

(1) 191

Rule-guided generator (RG-generator). After 192

recalling Dq, we construct an instruction to prompt 193

LLMs to reason answers. Different from implicit 194

case-based prompts (Wei et al., 2024), we directly 195

inform LLMs of Rq as the attribution mechanisms 196

and reason with the guidance of Rq. The probabil- 197

ity of outputting answer a can be approximated as: 198

P (a | q,R,D) ≈ PLLM (a | INS(q,Rq,Dq)),
(2) 199

where PLLM () is the LLM generation probability. 200

INS() is instruction prompt, whose simplified form 201

is in Figure 2 (c) and details are in Appendix K. 202

3.2 RuleRAG-FT 203

The overview of our proposed rule-guided retriever 204

and generator fine-tuning is shown in Figure 2 205

(b) and (c). For rule-guided retriever fine-tuning 206

(RGFT-retriever), we update the LM encoders in a 207

contrastive learning objective (Chen et al., 2020) 208

and train over supervised fine-tuning data provided 209

in our constructed benchmarks , where inputs are 210

the queries plus rules and supervised labels are 211

heuristic oracle documents. For rule-guided gen- 212

erator fine-tuning (RGFT-generator), we adopt the 213

supervised instruction-tuning objective (Iyer et al., 214

2023) while combining query q with two compo- 215

nents: retrieved documents Dq and the set of rules 216
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Rq consistent with the retrieval phase. The rules217

introduced in the RGFT-generator train LLMs to218

optimally reason from the retrieved context into219

answers via attributable rules, making RuleRAG220

leverage our fine-tuned retrievers more rationally.221

Rule-guided retriever fine-tuning (RGFT-222

retriever). We utilize two main types of retrievers:223

sparse and dense retrievers. As the sparse retriever,224

we use Pyserini to implement the standard training-225

free BM25 (Robertson and Zaragoza, 2009), which226

relies on word-level frequencies. As the dense re-227

trievers, we adopt the dual-encoder based retriever228

architecture, such as DPR and SimCSE. We freeze229

the document encoder and tune the query encoder230

for high retrieval efficiency (Lewis et al., 2020).231

Given a ((q, r) ,Do) pair in the fine-tuning data,232

where Do serve as the oracle documents, each233

d+i ∈ Do is a positive learning example while each234

in-batch d−j ̸∈ Do is a negative example. We train235

the retrievers in an in-batch contrastive training236

fashion with the following loss function Lr
q:237

Lr
q = − log

es(d
+
i ,q◦r)

es(d
+
i ,q◦r) +

∑
d−j ϵB/Do

es(d
−
j ,q◦r)

,

(3)238

where B is the documents for all the queries in239

one training batch. Do is oracle documents for240

the query and B/Do is its in-batch negative exam-241

ples. The final training goal of RGFT-retriever is to242

minimize the overall loss L =
∑

((q,r),Do)∈FR
Lr
q.243

Rule-guided generator fine-tuning (RGFT-244

generator). To obtain greater model efficiency,245

we fine-tune the generators in RuleRAG-FT, en-246

hancing the proficiency to reason accurate answers247

following rules. Formally, the designed instruction248

contains three parts: the relevant facts Dq retrieved249

by retrievers fine-tuned above, the rules Rq guiding250

attributable retrieval logics and the original query q.251

In practice, for open-source LLMs, we utilize252

the few-shot instruction fine-tuning strategy253

considering the following two aspects. First, our254

introduced rules reform the data-centric training to255

the alignment of task-centric abilities, i.e., it can be256

viewed as a reasoning task based on the guidance257

of rules (Zhou et al., 2023) and our training aim is258

to learn to use them. Secondly, tuning all the data is259

prohibitive. We randomly select a fixed number of260

samples to conduct few-shot tuning (2048 samples261

in our practice). For closed-source LLMs, we per-262

form 3-shot prompts as an empirical substitute of263

fine-tuning (Dai et al., 2023) due to the unavailable264

Benchmarks |R| |D| |FR| |FG| |Q| Source KG

Te
m

po
ra

l RuleQA-I 557 77,508 6,594 7,440 1,559 ICEWS14
RuleQA-Y 99 243,633 28,153 22,765 1,864 YAGO
RuleQA-W 78 584,364 50,996 62,375 2,065 WIKI

St
at

ic RuleQA-F 367 49,088 8,082 9,645 1,233 FB15K-237
RuleQA-N 234 18,177 4,351 4,764 815 NELL-995

Table 1: The statistics of our constructed benchmarks
RuleQA. |R|, |D|, |FR|, |FG| and |Q| are the numbers
of rules, documents in corpus, retriever fine-tuning pairs,
generator fine-tuning pairs and test queries, respectively.

parameters. Specifically, we randomly select three 265

((q,Dq,Rq), a) pairs as fixed examples in the 266

prompts, making up the in-context augmentation. 267

4 Experimental Settings 268

4.1 Benchmarks and Setup of RuleRAG 269

The construction process of our constructed five 270

rule-aware benchmarks RuleQA are in Appendix A. 271

The statistics of RuleQA are in Table 1. For 272

RuleRAG-ICL, in addition to adding rule guidance 273

to both retrievers and generators (RG-retriever + 274

RG-generator), we also add rule guidance only to 275

the retrieval stage (RG-retriever + generator), try- 276

ing to prove that introducing rules in two stages can 277

both contribute to the performance. For RuleRAG- 278

FT, the complete method involves retrievers and 279

generators with RGFT. The ablation study shows 280

both of them are individually beneficial to the 281

results. To emphasize the contribution of rules, 282

we introduce several variants of RuleRAG-FT. The 283

SSFT in Table 2 represents the standard supervised 284

fine-tuning following the vanilla manner, where the 285

fine-tuning instruction consists only of the queries 286

and retrieved documents without rules. Whether 287

the inputs are added with rules during inference 288

is consistent with how the models are fine-tuned. 289

4.2 Baselines 290

Given that LLMs have lots of world knowledge, 291

we report the performance of directly using LLMs 292

as answer reasoners without retrieval (Standard 293

Prompting in Table 2). Additionally, we com- 294

pare RuleRAG with three baselines based on RAG. 295

We instantiate the widespread RAG framework us- 296

ing off-the-shelf LLMs and retrievers with queries 297

as input, standing for the standard RAG methods 298

(Standard RAG in Table 2, 4 and 5). Chain-of- 299

thought (CoT) methods, verify-and-edit (VE; Zhao 300

et al. (2023)) and chain-of-knowledge (CoK; Li 301

et al. (2024)) correct outputs independently and 302

sequentially respectively by leveraging external 303

knowledge sources. Following their implementa- 304

4



Architecture RuleQA-I RuleQA-Y RuleQA-W RuleQA-F RuleQA-N
Retriever Generator R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1

Standard Prompting None LLAMA2_7B - 1.5 19.4 - 0.4 12.4 - 1.5 27.7 - 1.0 24.9 - 0.1 10.4
Standard RAG DPR LLAMA2_7B 14.1 5.2 24.4 3.8 2.6 18.5 7.4 4.8 35.8 18.9 11.0 33.1 19.3 9.8 29.6

VE (3-shot) DPR LLAMA2_7B - 3.1 10.7 - 0.8 6.5 - 4.2 25.2 - 7.4 12.7 - 4.8 14.1
CoK (3-shot) DPR LLAMA2_7B - 4.0 12.5 - 1.9 10.4 - 5.7 29.0 - 9.8 18.7 - 7.4 21.6

RuleRAG-ICL
RG-DPR LLAMA2_7B 24.2 5.5 25.1 6.6 4.3 19.2 22.6 10.9 37.1 29.9 13.1 33.1 26.5 11.1 30.6
RG-DPR RG-LLAMA2_7B 24.2 9.8 29.1 6.6 6.1 20.9 22.6 12.7 39.1 29.9 19.0 35.7 26.5 15.2 32.8

RuleRAG-FT RGFT-DPR RGFT-LLAMA2_7B 45.1 20.5 38.9 55.7 44.6 41.6 49.9 41.6 47.5 95.1 34.9 48.4 92.5 42.0 57.9
Rule Ablation

variants of RuleRAG-FT
SSFT-DPR RGFT-LLAMA2_7B 38.4 18.7 38.4 46.5 41.5 38.4 39.3 36.9 42.4 79.0 31.5 47.3 80.7 42.0 55.2
RGFT-DPR SSFT-LLAMA2_7B 45.1 15.3 27.5 55.7 43.7 33.2 49.9 29.4 34.1 95.1 14.2 29.6 92.5 29.8 42.4
SSFT-DPR SSFT-LLAMA2_7B 38.4 13.8 27.3 46.5 37.4 33.8 39.3 28.8 34.3 79.0 12.0 27.1 80.7 27.5 41.9

RGFT Ablation

variants of RuleRAG-FT
RG-DPR RGFT-LLAMA2_7B 24.2 13.3 37.7 6.6 13.9 25.6 22.6 14.7 30.5 29.9 21.6 36.7 26.5 15.4 34.9

RGFT-DPR RG-LLAMA2_7B 45.1 14.2 33.1 55.7 33.9 36.5 49.9 38.7 43.4 95.1 33.5 41.9 92.5 37.2 47.6

RuleRAG-CoK RG-DPR RG-LLAMA2_7B - 5.1 17.9 - 2.6 14.5 - 8.4 32.2 - 11.8 26.1 - 9.2 25.7

Table 2: Performance comparison of RuleRAG-ICL, RuleRAG-FT and the variant of RuleRAG, RuleRAG-CoK.
RG-DPR and RG-LLAMA2_7B represent rule-guided DPR and rule-guided LLAMA2_7B in RuleRAG-ICL.
RGFT represents rule-guided fine-tuning in RuleRAG-FT. SSFT represents standard supervised fine-tuning.
Standard Prompting does not have a retrieval stage, VE and CoK involve multiple search objects, which change
several times, so there is no R@10. The best performance of RuleRAG-ICL and RuleRAG-FT are in bold.

tion, we initialize the knowledge sources as our305

corpus D and use 3-shot CoT prompts. Moreover,306

since RuleRAG relies solely on rule guidance in-307

stead of other sophisticated techniques like reflec-308

tion or interleave, we also focus on the performance309

comparison of RuleRAG with and without rules.310

4.3 Evaluation Metrics311

For the retrieval stage, the quality of retrieved312

documents is critical for downstream queries and313

is usually measured by Recall@k (Karpukhin et al.,314

2020), indicating whether the top-k blocks contain315

targeted information. For our task, we calculate316

Recall@k (R@k,%) by checking whether the317

correct answer to the given query is contained318

in the retrieved top-k documents. The higher319

R@k, the more potentially useful retrievers are for320

generators. For the generation stage, the quality of321

answers is measured by Exact Match (EM,%) and322

Token F1 (T-F1,%), which are widely recognized323

in QA performance evaluation (Zhu et al., 2021).324

For EM, an answer is deemed correct if its325

normalized form corresponds to any acceptable326

answer in the provided ground truth lists. T-F1327

treats the answers and ground truths as bags of328

tokens and computes the average token-level329

overlap between them (Li et al., 2023b).330

5 Experimental Results331

5.1 Main Results332

Table 2 shows the overall experimental results in333

the five rule-aware QA benchmarks detailedly and334

provides a comprehensive comparison between our335

proposed RuleRAG-ICL, RuleRAG-FT, the variant 336

of RuleRAG, RuleRAG-CoK, and all the baselines, 337

under the instantiation of DPR (Karpukhin et al., 338

2020) and LLAMA2_7B (Touvron et al., 2023) as 339

retrievers and generators. As a baseline without 340

retrieval, LLAMA2_7B using standard prompting 341

can only refer to the knowledge it acquired during 342

pre-training. Unsurprisingly, we notice that Stan- 343

dard Prompting (LLAMA2_7B) yields the worst 344

relative and absolute results in all the five bench- 345

marks, revealing that parametric knowledge in 346

LLMs makes it hard to answer our factual queries. 347

Furthermore, the results of Standard Prompting 348

avoid the concern that the performance improve- 349

ment of subsequent experiments comes from in- 350

trinsic knowledge in LLMs. This also gives a side 351

note to the challenges of our constructed five bench- 352

marks and motivates the introduction of rules. 353

The CoT-based methods, VE and CoK, use the 354

rationales corrected by the retrieved knowledge to 355

enhance the factual correctness of LLMs. From 356

their results, it is evident that although they happen 357

to succeed in modifying some answers by using ra- 358

tionales, they still fail to capture the logical relation- 359

ships between the broader set of facts. The Stan- 360

dard RAG framework has better performance than 361

the above non-retrieval or self-verifying methods, 362

highlighting the importance of retrieved documents 363

for knowledge-intensive queries. However, their 364

low performance is still unsatisfactory, suggesting 365

that their principles of retrieval and generation are 366

weak and leave much to be desired. In the experi- 367

ments, we illustrate that the performance can be fur- 368

5



top-1 top-2 top-5 top-10
top-k retrieved documents

2
6

10
14
18
22
26
30
34
38
42
46

R
ec

al
l@

k(
%

)
RuleRAG-FT (DPR + RGFT-LLAMA2 7B)

6.6
10

.1

17
.9

24
.2

14
.2

20
.4

29
.2

38
.4

22
.9

29
.1

36
.7

45
.1DPR (EM)

SSFT-DPR (EM)
RGFT-DPR (EM)
DPR (Recall@k)
SSFT-DPR (Recall@k)
RGFT-DPR (Recall@k)

top-1 top-2 top-5 top-10
top-k retrieved documents

4
7

10
13
16
19
22
25
28
31
34
37

R
ec

al
l@

k(
%

)

RuleRAG-FT (SimCSE + RGFT-LLAMA2 7B)

8.0
10

.2

15
.1

19
.9

10
.4

14
.9

20
.3

25
.5

15
.3

20
.6

28
.9

36
.1SimCSE (EM)

SSFT-SimCSE (EM)
RGFT-SimCSE (EM)
SimCSE (Recall@k)
SSFT-SimCSE (Recall@k)
RGFT-SimCSE (Recall@k)

top-1 top-2 top-5 top-10 top-50
top-k retrieved documents

2
5
8

11
14
17
20
23
26
29
32
35
38

R
ec

al
l@

k(
%

)

RuleRAG-FT (BM25 + RGFT-LLAMA2 7B)

12
.1

22
.3

36
.2

3.0

18
.0

BM25 (EM)
BM25 (Recall@k)

12.0
12.4

12.8
13.3

13.9

15.5

18.3
18.7

16.8

18.5

20.2 20.5

11
12
13
14
15
16
17
18
19
20
21
22

E
M

(%
)

8
9
10
11
12
13
14
15
16
17
18
19
20

E
M

(%
)

8.9 9.1

13.8 13.9

10.8

12.7

14.8 15.1
14.6

15.2

18.2
18.7

6.5

7.0

7.5

8.0

8.5

9.0

9.5

10.0

10.5

11.0

E
M

(%
)

7.9

8.7

8.1
7.9

10.1

Figure 3: The Reacll@k and EM performance of RuleRAG-FT in RuleQA-I with different numbers of retrieved
documents and under multiple circumstances: three settings in DPR (DPR, SSFT-DPR and RGFT-DPR), three
settings in SimCSE (SimCSE, SSFT-SimCSE and RGFT-SimCSE) and one setting in BM25. Horizontal numbers
over the pillars represent EM for bar charts and slanted numbers around the lines represent Recall@k for line charts.

ther improved under the guidance of rules from two369

perspectives: through in-context learning (ICL) in370

RuleRAG-ICL and through RGFT in RuleRAG-FT.371

For RuleRAG-ICL (RG-DPR + LLAMA2_7B),372

introducing rules in the retrieval stage alone en-373

hances DPR recall performance and improves the374

answer accuracy of the original LLAMA2_7B.375

RuleRAG-ICL (RG-DPR + RG-LLAMA2_7B)376

consistently surpasses Standard RAG across vari-377

ous metrics (+9.3 in R@10, +5.9 in EM and +3.2 in378

T-F1 on average absolute performance over all five379

benchmarks), achieving the improved performance.380

This confirms the sub-optimal ability of the current381

RAG and the effectiveness of our proposed dual382

rule-guided retriever and generator. For RuleRAG-383

FT, our proposed RGFT can amazingly improve384

performance by a significant margin (+45.7 in385

R@10, +24.2 in EM and +15.3 in T-F1 compared386

to the best performance of RuleRAG-ICL). In addi-387

tion to Standard RAG-based RuleRAG-ICL and388

RuleRAG-FT, RuleRAG can also be applied to389

many advanced RAG-based models. As a variant390

of RuleRAG, RuleRAG-CoK introduces the idea391

of rule-guided RAG into CoK. The performance392

improvement achieved is attributed to our proposal.393

To further corroborate that these gains are due394

to the introduced rules, we first isolate the key395

component, rules, from fine-tuning data for RGFT,396

to form the standard supervised fine-tuning (SSFT)397

(Rule Ablation in Table 2) and then isolate the398

impact of the fine-tuned generator from the fine-399

tuned retriever in RuleRAG-FT (RGFT Ablation in400

Table 2). RGFT Ablation shows both RGFT-DPR401

and RGFT-LLAMA2_7B are beneficial when used402

individually, implicitly suggesting that the two403

phases do not depend on each other. Moreover,404

Rule Ablation shows when we no longer leverage405

rules to explicitly inform the retrievers of the406

retrieval directions (SSFT-DPR) or how LLMs 407

should correctly utilise the retrieved documents 408

while fine-tuning (SSFT-LLAMA2_7B), our recall 409

and generation performances show varying degrees 410

of degradation compared to RuleRAG-FT. This 411

further clarifies the great assistance of rules on the 412

ability to answer knowledge-intensive queries. 413

5.2 Further Analysis on Retrievers 414

Retrievers in RuleRAG-FT 415

In Figure 3, we initialize RuleRAG-FT with 416

more retrievers: dense retrievers DPR (Karpukhin 417

et al., 2020), SimCSE (Gao et al., 2021) and 418

training-free sparse retriever BM25 (Robertson 419

and Zaragoza, 2009), and we use several retrieval 420

configurations: retrievers without fine-tuning 421

or with SSFT/RGFT while recalling different 422

numbers of top-scored documents. Before fine- 423

tuning, the Recall@k and EM performance of the 424

three retrievers are comparable and each has their 425

own performance characteristic, with no obvious 426

advantages or disadvantages. For instance, DPR 427

has the best Recall@10 and SimCSE has the best 428

EM under top-10 documents before fine-tuning. 429

After fine-tuning, DPR consistently outperforms 430

SimCSE and RGFT consistently outperforms 431

SSFT. Specifically, under considering top-scored 432

documents with the same k, for the two trainable 433

dense retrievers, the RGFT version recalls more 434

relevant information (R@k) than the SSFT version 435

by a large margin, demonstrating the generality of 436

the proposed RGFT across different retrievers. As 437

a result, the EM scores of the generated answers are 438

better when higher-quality documents from retriev- 439

ers are provided. Moreover, when the retrievers 440

and generators are applied with RGFT, RuleRAG- 441

FT shows substantial performance gains, even with 442

the retrieval number limited to top-1. For DPR and 443

6



SimCSE, as we include more documents, the Re-444

call@k and EM scores increasingly improve. This445

shows that leveraging rules to guide the retrieval446

and generation processes builds a bridge between447

queries and answers since rules provide retrieval448

directions and attributable mechanisms. For BM25,449

although Recall@k keeps increasing, EM experi-450

ences a drop, probably due to the retrieved noise.451

One additional finding is that even though the dif-452

ference in R@2 between the original DPR and Sim-453

CSE is not large (10.1% vs 10.2%), the EM of gen-454

erated answers can differ significantly (12.4% vs455

9.1%). The reason may be that DPR’s retrieved con-456

tent includes not only the correct answers but also457

other helpful information. RGFT further widens458

the gap of Reacll@k between DPR and SimCSE.459

Retrievers in RuleRAG-ICL460

Contriever (Izacard et al., 2022) is a powerful re-461

triever with strong unsupervised performance and462

can transfer well to new applications. Therefore,463

it has been widely used in RAG. In Table 4 in464

Appendix B, we note that Contriever without the465

guidance of rules can achieve relatively good recall466

and RG-Contriever makes further enhancements.467

Compared to Standard RAG, RuleRAG-ICL with468

RG-Contriever and RG-generators also obtain vary-469

ing degrees of performance improvement under the470

three LLMs. These results confirm the outstanding471

ability of our proposed rule-guided method.472

5.3 Further Analysis on Generators473

More LLMs as Generators474

To test RuleRAG’s generalization to more gen-475

erators, we evaluate the effect of different LLMs in476

Table 5 in Appendix C. We experiment with three477

more open-source LLMs: ChatGLM2_6B (Du478

et al., 2022), Mistral_7B_v0.2 (Jiang et al., 2023a),479

LLAMA2_13B (Touvron et al., 2023), and a480

closed-source LLM, GPT-3.5-Turbo.481

First, consistent with the conclusions for482

LLAMA2_7B in Table 2, Table 5 show RuleRAG483

is effective under various kinds of LLMs.484

RuleRAG-ICL and RuleRAG-FT improve the485

overall performance of Standard RAG across486

all benchmarks and LLMs, demonstrating the487

validity and universality of rules. RuleRAG-FT488

consistently outperforms RuleRAG-ICL. Secondly,489

for LLAMA2 as generators, Standard RAG,490

RuleRAG-ICL and RuleRAG-FT with the 13B491

model always outperform their 7B counterparts,492

indicating that the introduced rules can provide493

better guidance when using larger models with the494
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Figure 4: The EM variation of RuleRAG-FT produces
different characteristics due to the varying difficulty of
the rules in our constructed five RuleQA benchmarks.

same LLM architecture. Thirdly, the RuleRAG- 495

ICL’s EM results of GPT-3.5-Turbo are better than 496

LLAMA2_13B because of more massive model pa- 497

rameters, however, the RuleRAG-FT’s EM results 498

of LLAMA2_13B are better than GPT-3.5-Turbo in 499

three of the five benchmarks. This phenomenon il- 500

lustrates that RGFT is fairly effective and necessary 501

for lightweight LLMs to overcome big LLMs, mak- 502

ing RuleRAG-FT much cheaper than off-the-shelf 503

big LLMs for LLM deployment and application. 504

Impact of RGFT Data Volume 505

In Figure 4, the x-axis is the ratio of fine-tuned 506

data to the total amount of data in RGFT. The y-axis 507

is the ratio of EM performance to the optimal one 508

under DPR and LLAMA2_7B, with closer to 100% 509

indicating stronger performance. Since the differ- 510

ent properties of the rules in different benchmarks 511

lead to different degrees of difficulty in learning, 512

the growth of model performance under different 513

benchmarks exhibits various characteristics. 514

The performance in RuleQA-Y fluctuates mod- 515

estly at a very low level throughout the first half of 516

the RGFT process, and then sees a sudden surge in 517

capability during the second half of the RGFT pro- 518

cess. It is worth noting that the EM performance in 519

RuleQA-I fluctuates more dramatically: While re- 520

alizing substantial EM performance gains (ranking 521

second in all the benchmarks), it undergoes several 522

upward and downward drops before levelling off 523

at the optimal performance. This suggests that 524

RuleQA-I is the most challenging among our con- 525

structed five benchmarks. Moreover, from Table 2, 526

4 and 5, we find RuleRAG has the worst absolute 527

performance in RuleQA-I compared to the other 528

four benchmarks under the same LLMs, which also 529

illustrates the challenge of the rules in RuleQA-I. 530

7



1 2 3 4
s (Rule Banks) for Training

4

3

2

1

s (
R

ul
e 

B
an

ks
) f

or
 T

es
tin

g +10.1 +8.5 +10.2 +12.3

+9.6 +8.2 +11.2 +9.5

+10.5 +11.9 +9.7 +8.8

+12.8 +10.3 +10.5 +10.0

Rule Generalization in Benchmark RuleQA-I 
 under RGFT-LLAMA2_7B

9

10

11

12

EM
  p

er
fo

rm
an

ce
  i

m
pr

ov
em

en
t

Figure 5: The EM of generalizing RuleRAG-FT from
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RuleRAG-FT is trained on Ri and tested on Rj . The
numbers in (Ri, Rj) represent the performance gains
compared to the baseline Standard RAG tested on Rj .

6 Rule Generalization531

Generalization on RuleQA532

RuleRAG-ICL is training-free, so we can attach533

arbitrary rules to the method’s input by in-context534

learning. Experimental results above naturally illus-535

trate its instruction-following ability to many kinds536

of rules. In RGFT, the constructed fine-tuning data537

is limited anyway but rules are inexhaustible, so538

RuleRAG-FT cannot and should not see the full539

set of rules in RuleQA. Therefore, it is important540

to verify its ability to generalize to unseen rules.541

RuleRAG-FT must capture transferable rule uti-542

lization capability, since RuleRAG-FT has no prior543

knowledge of the target rule bank and is forced to544

learn from the source rule bank. The results in Fig-545

ure 5, where Ri ∩Rj = ∅ and |Ri| = |Rj | (i, j ∈546

{1, 2, 3, 4}), show that (1) The diagonal (Ri,Ri)547

has the highest performance gains and there are548

slight differences between various rule banks; (2)549

The results on two sides of the diagonal fluctua-550

tions within reasonable ranges and all show stable551

improvements over Standard RAG. This implies552

that RuleRAG-FT can take advantage of the ability553

to leverage the learned underlying rule patterns554

rather than being limited to concrete rule instances.555

Generalization on More Datasets556

To test RuleRAG’s performance on retrieving557

and reasoning using rules in a wider range of558

scenarios, we conduct assessments in four datasets:559

ASQA (Stelmakh et al., 2022), PopQA (Mallen560

et al., 2023), HotpotQA (Yang et al., 2018) and561

Natural Questions (NQ) (Kwiatkowski et al.,562

2019). Table 3 shows RuleRAG’s results on them.563

Even though these datasets were constructed564

without adapting rules, RuleRAG still achieves con-565

Datasets ASQA PopQA HotpotQA NQ
Methods EM EM EM EM

Contriever + LLAMA2_7B
Standard RAG 8.6 14.3 4.4 7.6
RuleRAG-ICL 10.0 15.3 5.4 7.8
RuleRAG-FT 11.1 16.7 6.0 8.1

Contriever + LLAMA2_13B
Standard RAG 8.8 13.7 5.8 7.8
RuleRAG-ICL 10.4 17.3 6.8 8.3
RuleRAG-FT 11.9 18.8 8.2 8.9

Contriever + GPT-4o-mini
CoK 27.9 11.6 36.8 31.4

RuleRAG-CoK 40.0 16.2 38.6 35.4

Table 3: The results of Standard RAG and CoK on four
RAG datasets before and after equipping RuleRAG.

sistent performance gains with the help of the rules 566

in our constructed RuleQA. Specifically, following 567

the framework of RuleRAG, existing datasets can 568

be adaptively equipped with rules in RuleQA by 569

calculating the relevance between candidate rules 570

and queries. If some rules are highly relevant, they 571

are introduced, otherwise no rules are introduced. 572

Table 3 also compares the performance changes 573

of an advanced RAG model CoK without and with 574

our proposed RuleRAG, indicating that when CoK 575

replaces Standard RAG as the base method, the 576

variant of RuleRAG, RuleRAG-CoK, still succeeds 577

in introducing the guidance of rules. These results 578

further confirm the effectiveness of our proposed 579

rule-guided retrieval and generation in RAG for 580

more comprehensive QA models and applications. 581

7 Conclusion and Future Works 582

In this paper, we point out two high-level problems 583

of current RAG and propose rule-guided retrieval- 584

augmented generation (RuleRAG). RuleRAG-ICL 585

intuitively shows RAG can directly benefit 586

from prompting LLMs with rules by in-context 587

learning. To further improve the QA performance, 588

RuleRAG-FT retrofits retrievers to recall more 589

supportive information by contrastive learning and 590

updates generators through our designed RGFT. 591

Experiments on our constructed five rule-aware QA 592

benchmarks RuleQA show the strong performance 593

of RuleRAG under multiple retrievers and gener- 594

ators and the generalization of rules. Furthermore, 595

the comparison results with and without rules in 596

RuleQA for RuleRAG and CoK on existing RAG 597

datasets also attest to the effectiveness of rules in 598

broader scenarios. In the future, we will explore 599

how to adapt rules in more complex RAG frame- 600

works and use custom rules for more QA tasks. 601

8



Limitations602

Since existing RAG datasets do not have adapted603

rules, which have been widely used for knowledge-604

intensive reasoning tasks, we use mature KG rule605

mining algorithms to match rules for our con-606

structed benchmarks RuleQA. Although the ex-607

periments on four existing RAG datasets, includ-608

ing ASQA, PopQA, HotpotQA and NQ, initially609

demonstrated that the guideline of rules in RuleQA610

can be generalized to them and yielded perfor-611

mance gains, the gains were limited because the612

rules were not customized for them. Therefore, we613

plan to match rules for more RAG datasets and vali-614

date the rules on more RAG models to demonstrate615

the generic usefulness, since all RAG-based meth-616

ods involve the two basic processes of retrieval and617

generation.618
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A Newly Constructed Rule-aware QA1022

Benchmarks1023

Many real-world scenarios, such as healthcare, law1024

and finance, rely on expert experience and the ex-1025

pertise can be represented with symbolic rules. For1026

example, "having certain symptoms corresponds to1027

a certain disease, which in turn requires the use of1028

certain medications", "certain behaviours violate1029

certain laws, which in turn require certain penal-1030

ties", and "when approving a loan, information1031

such as the borrower’s debt-income ratio must be1032

taken into account", and so on. In a broad sense,1033

human common sense, expert experience, or regula-1034

tions are rules and are ubiquitous in real life, but the1035

common RAG datasets that are available today do1036

not provide a corresponding rule base. We find that1037

knowledge bases and their rule mining algorithms1038

can provide high-quality rules and question-answer1039

pairs, so we construct RuleQA based on knowledge1040

bases and equip rules to RuleQA.1041

Rule bank R. A huge amount of world1042

knowledge, including static facts and temporal1043

events, has been stored in static KGs and temporal1044

KGs (Jiang et al., 2023b). If Event1 can lead to1045

the happening of Event2, we believe that there is1046

a logical correlation between them. In KGs, events1047

are usually stored in the form of triples [Entity 1,1048

r1, Entity 2] , so we leverage a triple to stand for1049

an event. In the static scenario, several different1050

relations can be simultaneously established1051

between two entities. In the temporal scenario,1052

two entities can interact multiple times at different1053

timestamps. Hence, if relation r1 (rule body) can1054

logically explain the occurrence of relation r2 (rule1055

head) between entities, we represent this relevance1056

as rule r in a natural language form: [Entity1057

1, r1, Entity 2] leads to [Entity 1, r2, Entity 2].1058

We leverage the classical rule mining algorithm1059

AMIE3 (Lajus et al., 2020) for static KGs and1060

TLogic (Liu et al., 2022) for temporal KGs. AMIE31061

and TLogic are currently the most widely used rule1062

mining methods, as well as one of the best static1063

and temporal knowledge graph mining models,1064

respectively. Therefore, the quality of the rules is1065

guaranteed. They can intuitively give rules with1066

confidence scores. The frequently co-occur rela-1067

tions form rules with high confidence (Liao et al.,1068

2024) and we only transform these high-confidence1069

rules to the above text string form, comprising our1070

rule bank R, which will be consistently leveraged1071

in the training and inferring process of RuleRAG.1072

Test dataset Q. To avoid skewed entity distribu- 1073

tion, we include links with both popular and long- 1074

tail entities in KG test sets and adjust their numbers 1075

to achieve balance. The remaining links are con- 1076

verted into queries with tail entities in these links as 1077

ground truths. Different from PopQA (Mallen et al., 1078

2023) with more low-popularity entities from Wiki- 1079

data, our benchmarks consider entities in uniform 1080

distribution from five knowledge bases, aiming to 1081

show the more general effectiveness of our method. 1082

Corpus D and fine-tuning datasets, FR and 1083

FG. Different from EntityQuestions (Sciavolino 1084

et al., 2021), we linearize the links in KG training 1085

sets into documents by concatenating entity, 1086

relation and time, forming concise and distinct 1087

factoids in D, which serves as the retrieval source 1088

of RuleRAG. For RGFT, we split valid sets of 1089

KGs into two disjoint parts and convert the KG 1090

links of both parts into queries: one part is for 1091

queries in the fine-tuning datasets FR for retrievers 1092

and the other part is for queries in the fine-tuning 1093

datasets FG for generators. Specifically, we search 1094

the corresponding oracle document examples 1095

from D for each query-rule pair by entity name 1096

and relation-matching heuristics and take them 1097

as the golden training labels of the retrievers. 1098

Subsequently, we leverage the fine-tuned retrievers 1099

to retrieve relevant documents for each query 1100

in FG and create fine-tuning instructions for 1101

generators by combining retrieval results, rules 1102

and queries, with golden answers as supervision. 1103

Benchmarks with temporal queries, named 1104

RuleQA-I, RuleQA-Y and RuleQA-W, are 1105

constructed based on three temporal KGs, 1106

ICEWS14 (García-Durán et al., 2018), 1107

YAGO (Mahdisoltani et al., 2013) and 1108

WIKI (Leblay and Chekol, 2018). Bench- 1109

marks with static queries, named RuleQA-F and 1110

RuleQA-N, are constructed based on two static 1111

KGs, FB15K-237 (Toutanova and Chen, 2015) and 1112

NELL-995 (Xiong et al., 2017). 1113

B Further Analysis on Retrievers 1114

Table 4 shows the performance of RuleRAG-ICL 1115

with Contriever and five LLMs. 1116

C Further Analysis on LLMs 1117

Table 5 is the performance of RuleRAG-ICL and 1118

RuleRAG-FT with four more LLMs as generators. 1119
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Architecture RuleQA-I RuleQA-Y RuleQA-W RuleQA-F RuleQA-N
Retriever Generator R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1

Standard RAG Contriever LLAMA2_7B 41.2 18.7 36.2 52.7 41.7 39.6 62.2 45.5 51.2 80.6 42.0 46.1 87.6 45.2 56.5

RuleRAG-ICL
RG-Contriever LLAMA2_7B 45.5 19.0 36.6 55.2 42.6 42.3 63.2 50.2 53.0 83.9 43.9 50.0 88.5 48.0 59.9
RG-Contriever RG-LLAMA2_7B 45.5 22.8 39.6 55.2 47.8 43.0 63.2 52.7 56.2 83.9 49.0 51.8 88.5 51.3 62.8

Standard RAG Contriever ChatGLM2_6B 41.2 8.5 24.7 52.7 27.2 31.1 62.2 41.6 42.9 80.6 25.4 35.8 87.6 4.9 8.3

RuleRAG-ICL
RG-Contriever ChatGLM2_6B 45.5 10.5 25.4 55.2 32.1 31.8 63.2 43.8 43.2 83.9 27.5 39.5 88.5 12.0 12.8
RG-Contriever RG-ChatGLM2_6B 45.5 10.8 25.6 55.2 32.9 32.5 63.2 46.4 45.9 83.9 29.6 40.6 88.5 16.5 14.2

Standard RAG Contriever Mistral_7B_v0.2 41.2 12.5 21.3 52.7 37.8 36.1 62.2 43.7 44.9 80.6 21.5 36.8 87.6 30.3 23.3

RuleRAG-ICL
RG-Contriever Mistral_7B_v0.2 45.5 12.9 22.7 55.2 38.4 37.5 63.2 44.2 45.0 83.9 23.9 38.2 88.5 35.1 27.0
RG-Contriever RG-Mistral_7B_v0.2 45.5 15.4 24.5 55.2 40.8 39.8 63.2 46.3 45.8 83.9 26.1 39.8 88.5 39.8 31.9

Standard RAG Contriever LLAMA2_13B 41.2 22.1 39.5 52.7 40.8 44.2 62.2 49.2 52.4 80.6 42.4 51.4 87.6 50.2 57.4

RuleRAG-ICL
RG-Contriever LLAMA2_13B 45.5 22.3 39.6 55.2 41.1 44.4 63.2 49.9 52.9 83.9 45.0 52.0 88.5 51.1 57.6
RG-Contriever RG-LLAMA2_13B 45.5 22.3 39.8 55.2 41.5 45.8 63.2 51.2 54.2 83.9 46.6 52.2 88.5 52.7 58.1

Standard RAG Contriever GPT-3.5-Turbo 41.2 19.1 27.7 52.7 38.1 44.2 62.2 46.5 43.7 80.6 56.3 39.1 87.6 30.7 59.9

RuleRAG-ICL
RG-Contriever GPT-3.5-Turbo 45.5 19.7 30.1 55.2 41.0 49.9 63.2 49.4 65.8 83.9 56.5 50.3 88.5 32.6 64.6
RG-Contriever RG-GPT-3.5-Turbo 45.5 25.8 39.7 55.2 44.5 53.1 63.2 53.1 68.7 83.9 57.6 59.0 88.5 59.4 75.6

Table 4: The performance of RuleRAG-ICL with a powerful retriever, Contriever, under five LLMs.

Architecture RuleQA-I RuleQA-Y RuleQA-W RuleQA-F RuleQA-N
Retriever Generator EM T-F1 EM T-F1 EM T-F1 EM T-F1 EM T-F1

Standard RAG DPR ChatGLM2_6B 0.0 5.1 0.3 7.8 0.3 18.1 0.1 21.0 0.0 0.0
RuleRAG-ICL RG-DPR RG-ChatGLM2_6B 2.5 16.9 1.3 13.7 3.0 26.7 10.8 27.3 0.5 1.7
RuleRAG-FT RGFT-DPR RGFT-ChatGLM2_6B 7.3 21.2 42.2 35.2 23.5 30.5 19.2 29.8 25.6 25.6
Standard RAG DPR Mistral_7B_v0.2 1.6 13.8 0.7 11.9 1.3 21.8 3.1 22.4 0.9 1.5
RuleRAG-ICL RG-DPR RG-Mistral_7B_v0.2 3.1 20.0 4.5 23.4 34.2 40.7 6.4 28.6 4.2 16.6
RuleRAG-FT RGFT-DPR RGFT-Mistral_7B_v0.2 22.6 34.9 49.2 47.3 35.5 45.2 53.7 48.9 50.9 62.6
Standard RAG DPR LLAMA2_13B 6.1 25.9 4.0 20.2 6.0 28.6 12.6 34.9 10.2 31.6
RuleRAG-ICL RG-DPR RG-LLAMA2_13B 10.0 30.0 6.5 23.7 14.1 43.4 20.5 36.9 18.2 36.1
RuleRAG-FT RGFT-DPR RGFT-LLAMA2_13B 22.0 39.8 46.6 47.9 42.3 48.1 45.6 49.6 42.1 55.6
Standard RAG DPR GPT-3.5-Turbo 9.0 29.1 4.8 25.9 6.9 31.5 25.7 24.5 16.0 43.3
RuleRAG-ICL RG-DPR RG-GPT-3.5-Turbo 12.2 30.3 9.9 28.1 16.4 33.7 37.9 32.1 27.5 50.6
RuleRAG-FT RGFT-DPR RG-GPT-3.5-Turbo (3-shot) 15.7 33.8 40.1 32.8 38.9 35.4 72.4 34.1 68.1 56.1

Table 5: The performance of RuleRAG-ICL and RuleRAG-FT with different LLMs as generators. The retriever
is fixed as DPR. We omit R@10 since it has been given in detail in Table 2. We use 3-shot prompts for the
closed-source GPT-3.5-Turbo to replace RGFT due to its unpublished parameters.

D Implementation Details1120

Generator fine-tuning. We fine-tune the1121

ChatGLM2_6B, Mistral_7B_v0.2, LLAMA2_7B,1122

LLAMA2_13B models using 2, 2, 4 and 8 V1001123

32G GPUs, respectively. We use LORA (Hu et al.,1124

2022) with 4-bit, a parameter-efficient fine-tuning1125

(PEFT) adaptation method, to deal with the enor-1126

mous computation costs and hardware require-1127

ments in training LLM. Hyper-parameter N is 31128

and θ is 0.7. The fine-tuning hyperparameters are1129

detailed in Table 6. Similar to Lin et al. (2024), we1130

find that the best generalization performance on the1131

dev set can be achieved using a small number of1132

fine-tuning epochs. We evaluate the models every1133

3 epochs and select the best checkpoint based on1134

the average dev set performance.1135

Retriever fine-tuning. We fine-tune DPR and1136

SimCSE on 4 V100 32G GPUs using their public1137

codes with a lr of 1e-5, a batch size of 32, and a1138

temperature of 0.01. The base models are down- 1139

loaded from their GitHub website. 1140

E The Robustness of RuleRAG 1141

In the inferring process, since we can not know the 1142

content of the queries in advance, we may match 1143

some relevant rules for the queries regardless of 1144

whether the queries need the guidance of rules or 1145

not. In our preliminary experiments, we also find 1146

that, in some cases, retrieving information for some 1147

queries can directly match relevant documents. 1148

Therefore, in this section, we verify the robust- 1149

ness of our proposed method RuleRAG on queries 1150

which may not need the guidance of rules. We want 1151

to know if our introduced rules will interfere with 1152

the performance of retrieval and generation of such 1153

queries. 1154

Specifically, for each query in the benchmark, 1155

we degenerate it into a new relevant query by 1156

using the previously matched rules ( [Entity 1, 1157
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LLM lr lora r lora alpha lora dropout warm-up batch size epochs model parallel seq len
ChatGLM2_6B 3e-5 4 16 0.05 5 8 50 1 5120

Mistral_7B_v0.2 3e-5 4 16 0.05 5 8 50 1 5120
LLAMA2_7B 3e-4 8 32 0.05 5 8 50 2 5120
LLAMA2_13B 3e-4 16 32 0.05 10 4 50 4 5120

Table 6: Hyperparameters for RGFT-Generators.

r1, Entity 2] leads to [Entity 1, r2, Entity 2])1158

and ensure that the answer is unchanged and1159

that the relevant documents can be retrieved1160

directly from the corpus. Meanwhile, according1161

to the principle of performance comparison, we1162

try to minimize interference with the original1163

queries. For instance, the original query is1164

What is the nationality of Jean-Luc Godard?1165

and the rule is that “ [Entity 1, born in, En-1166

tity 2] leads to [Entity 1, has nationality,1167

Entity 2]”. Then, we convert the query into1168

Where is Jean-Luc Godard born?. In this way,1169

these queries can theoretically be successfully1170

retrieved with related documents and correctly1171

answered without the guidance of rules.1172

In order to test the robustness of our rule-guided1173

approach RuleRAG to such queries, we first1174

conduct the Standard RAG on them as a baseline1175

and then test the performance of RuleRAG by1176

adding our previously matched rules. Hence,1177

the only difference in the input of LMs between1178

the main experiment and this experiment is the1179

queries. The others, including rules and answers,1180

remain the same. The results are shown in Table 7.1181

We find (1) In terms of absolute performance,1182

compared Table 2, most of the results in Table 71183

show a certain degree of degradation, which1184

indicates that we successfully achieve interference1185

with the methods. (2) Compared to the Standard1186

RAG in Table 7, our proposed RuleRAG-ICL and1187

RuleRAG-FT still achieve performance improve-1188

ment over all the evaluation metrics, showing that1189

our methods can overcome the interference of1190

irrelevant rules. Fine-tuning based RuleRAG-FT1191

is consistently better than RuleRAG-ICL, showing1192

that our proposed RGFT is effective for these1193

queries. Therefore, our methods are robust.1194

To further improve the robustness of RuleRAG,1195

in future work, we can use LLM to filter, sort, and1196

evaluate rules or consider rules as interactable logi-1197

cal units, and so on. For exceptions or anomalies,1198

we can also introduce entity linking for unrecog-1199

nized entities and semantic similarity checks for1200

outliers in temporal data. In addition, the robust-1201

ness of the LLM itself can also ensure performance.1202

F The Choice of RuleRAG-ICL and 1203

RuleRAG-FT 1204

Our proposed RuleRAG includes two parts, 1205

RuleRAG-FT which requires training and 1206

RuleRAG-ICL which does not. They can also 1207

be used in combination with different LLMs: 1208

small-scale LLMs (6B, 7B, 13B in our paper) 1209

and a closed-source LLM (GPT-3.5-Turbo in our 1210

paper). 1211

For different usage scenarios and requirements, 1212

we are free to choose different combinations. Sum- 1213

marizing all the results shown in this paper, we 1214

give the following heuristic decision criteria and 1215

corresponding reasons. 1216

Typically, the base performance of small-scale 1217

LLMs (the baseline Standard RAG) is low and the 1218

performance improvement of both RuleRAG-ICL 1219

and RuleRAG-FT with small-scale LLMs is very 1220

significant. Therefore, we can use the RuleRAG- 1221

ICL to get good results locally when hardware re- 1222

sources are limited. Otherwise, we recommend 1223

fine-tuning LLMs for better results. For our bench- 1224

marks, the inference time is 3-8 hours and the time 1225

for fine-tuning with the full data is 1-3 days. If 1226

users need to get inference results quickly in a short 1227

time, we recommend calling APIs of closed-source 1228

LLMs. In this combination, our methods’ abso- 1229

lute performance and performance improvement 1230

are still very high (even optimal in some cases). 1231

For our benchmarks, their inference time is 0.5-2 1232

hours. 1233

G The EM performance Trend of 1234

LLAMA2_7B and LLAMA2_13B 1235

To make a stronger argument that dataset RuleQA-I 1236

is fairly difficult, we give in Figure 6 how the EM 1237

performance of two different LLMs varies with 1238

the amount of fine-tuning dataset. From the figure, 1239

we find that the larger LLM ends up with better 1240

results (The result of LLAMA2_13B is better 1241

than LLAMA2_7B in the end), which is intuitive. 1242

LLAMA2_13B also experiences performance 1243

fluctuations, which illustrates the general chal- 1244

lenging nature of RuleQA-I for multiple LLMs. 1245
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Architecture RuleQA-I RuleQA-Y RuleQA-W RuleQA-F RuleQA-N
Retriever Generator R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1 R@10 EM T-F1

Standard RAG DPR LLAMA2_7B 4.6 10.7 34.9 2.7 3.6 19.7 0.6 2.3 30.2 15.2 11.0 27.6 20.6 12.8 25.9
RuleRAG-ICL RG-DPR RG-LLAMA2_7B 11.8 11.9 35.5 5.3 9.5 23.4 5.9 2.4 32.5 26.0 17.0 39.9 24.9 17.6 36.3
RuleRAG-FT RGFT-DPR RGFT-LLAMA2_7B 39.8 16.6 36.3 46.8 28.7 33.8 34.9 15.9 34.1 94.1 35.9 48.9 33.7 20.4 37.5

Table 7: The performance of RuleRAG-ICL and RuleRAG-FT for queries which may not need the guidance of rules
to retrieve or generate. The results reflect the robustness of our methods.
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Figure 6: The EM performance of RuleRAG-FT
in RuleQA-I with RGFT-LLAMA2_7B and RGFT-
LLAMA2_13B under increasing fine-tuning data ratio.
The retriever is kept as RGFT-DPR.

In addition, we observe that in the second half1246

of the fine-tuning process (the ratio from 4/8 to1247

1), both LLMs have similar change curves (up,1248

then down, then up again), and the magnitude of1249

change was greater for LLAMA2_13B than for1250

LLAMA2_7B. We speculate that this is because1251

both LLMs have similar model architectures, and1252

thus the learning processes during fine-tuning are1253

similarly guided; whereas, LLAMA2_13B has1254

more parameters, leading to fluctuating more and1255

ultimately performing better.1256

H The Difference of RuleQA and Existing1257

RAG Datasets1258

Most existing RAG datasets for QA only pro-1259

vide questions and corpora when construction and1260

do not match suitable rules for them. In this1261

paper, we construct five rule-aware QA bench-1262

marks RuleQA, where many high-quality rules1263

are mined from KGs to guide the retrieval and1264

reasoning. Meanwhile, we experimentally show1265

that both the introduced rules and our proposed1266

model RuleRAG are effective in four existing RAG1267

datasets, ASQA (Stelmakh et al., 2022) (long-1268

form QA), PopQA (Mallen et al., 2023)(short-form1269

QA), HotpotQA (Yang et al., 2018)(multi-hop QA)1270

and Natural Questions (NQ) (Kwiatkowski et al.,1271

2019).1272

In addition, although they are widely leveraged1273

in evaluating the QA performance of LMs, we 1274

find that all these datasets are primarily focused 1275

on multi-hop and comparison-type questions and 1276

pay less attention to queries that require logical 1277

thinking to reason. As we know, many queries in 1278

the real world are not justified by relevance alone, 1279

because in many cases the lexical level of rele- 1280

vance is not the information that can support the 1281

answer to the query, and even introduces a lot of 1282

noise instead. Therefore, in this paper, we construct 1283

five rule-aware QA benchmarks RuleQA based on 1284

five popular static KGs or temporal KGs to empha- 1285

size the importance of rules in the QA task. It is 1286

worth noting that our described construction way 1287

in Section A is general and easy to reproduce. For 1288

newly defined rule patterns, we can quickly con- 1289

struct corresponding benchmarks using the above 1290

construction way, showing its better scalability. 1291

Moreover, our constructed RuleQA also provide 1292

corresponding fine-tuning datasets, which aim to 1293

improve the retrieval and generation ability of LMs. 1294

Currently, obtaining high-quality and plentiful su- 1295

pervised data for a specific task is a challenging 1296

problem for researchers (Wang et al., 2024). Man- 1297

ual annotation is time-consuming and difficult to 1298

replicate. A very convenient and widely used way 1299

is to distil knowledge from LLMs. However, rely- 1300

ing on LLMs to generate data for training puts too 1301

much trust in them and does not actually guarantee 1302

the accuracy of the reasoning ability in the trained 1303

models. 1304

In contrast, in this paper, the fine-tuning datasets 1305

of the retrievers are obtained by pattern matching 1306

and retrieval recall; the fine-tuning datasets for gen- 1307

erators are obtained by using the KG nodes as an- 1308

swers and using retrieved information as instruc- 1309

tions. The entire process is efficiently streamlined 1310

and automatically generated. 1311

I Case Study 1312

A concrete example in Table 8 visually compares 1313

the baseline model (Standard RAG) and our pro- 1314

posed methods, RuleRAG-ICL and RuleRAG-FT. 1315

Specifically, the documents retrieved by the orig- 1316

inal DPR are almost irrelevant to the query and 1317
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Query:
Time 2014-12-11 what does Court Judge (Nigeria) Accuse ?

Ground Truth:
Citizen (Nigeria).

Rules:
Rule One:
[Entity1, Accede to demands for change in leadership, Entity2] leads to [Entity1, Accuse, Entity2].
Rule Two:
[Entity1, Ease administrative sanctions, Entity2] leads to [Entity1, Accuse, Entity2].
Rule Three:
[Entity1, Appeal for diplomatic cooperation, Entity2] leads to [Entity1, Accuse, Entity2].

Retrieved documents of DPR (top-10):
① Time 2014-08-22 Representatives (Nigeria) Consult Media (Africa). ② Time 2014-05-27 Activist
(Nigeria) Consult Associated Press. ③ Time 2014-06-16 Education (Nigeria) Consult Gabriel Torwua
Suswam. ④ Time 2014-09-03 Media (Nigeria) Consult Stephen Davis. ⑤ Time 2014-05-21 Media
(Nigeria) Consult Ministry (Nigeria). ⑥ Time 2014-09-03 Media (Nigeria) Consult Stephen Davis.
⑦ Time 2014-08-29 Media (Nigeria) Consult Stephen Davis. ⑧ Time 2014-03-19 Citizen (Nigeria)
Accuse Media (Nigeria). ⑨ Time 2014-05-27 Activist (Nigeria) Consult Associated Press. ⑩ Time
2014-10-07 Amnesty International Criticize or denounce Representatives (Nigeria).

Retrieved documents of RG-DPR (top-10):
① Time 2014-11-06 Court Judge (Nigeria) Arrest, detain, or charge with legal action Boko Haram. ②

Time 2014-07-07 Court Judge (Nigeria) Make optimistic comment Nigerian Bar Association. ③ Time
2014-10-01 Court Judge (Nigeria) Arrest, detain, or charge with legal action Boko Haram. ④ Time
2014-06-12 Court Judge (Nigeria) Arrest, detain, or charge with legal action Citizen (Nigeria). ⑤ Time
2014-07-21 Court Judge (Nigeria) Arrest, detain, or charge with legal action Citizen (Nigeria). ⑥ Time
2014-04-11 Court Judge (Nigeria) Arrest, detain, or charge with legal action Citizen (Nigeria). ⑦ Time
2014-08-26 Court Judge (Nigeria) Appeal for diplomatic cooperation (such as policy support) Citizen
(Nigeria). ⑧ Time 2014-04-04 Court Judge (Nigeria) Appeal for diplomatic cooperation (such as policy
support) Government (Nigeria). ⑨ Time 2014-09-16 Court Judge (Nigeria) Appeal for diplomatic
cooperation (such as policy support) Citizen (Nigeria). ⑩ Time 2014-07-08 Court Judge (Nigeria)
Make optimistic comment Nigerian Bar Association.

Retrieved documents of RGFT-DPR (top-10):
① Time 2014-09-16 Court Judge (Nigeria) Appeal for diplomatic cooperation (such as policy support)
Citizen (Nigeria). ② Time 2014-04-03 Court Judge (Nigeria) Appeal for diplomatic cooperation (such
as policy support) Other Authorities / Officials (Nigeria). ③ Time 2014-08-26 Court Judge (Nigeria)
Appeal for diplomatic cooperation (such as policy support) Citizen (Nigeria). ④ Time 2014-04-04
Court Judge (Nigeria) Appeal for diplomatic cooperation (such as policy support) Citizen (Nigeria).
⑤ Time 2014-01-22 Court Judge (Nigeria) Ease administrative sanctions Citizen (Nigeria). ⑥ Time
2014-09-16 Court Judge (Nigeria) Express intent to cooperate Citizen (Nigeria). ⑦ Time 2014-07-17
Court Judge (Nigeria) Ease administrative sanctions Citizen (Nigeria). ⑧ Time 2014-02-17 Court Judge
(Nigeria) Ease administrative sanctions Member of Legislative (Govt) (Nigeria). ⑨ Time 2014-02-28
Court Judge (Nigeria) Make an appeal or request Citizen (Nigeria). ⑩ Time 2014-08-11 Court Judge
(Nigeria) Make an appeal or request Citizen (Nigeria).

Answer of Standard RAG (DPR + LLAMA2_13B):
Media (Africa).

Answer of RuleRAG-ICL (RG-DPR + RG-LLAMA2_13B):
Citizen (Nigeria).

Answer of RuleRAG-FT (RGFT-DPR + RGFT-LLAMA2_13B):
Citizen (Nigeria).

Table 8: A detailed case study in RuleQA-I. We show the retrieved documents of three kinds of retrievers (DPR,
RG-DPR, RGFT-DPR) and the answers of Standard RAG, RuleRAG-ICL and RuleRAG-FT with LLAMA2_13B.17



# Instruct: For the query in the form of “Time {time} what does {subject} {relation} ?”, we provide a
collection of text consisting of multiple documents in the form of “Time {time} {subject} {relation}
{object}.” Your response should directly generate the missing {object}.
# Retrieved documents: Documents related to the Query. Time 2014-06-23 Abdullah Abdullah Expel
or withdraw peacekeepers Election Commission (Afghanistan). Time 2014-02-20 Abdullah Abdullah
Make a visit Afghanistan. · · · Time 2014-07-16 Abdullah Abdullah Make a visit Ashraf Ghani
Ahmadzai. · · · Time 2014-09-20 Abdullah Abdullah Make a visit Foreign Affairs (United States).
# Rules: Use the following Two rules to answer the given Query. Rule One: [Entity1, Abduct, hijack,
or take hostage, Entity2] leads to [Entity1, Make a visit, Entity2]. Rule Two: [Entity1, Make a visit,
Entity2] leads to [Entity1, Make a visit, Entity2].
# Query: Time 2014-12-01 what does Abdullah Abdullah Make a visit ?

# Answer: Afghanistan.

Table 9: Instruct prompt.

only one out of the top 10 documents contains the1318

correct answer “Citizen (Nigeria)”. RG-DPR’s re-1319

trieval results are more relevant to the query entity1320

and semantically support the answer. Meanwhile, 51321

of the top 10 documents contain the correct answer.1322

The retrieval quality of the fine-tuned RGFT-DPR1323

is the best. All the retrieved documents are strongly1324

supportive while answering the query through the1325

given rules. In addition, 8 out of the top 10 doc-1326

uments contain correct answers, which further re-1327

flects the strong performance of our proposed meth-1328

ods.1329

Moreover, in the answering stage, Standard1330

RAG naturally obtains a wrong answer based on1331

low-quality retrieval results. However, RuleRAG-1332

ICL and RuleRAG-FT attribute the correct answer1333

through in-context learning and fine-tuning under1334

the guidance of the rules.1335

J Error Analysis1336

We further analyzed the detailed performance of1337

our proposed model on 60*5 incorrectly answered1338

queries from the five benchmarks. There were three1339

main classes of errors:1340

(a) Rule Failure (5%): In the real world, rules1341

can reflect the logical workings of most events.1342

However, we cannot claim that absolutely no ex-1343

ceptions occur. Among the incorrect responses we1344

sampled, we found that the answers to some ques-1345

tions did not follow the general rules of reasoning,1346

which in turn resulted in response failures. Future1347

work could address such special cases separately.1348

(b) Retrieval Error (55%): In this section, we as-1349

sume that a retrieval is considered correct as long as1350

the correct answer is included in the top 10 recalled1351

documents, and a retrieval is considered incorrect 1352

otherwise. Due to the very large size of the cor- 1353

pus and the large number of documents that are 1354

semantically similar but do not support the answer, 1355

even a fine-tuned retriever may not recall relevant 1356

facts for the correct answer. In almost all cases, 1357

the question can not be answered correctly if the 1358

retrieved documents are wrong. 1359

(c) Attribution Error (40%): Due to the complex 1360

logical relationships between events, when the re- 1361

trieved documents contain the correct answer, the 1362

generator may still fail to follow the rules and then 1363

come up with an incorrect answer. Generally, the 1364

more documents in the top 10 retrieved information 1365

that are related to the correct answer, the higher the 1366

probability that the generator will answer correctly. 1367

The problem of attribution error occurs generally 1368

because there are only one to three supportive doc- 1369

uments in the retrieved information. 1370

K Prompt Templates 1371

There are mainly two kinds of prompts in our 1372

model: prompts for fine-tuning in Figure 2 and 1373

prompts for in-context learning of GPT in Table 4. 1374

As Figure 2 shows, Instruct prompts consist of five 1375

parts: Instruct, Retrieved documents, Rules, Query 1376

and Answer. The Instruct is fixed, the Retrieved 1377

documents are retrieved by our proposed RuleRAG 1378

according to Rules and Query, and the Answer is 1379

pre-defined. As Section 4 shows, we use 3-shot 1380

in-context learning for GPT to replace fine-tuning. 1381

In the following, we take RuleQA-I as an instance 1382

to show the RGFT instruct prompts (Table 9) and 1383

prompts for GPT-3.5-Turbo (Table 10). 1384
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Answer the Final Query by referring to the three cases below.

Case 1:
# Instruct: For the query in the form of “Time {time} what does {subject} {relation} ?”, we provide a collection of text
consisting of multiple documents in the form of “Time {time} {subject} {relation} {object}.” Your response should directly
generate the missing {object}.
# Retrieved documents: Documents related to the Query. Time 2014-06-23 Abdullah Abdullah Expel or withdraw peace-
keepers Election Commission (Afghanistan). Time 2014-02-20 Abdullah Abdullah Make a visit Afghanistan. · · · Time
2014-07-16 Abdullah Abdullah Make a visit Ashraf Ghani Ahmadzai. · · · Time 2014-09-20 Abdullah Abdullah Make a visit
Foreign Affairs (United States).
# Rules: Use the following Two rules to answer the given Query. Rule One: [Entity1, Abduct, hijack, or take hostage, Entity2]
leads to [Entity1, Make a visit, Entity2]. Rule Two: [Entity1, Make a visit, Entity2] leads to [Entity1, Make a visit, Entity2].
# Query: Time 2014-12-01 what does Abdullah Abdullah Make a visit ?
# Answer: Afghanistan.

Case 2:
# Instruct: For the query in the form of “Time {time} what does {subject} {relation} ?”, we provide a collection of text
consisting of multiple documents in the form of “Time {time} {subject} {relation} {object}.” Your response should directly
generate the missing {object}.
# Retrieved documents: Documents related to the Query. Time 2014-04-07 Adams Oshiomhole Make an appeal or request
Citizen (Benin). Time 2014-10-13 Adams Oshiomhole Accuse People’s Democratic Party (Benin). · · · Time 2014-07-02
Adams Oshiomhole Criticize or denounce Citizen (Nigeria). · · · Time 2014-08-05 Adams Oshiomhole Praise or endorse
Labor Union (Nigeria).
# Rules: Use the following Three rules to answer the given Question. Rule One: [Entity1, Make an appeal or request, Entity2]
leads to [Entity1, Make an appeal or request, Entity2]. Rule Two: [Entity1, Appeal for economic aid, Entity2] leads to
[Entity1, Make an appeal or request, Entity2]. Rule Three: [Entity1, Accuse of aggression , Entity2] leads to [Entity1, Make
an appeal or request, Entity2].
# Query: Time 2014-12-01 what does Adams Oshiomhole Make an appeal or request ?
# Answer: Citizen (Nigeria).

Case 3:
# Instruct: For the query in the form of “Time {time} what does {subject} {relation} ?”, we provide a collection of text
consisting of multiple documents in the form of “Time {time} {subject} {relation} {object}.” Your response should directly
generate the missing {object}.
# Retrieved documents: Documents related to the Query. Time 2014-09-25 Adams Oshiomhole Demand Citizen (Benin).
Time 2014-02-05 Adams Oshiomhole Express intent to cooperate Citizen (Nigeria). · · · Time 2014-10-13 Adams Oshiomhole
Make an appeal or request Other Authorities / Officials (Nigeria). · · · Time 2014-07-01 Adams Oshiomhole Praise or endorse
Media (Africa).
# Rules: Use the following Three rules to answer the given Question. Rule One: [Entity1, Obstruct passage, block, Entity2]
leads to [Entity1, Praise or endorse, Entity2]. Rule Two: [Entity1, Expel or deport individuals, Entity2] leads to [Entity1,
Praise or endorse, Entity2]. Rule Three: [Entity1, Praise or endorse , Entity2] leads to [Entity1, Praise or endorse, Entity2].
# Query: Time 2014-12-01 what does Adams Oshiomhole Praise or endorse ?
# Answer: Media (Africa).

Final Query:
# Instruct: For the query in the form of “Time {time} what does {subject} {relation} ?”, we provide a collection of text
consisting of multiple documents in the form of “Time {time} {subject} {relation} {object}.” Your response should directly
generate the missing {object}.
# Retrieved documents: Documents related to the Query. Time 2014-03-11 Alexis Tsipras Make a visit Ireland. Time
2014-02-26 Alexis Tsipras Express intent to meet or negotiate Slovenia. · · · Time 2014-05-26 Alexis Tsipras Make a visit
Head of Government (Greece). · · · Time 2014-09-17 Alexis Tsipras Consult New Democracy.
# Rules: Use the following Three rules to answer the given Question. Rule One: [Entity1, Accede to demands for change in
leadership, Entity2] leads to [Entity1, Make statement, Entity2]. Rule Two: [Entity1, Demand release of persons or property,
Entity2] leads to [Entity1, Make statement, Entity2]. Rule Three: [Entity1, Accuse of crime, corruption , Entity2] leads to
[Entity1, Make statement, Entity2].
# Query: Time 2014-12-01 what does Alexis Tsipras Make statement ?
# Answer:

Table 10: GPT-3.5-Turbo prompt.
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