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Abstract

As we embark on a new era of LLMs, it be-
comes increasingly crucial to understand their
capabilities, limitations, and differences. To-
ward making further progress in this direction,
we strive to build a deeper understanding of the
gaps between massive LLMs (e.g., ChatGPT)
and smaller yet effective open-source LLMs
and their distilled counterparts. To this end, we
specifically focus on reasoning over long in-
put context because it has several practical and
impactful applications (e.g., troubleshooting,
customer service, etc.) yet is still understud-
ied and challenging for LLMs. We propose a
question-generation method from abstractive
summaries and show that generating follow-up
questions from summaries can create a chal-
lenging setting for LLMs to reason and infer
from long contexts. Our experimental results
confirm that: (1) our proposed method of gen-
erating questions from abstractive summaries
pose a challenging setup for LLMs and shows
performance gaps between LLMs like Chat-
GPT and open-source LLMs (2) open-source
LLMs exhibit decreased reliance on context
for generated questions from the original doc-
ument, but their generation capabilities drop
significantly on generated questions from sum-
maries — especially for longer contexts (>1024
tokens).

1 Introduction

While Large Language Models (LLMs) like Chat-
GPT, GPT-4 (OpenAl, 2023) have exhibited supe-
rior performance across various benchmarks, open-
source efforts have also been progressing rapidly
in catching up across different applications and
benchmarks like MMLU (Hendrycks et al., 2021),
OpenLLMBoard (Anil et al., 2023; Beeching et al.,
2023; Touvron et al., 2023). As we move into the
new era of LLMs with fast-paced progress on new
models and techniques, it becomes increasingly im-
portant to understand the capabilities, limitations,
and differences between them.

With LLMs capable of generating coherent text
has proven to perform well in tasks like summa-
rization (Ouyang et al., 2022), their performance
on reasoning over long input context is relatively
less known. It is one of the important unsolved
challenges with diverse and impactful real-world
applications (e.g., help forums, troubleshooting,
customer services, etc.) Answering such questions
often requires complex reasoning abilities to under-
stand query and reason across spans of information
scattered across original document.

Pang et al. (2022) show that answers that require
understanding more than a third of the long docu-
ment are often rated as “HARD” by humans. We
hypothesize that follow-up questions from these
summaries would require a deeper understanding
of the topics that would link different parts of the
source document. Therefore, we propose a scalable
evaluation method to analyze and study the dis-
parities of massive LLMs with smaller yet proven
successful base LLMs (Llama-7B, 13B) and their
distilled versions (Alpaca-7B, 13B). To this end,
we propose to prompt ChatGPT with specific in-
structions to generate complex questions from doc-
ument summaries.

Our empirical analysis on two fronts (complex-
ity of generated questions and answer quality of
open-source LL.Ms) show that follow-up questions
generated from summaries pose a challenging yet
more realistic setup for testing the reasoning abil-
ities of LLMs. Since relying fully on the human
evaluation for long context reasoning is expensive
and difficult to scale (Pagnoni et al., 2021), we in-
stead leverage GPT-4 to evaluate the answer quality
on coherence, relevance, factual consistency, and
accuracy following prior works (Fabbri et al., 2020;
Fan et al., 2019). We also do a smaller scale human
evaluation, which shows that GPT-4 has a high cor-
relation with human evaluation. Our main findings
from this study are as follows:



* Our proposed method of generating questions
from abstractive summaries require inferring
from longer contexts, with multiple passes
through the context for > 20% times.

* Smaller LLMs (Alpaca-7B, 13B) tend to rely less
on context for generated questions from the orig-
inal document, but their generation capabilities
drop significantly on generated questions from
document summaries.

* Answers generated by smaller LLMs can be co-
herent across different settings; but tend to drift
from the question, generate repetitive and par-
tially correct answers for the questions generated
from summaries (> 16.8%)

2 Related Work

Reasoning over Long Documents: LL.Ms have
shown amazing capabilities to reason over a num-
ber of tasks like commonsense reasoning (Talmor
et al., 2019), mathematical and symbolic reason-
ing (Huang and Chang, 2023; Cobbe et al., 2021),
question answering tasks like SQuaD, HotpotQA.
However, most of these tasks do not require long
context and answers are often a short phrase or
a span of text from the context. In this work, we
evaluate LLMs to reason over long documents that
would require deeper understanding capabilities
and longer context to answer by prompting LLMs
(ChatGPT) to generate follow-up questions from
summaries of long documents.

Model-based Evaluation: Prior work has pro-
posed automatic evaluation metrics using learned
models (Zhang* et al., 2020; Laban et al., 2022);
especially for long form text generation tasks like
summarization (Fabbri et al., 2020; Kryscinski
et al., 2020) where consistency and coherency is
measured between the source document and gen-
erated summary as entailment. Recently, Liu et al.
(2023) showed that GPT-4 has the highest corre-
lation with humans and surpasses all other auto-
evaluation methods on summarization tasks. We
take inspiration from these works to design evalua-
tion prompts and use GPT-4 as the evaluator.

3 Proposed Evaluation Method
3.1 Data Source

In order to create a dataset that is diverse and widely
usable, we use Wikipedia articles. Using metadata
of the Category list from Wikipedia API, we con-
trol the diversity of topics and collect articles from

each of the following 9 domains: Physics, Entertain-
ment, History, Computer Science, Social Sciences,
Society, Economics, Medicine, and Sports.

The article pages can often be lengthy to fit in the
context of LLMs. Hence, we extract section-wise
data from the article pages that have a minimum
length of 256 tokens using SpaCy tokenizer and
combine the shorter sections together. For a fair
comparison between different models, we set a
maximum context length of 2k tokens in our exper-
iments. In addition, we filter out non-informative
documents using pre-processing filters. Further de-
tails are available in Appendix A.4.

3.2 Question Generation using ChatGPT

We formulate our question generation method as a
two-step process: (1) Summarization and (2) Ques-
tion generation from summary.

Summarization First, we collect section wise pas-
sages from Wikipedia as described in Section 3.1.
Then, we prompt ChatGPT (gpt-turbo-3.5) to gen-
erate summary of original document. In order to
provide more context to ChatGPT, we provide in-
formation about the title and the domain of the
article in the passage.

Question generation from summary In this step,
we prompt ChatGPT to generate questions using
document summaries as context. To avoid random
order question generation, we instruct ChatGPT
to provide top-3 complex questions to answer. To
demonstrate the usefulness of our question genera-
tion process, we also establish a baseline with the
same instructions where questions are directly gen-
erated from the passage.

Please refer to the appendix A.1 for the prompt
used in our setup. In summary, we generate 3 ques-
tions for 50 passages in each domain totaling to
1350 questions for each setting.

3.3 Complexity of Generated Questions

Pang et al. (2022) designed extensive annotation
guidelines to assess the complexity of questions. Of
the questions rated as ‘HARD’ by humans, 26.7%
of the questions (20.2% higher than the easier ones)
needed at least one-third or more of the given in-
formation to be answered. In order to assess the
quality of generated questions, we prompt Chat-
GPT with the questions (Appendix Table 5) for (1)
From the passage (0G-Passage) (2) From the
summary (QG-Summary). Following prior work,
by majority voting we exclude the questions that
are rated as unanswerable by ChatGPT by prompt-



ing the questions with different top_p = {0.8,
0.9, 1}. After filtering, we have 1278 gener-
ated questions from each setting.

Evaluation Metric QG - Passage QG - Si 'y
Q1: Unambiguity 96.6% 94.7%
Q2. Context Length:
A sentence or less than a paragraph 79.3% 75.7 %
At least a third or most of the passage  20.7% 24.3%
Q3: Multi-pass of the passage 24.4% 31%

Table 1: Evaluation of complexity of QG.

4 Results and Analysis
4.1 Experiment Setup

As few-shot setting is infeasible in our setting due
to context length, we compare model performance
on zero-shot evaluation. We prompt the following
models to generate free-form text as answers on our
final evaluation dataset: ChatGPT (OpenAl, 2023),
Alpaca-7B, 13B (Taori et al., 2023), LLaMa-7B,
13B (Touvron et al., 2023). We use OpenAl API
for ChatGPT and load checkpoints for open-source
LLMs from HuggingFace. The prompt used for
generating answers are in Appendix A. Please note
that our experiments do not consider input beyond
2k sequence length for fair comparisons with other
models. We also test generating questions from Al-
paca and found them to not follow instructions and
often generate irrelevant content. Our detailed anal-
ysis can be found in Appendix A.2.

GPT-4 as evaluator has shown high correlation
with human evaluation in long form text generation
tasks like summarization (Liu et al., 2023) surpass-
ing other auto-evaluation metrics like ROUGE and
BLEU scores. Since LLMs are expected to gen-
erate free form answers for our setting, we take
inspiration from prior works on long-form text gen-
eration metrics (Fabbri et al., 2020) and adopt them
in our evaluation for coherency, consistency, accu-
racy, and relevance. Basically, we adopt the defi-
nitions used as guidelines for human evaluation to
our method as shown below:

Coherency: Answer should be well-structured and
well-organized and should not just be a heap of
related information.

Relevance: Answer should be relevant to the ques-
tion and the context. The answer should be concise
and avoid drifting from the question being asked.
Factual consistency: The context should be the
primary source for the answer. The answer should
not contain fabricated facts and should entail infor-
mation present in the context.

Accuracy: Answer should be satisfactory and com-

plete to the question being asked. Measure the cor-
rectness of the answer by checking if the response
answers the presented question.

We prompt GPT-4 to rate answers on a scale
from O to 3 (higher the better) on all of the four
metrics. We average all the ratings obtained from
GPT-4 and present the results in Table 2. Our eval-
uation prompt can be found in Appendix A.3.1.

We hypothesize that an optimal prompt should
always prefer human answers and not be biased
towards model-generated answers. Laskar et al.
(2023) show that LLMs like ChatGPT still un-
derperform to humans on Truthful QA dataset(Lin
et al., 2022). Hence, we perform proxy testing with
GPT-4 on Truthful QA dataset in order to verify
the reliability and faithfulness of our evaluation
prompt. We test the generated answers from Chat-
GPT and open-source LL.Ms against the ground
truth on randomly sampled 50 test instances and
find that our evaluation prompt with GPT-4 prompt
prefers human-written answers for factual consis-
tency and correctness over model-generated ones
more than > 90% of the times. In addition, we
also perform human evaluation of LLLM generated
answers and discuss the correlation of GPT-4 eval-
uation with human evaluation in Section 4.3.

4.2 Results

Model QG-Passage QG-Summary
w/o context ~ w/ context ~ w/o context ~ w/ context
ChatGPT 2.78 2.93 2.67 2.82
Alpaca-13B 227 2.09 2.04 2.09
LlaMa-13B 1.22 1.47 0.98 1.28
Alpaca-7B 2.04 1.96 1.64 1.89
LlaMa-7B 0.89 1.12 0.66 0.78

Table 2: Performance of different models based on GPT-
4 evaluation. The table shows average ratings across all
metrics: accuracy, coherency, consistency, relevance.
Our experiment results show that ChatGPT out-
performs other LLMs in all the metrics by a wide
margin from 22.4% - 40.1% against the second-
best performing LLM (Alpaca-13B). However; all
the models including ChatGPT generate less accu-
rate and relevant answers for QG-Summary when
compared to QG-Passage; while the gap is much
larger in open-source LLLMs. We also find that most
of the LLMs find context important in order to gen-
erate answers; however, the gap is much smaller
for QG-Passage (avg. gap of 0.12 v.s. 0.2). Sur-
prisingly, Alpaca-7B, 13B models perform better
w/o context for QG-Passage. We hypothesize
that questions directly generated from the context
passage can be simple that could be directly an-
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Figure 1: Graphs showing the breakdown of models with respect to different metrics used in evaluation: (a)
Coherence (b) Relevance (c¢) Answer Accuracy (d) Factual Consistency
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Figure 2: Performance (avg. ratings) of LLMs across
different context length.
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swered from the parametric knowledge of LLMs
without additional context. On further analysis, we
observe that Alpaca-7B,13B performance drops
significantly in longer contexts (Figure 2). We hy-
pothesize that in a constrained sequence length set-
ting, adding supporting context (even gold passage)
may not be always helpful.

Performance of LLMs on different metrics Fig-
ure 1 presents the performance of models across
different metrics for QG-Summary. We observe
two trends: (1) Open-source base LLMs (Llama-
7B,13B) suffer at all fronts significantly on gen-
erated answer quality whereas distilled models
perform better than their counterparts (Llama)
on all the settings. (2) QG-Summary provides a
more challenging setting for all the LLMs: specif-
ically, we notice that degradation in coherency
score is negligent on ChatGPT and Alpaca-13B
while other metrics like relevance, answer accu-
racy and factual consistency degrade consistently.
We find open-source LLMs to drift from the ques-
tion, generate partially correct answers and repeat
more frequently in QG-Summary setting leading
to lower scores. This further confirms that our
proposed evaluation method QG-Summary chal-
lenges LLMs for deeper reasoning capabilities.
Context Length Analysis We analyze the effect
of context length across LLMs in our proposed
setting (QG—-Summary). As expected, ChatGPT
remains robust to context length until 2k tokens
with Llama variants performing worse than other
models (Figure 2). Interestingly, we find distilled
models (Alpaca) being consistent until 1024 tokens,
however beyond > 1024 tokens, the performance
degrades at a higher rate than Llama.

4.3 Case Study: Human Eval v.s GPT-4

We annotate 150 QA pairs to evaluate answer qual-
ity generated by LLMs independently of GPT-4 rat-
ings. Two annotators are given similar guidelines
as outlined in Section 4 and a questionnaire as GPT-
4 (Section A.3.1). For fair evaluation, we do not
reveal the model that generated the answer to an-
notators. Table 3 includes the agreement scores of
the human evaluation with GPT-4. Subjective tasks
have inter-annotator agreement as low as o = 0.25
and high as o = 0.67. We find that GPT-4 has a
high agreement score across different metrics on
free-form text generation shows that our evaluation
method using GPT-4 is reliable. We also present

Metric Feiss-Kappa score
Coherency 0.61
Relevance 0.58
Accuracy 0.42

Factual Consistency 0.47

Table 3: Annotator agreement scores with GPT-4

some qualitative examples in Appendix (Table 6)

5 Conclusion

With the emergence of LLMs like ChatGPT and
open-source successful LLMs, it is extremely im-
portant to understand the capabilities and limita-
tions of different LLMs. In order to test deeper
reasoning abilities of LLMs by referring to longer
contexts, we evaluate answers generated by LLMs
on questions generated by ChatGPT on summaries
of long documents. Results show that our proposed
method of question generation poses a challenging
setup for LLMs and shed light on performance gaps
between massive LLMs and open-source LLMs.
We hope our analysis motivates future research di-
rections such as leveraging longer contexts in a
constrained sequence length setting and developing
better long-form text generation for smaller LLMs.

6 Limitations

In this study, we propose an automatic evaluation
setting to generate questions from summaries, and
the generated answers from LLMs are evaluated



using GPT-4 for different metrics. Experimental
results show that our proposed evaluation setting
proves to be a challenging setup for LLMs. How-
ever, our study might have some limitations.
GPT-4 as evaluator While GPT-4 has shown a
high correlation with human evaluation for long
form text generation (Liu et al., 2023), the capabili-
ties of using GPT-4 for evaluation is an active area
of research in itself. Hence, our results might be
limited by the undiscovered capabilities of GPT-4.
ChatGPT for question generation Generating an-
swers on questions prompted from ChatGPT might
lead to optimistic results of ChatGPT. However,
there exists limitations with other baselines to gen-
erate meaningful questions. We show extensive
analysis of using other LLMs for question gen-
eration (Appendix A.2).

Unknown training data Little is known about
the training data distribution of massive LLMs like
ChatGPT. Models trained with different methods
and data distribution make the evaluation for fair
comparison harder.
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A Appendix

A.1 Prompts used for Question Generation

Following the analysis from prior works (Kocisky
et al., 2018; Pang et al., 2022), we formulate our
question generation method as a two-step process:
(1) Summarization and (2) Question generation
from summary. In the first step, we design prompt
for generating summary as shown below:
Summarize the paragraphs below in the
context of {title} in {domain}.
In the next step, we ask ChatGPT to generate
questions from summary as shown below:
Using the context below, come up with
follow-up questions. Rank the generated
questions in the order of decreasing
complexity to answer and display only
the top 3.
To demonstrate the usefulness of our question
generation process, we also establish a baseline
with the same instructions where questions are
directly generated from the passage. The prompt
used for the baseline is:

{context}

Using the context below, come up with

three questions. Rank the generated
questions in the order of decreasing
complexity to answer and display only

the top 3. {context}

A.2 Question Generation using open source
LLMs

In order to create a fair evaluation setup, we prompt
Alpaca-7B,13B models to summarize and generate
questions on 50 instances. We do not consider ques-
tion generation from non-instruction tuned models
(e.g: Llama). From our evaluation method on gen-
erated question as described in Section 4, we find
questions generated from Alpaca to be unanswer-
able (non-existent in the context) and contain gib-
berish content more than 80% of the time. The
below table presents our evaluation of question
generation from Alpaca:

Evaluation Metric QG - Passage QG - Summary
Q1: Unambiguity 12.5% 8.3%

Q2. Context Length:

A sentence or less than a paragraph 98.8% 98.5%

At least a third or most of the passage  1.2% 1.5%

Q3: Multi-pass of the passage 0% 0%

Table 4: Prompts designed to evaluate the complexity of
generated questions on Alpaca.
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A.2.1 Evaluation of Question Generation
using ChatGPT

In order to verify the complexity of generated ques-
tions as outlined in Section 4, we prompt ChatGPT
with the following prompt: we would like
to request your feedback on determining
the complexity of generated questions

by an AI assistant with respect to the
context displayed above.\n\n For each

of the question, rate the complexity
of each of the generated questions for
the dimensions: ambiguity, context and
\n\n Ql: Is

the question answerable from the given

reasoning capabilities.

context and is unambiguous? A. Yes B.

No \n\n Q2. How much of the passage

is needed as context to answer the
question? A. Only a sentence or two from
the passage B. More than 2 sentences

but lesser than a paragraph C. Atleast

a third of the entire context given

D. Most of the context given \n\n Q3:
Does the question require multiple
passes through the passage? A. Yes B. No.
Assume you do not have prior knowledge
about the topic apart from the context

given to you. Please output your choices

in the form of a dictionary. (e.g: 'Ql’:
"<your answer choice for Q1>’, ’Q2':
"<your answer choice for Q2>', ’'Q3’:
"<your answer choice for Q3>’, ’'Q4':
"<your answer choice for Q4>’). \n\n

In the subsequent line, please provide
a comprehensive explanation of your
evaluation, avoiding any potential bias
and ensuring that the order in which the
responses were presented does not affect

your judgment.

Since LLMs are trained with different training
data mixtures, we specifically ask ChatGPT to
answer the questions based on the given context
alone.

A.2.2 Prompt for Answer Generation

In order generate response on the questions
generated by LLMs, we prompt the following: For
every generated question, we prompt the models
as follows:

Given the context, answer the question
below:

Context: {context}

Question: {question}

Answer: {Answer}

A.2.3 Evaluation Questions for Question

Generation
Question Choices
Q1: Is the question answerable from the
given context and is unambiguous? A. Yes B. No

Q2. How much of the passage is needed
as context to answer the question?

A. Only a sentence or two
B. More than 2 sentences
but lesser than a paragraph
C. Atleast a third of the
entire passage

D. Most of the passage

Q3: Does the question require multiple

passes through the passage? A. Yes B. No

Table 5: Prompts designed to evaluate the complexity of
generated questions.

A.3 GPT-4 as an Evaluator
A.3.1 Prompts used in GPT-4 Evaluation

In order to evaluate answers generated by LLMs,
we ask GPT-4 to rate answers on Likert scale from
0 to 3 (higher the better) on all of the following
four metrics: coherency, relevance, accuracy and
factual consistency. Our evaluation prompt used as
prompt for GPT-4 is shown below:

system prompt: You are a helpful
and precise assistant for checking
the quality of the answer on 4
verticals: factual

coherence, relevance,

consistency, accuracy. prompt : We
would like to request your scores and
feedback on the performance of two

AT assistants for answering the user
question based on the context displayed
above. Please rate the answer quality on

4 metrics: coherence, relevance, factual
consistency and accuracy. Definition of
each metric is given to you. Coherence
— Answer should be well-structured and
well-organized. Relevance - Answer
should be relevant to the question

and the context. Answer should also
avoid drifting from the question being
asked. Factual consistency - The context
should be the primary source for the
answer. The answer should not contain
fabricated facts and should entail
information present in the context.
Accuracy - Does the response provided
by the assistant answer the question
correctly in a concise manner? Provide

a score to each AI assistant response



for each of the metric defined above

on a scale of 0 to 3 where higher score
means better performance. Do not compare
the performance between AI assistants
and rate them individually. Enter

two new lines. Next, please provide

a comprehensive explanation of your
preferred answer among the both and your
evaluation, avoiding any potential bias
and ensuring that the order in which

the responses were presented does not
affect your judgment. Please note that
your scores should be in a dictionary
format as the example given to you.
Example: ’"Assistant 1’: ’coherence’:
<int score>, ’relevance’: <int score>,

" factual consistency’: <int score>,
"accuracy’: <int score>, ’Assistant

2'": ... "Explanation’: ’<Preference:
Assistant 1 or Assistant 2 or Both or

Neither>. <your explanation>’.

A.4 Data Collection

We use Wikipedia API to collect articles to
create our evaluation setting. However, we find
not all articles may be useful to our setting;
such as Wikipedia articles containing reference
links, list of topics, glossary etc. We apply two
levels of filtering: (1) We remove any article
that has < 2k tokens (2) we curate a list of non-
informative sections and filter those sections from
consideration in this study. [’ References’,
"See also’, ’'Notes’, ’Sources’,
"External links’, ’'History’,
"Further reading’]

A.5 Qualitative Examples

Below table presents qualitative examples from hu-
man annotation task and shows some of the ratings
by humans and GPT-4.



Qualitative Examples

Question 1: What is the difference between interdisciplinary study and specialization in a single discipline?

Evaluation: Issue - None, Human score - 3, GPT-4 - 3

ChatGPT: Interdisciplinary study involves applying the methods and approaches of several different disciplines to a subject,
while specialization in a single discipline involves in-depth study and expertise in a single subject.

Evaluation: Issue - Repetition, Human score - 2, GPT-4 - 2

Alpaca-13B:  Interdisciplinary study is the combination of two or more disciplines to create a new
field of study. Specialization is the focus on a single discipline, with the goal of becoming an expert
in that field. Interdisciplinary study is the combination of two or more disciplines to create a new field of study.

Specialization is the focus on a single discipline, with the goal of becoming an expert in that field.

Question 2: How does good asset management require leadership, communication, collaboration, and continuous improvement?

Evaluation: Issue - None, Human score - 3, GPT-4 - 3
Alpaca-13B: Good asset management requires leadership, communication, collaboration, and continuous improvement.

Leadership is required to set the strategic priorities and to ensure that the organization is aligned with the goals. Communication
is required to ensure that the organization is aware of the goals and the strategies to achieve them. Collaboration is required to
ensure that the organization is working together to achieve the goals. Continuous improvement is required to ensure that the
organization is constantly striving to improve its performance.

Evaluation: Issue - Accuracy, Human score - 1, GPT-4 - 1
Alpaca-7B: Good asset management requires leadership, communication, collaboration, and continuous improvement.

Question 3: What are the four areas that CSAB considers crucial to the discipline of computer science?

Evaluation: Issue - Factual Consistency, Human score - 1, GPT-4 - 3
Alpaca-7B: 1. Theory of computation 2. Computability theory 3. Programming language theory 4. Formal methods

ChatGPT: The four areas that CSAB considers crucial to the discipline of computer science are theory of computation,
algorithms and data structures, programming methodology and languages, and computer elements and architecture.

Table 6: Few examples of generated answers from LLMs with GPT-4 and human evaluation
Legend LLM , Inconsistencies missed by the model Inconsistencies detected by GPT-4.
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