Abstract

When deploying Transformer networks, we seek the ability to introspect the predictions against instances with known labels; update the model without a full re-training; and provide reliable uncertainty quantification over the predictions. We demonstrate that these properties are achievable via recently proposed approaches for approximating deep neural networks with instance-based metric learners, at varying resolutions of the input, and the associated VENN-ADMIT Predictor for constructing prediction sets. We consider a challenging (but non-adversarial) task: Zero-shot sequence labeling (i.e., feature detection) in a low-accuracy, class-imbalanced, covariate-shifted setting while requiring a high confidence level.

1 Introduction

Deep neural networks present researchers, engineers, and society with a curious dichotomy: The blackbox models offer the potential for point prediction accuracies far beyond alternative options, but it is difficult to reliably ascertain over what input data those accuracies can be obtained. The non-identifiable [cf., 5, 6] and extraordinarily large number of parameters suggest a lost cause, which has largely precluded the use of deep networks in higher-risk settings, such as medicine. Irreducible error is unavoidable, and data errors (as with noise in the labels) and model errors (as via mis-specification) are expected; we would not reasonably expect reliable predictions from a blackbox over arbitrary inputs without any monitoring over time. However, the challenge has been that in even rather more closed—but nonetheless, realistic—settings, such as non-adversarial settings without concept shift, the errors from deep networks have been difficult to characterize. Without principled and reliable approaches for such basic settings, it is difficult to have trust in the predictions from neural networks, and difficult to have trust in the ability of end-users to interpret and deploy such models.

More specifically, in a typical natural language processing (NLP) classification task, we have access to a computationally expensive blackbox neural model, $F$; a training dataset, $D_{tr} = \{(X_i, Y_i)\}_{i=1}^I$ of $|D_{tr}| = I$ instances paired with their corresponding ground-truth discrete labels, $Y_i \in \mathcal{Y} = \{1, \ldots, C\}$; and a held-out labeled calibration dataset, $D_{ca} = \{(X_j, Y_j)\}_{j=I+1}^{I+J}$ of $|D_{ca}| = J$ instances. We are then given a new test instance, $X_{N+1}$, from an unlabeled test set, $D_{te}$. In higher-risk settings, it is insufficient to simply rely on the point prediction. We instead will seek to construct a prediction set, produced by some set-valued function $\hat{C}(X_{N+1}) \subseteq 2^C$, containing the true unseen label with a specified coverage level $1 - \alpha \in (0, 1)$ on average. The challenge then becomes defining that average and achieving the resulting coverage in practice, with the additional complication that labels may be limited at the resolution at which we seek to analyze the data.

In this brief work, we highlight the utility of VENN-ADMIT Predictors [12] for deploying deep networks in real-world settings, providing a proof-of-concept for viewing neural network deployment
as a controlled human-in-the-loop prediction task. In the interest of brevity, we will largely defer technical details of the KNN model approximations \cite{11} and the **VENN-ADMIT** Predictor to their original works. The goal of the present work is to briefly synthesize these existing works, illustrating the potential utility for **INTROSPECTION**, **UPDATABILITY**, and **UNCERTAINTY**, key characteristics necessary for engendering trust in neural networks and in the ability of end-users to interact with neural networks. We provide a concrete implementation of these properties with Transformer networks \cite{13} for distantly-supervised sequence labeling tasks by decomposing document-level predictions via a hard-attention mechanism and approximating the model as a weighted KNN, and then estimating the uncertainty in the predictions via a **VENN-ADMIT** Predictor after labeling a subset of the word-level predictions. This illustrates that the aforementioned properties can be realistically achieved in relatively challenging task settings.

## 2 Classification with Transformers for NLP

We first introduce general notation for sequence labeling tasks. Each instance consists of a document, \( x = x_1, \ldots, x_t, \ldots, x_T \), of \( T \) words. In the case of **supervised sequence labeling** (SSL), we seek to predict \( \hat{y} = \hat{y}_1, \ldots, \hat{y}_t, \ldots, \hat{y}_T \), the word-level labels for each word in the document, and we have the ground-truth word labels, \( y_t \), for training. For **zero-shot sequence labeling** (ZSL), we also seek to predict \( \hat{y} \), but we only have access to the document-level label, \( y \), for training. The ZSL task is a proxy for feature detection for document classification; a dataset is created by removing the word-level labels of a standard sequence-labeled dataset. This enables evaluating feature detection against ground-truth labels.

For each task, our base model is a pre-trained Transformer network. We fine-tune a kernel-width 1 CNN (**MEMORY LAYER**) over the output representations of the Transformer, producing predictions and representative dense vectors at a resolution (e.g., word-level or document-level) suitable for each task. We then approximate these predictions with weighted KNNs. With these approximations, we then construct the **VENN-ADMIT** Predictor, as described next.

## 3 Methods

We briefly review the **VENN-ADMIT** Predictor (Section 3.1), and then highlight the unusual and useful properties it enables for analyzing and deploying Transformer networks (Sections 3.2 and 3.3).

### 3.1 Inductive VENN-ADMIT Predictor (IVAP)

An Inductive **VENN-ADMIT** Predictor is a distribution-free frequentist approach for constructing prediction sets over a Transformer model. It can be viewed as a two-stage process of first constructing split-conformal prediction sets \cite{15,8} followed by calibration via a Venn Predictor \cite{14} and a probability mass correction to obtain coverage stratified by size. Specifically, a **VENN-ADMIT** Predictor aims to approximate the following quantity:

\[
\mathbb{P} \left\{ Y_{N+1} \in \hat{C}(X_{N+1}) \mid X_{N+1} \in \mathcal{B}(x), Y_{N+1} = y, \hat{C}_{N+1} = A \right\} \geq 1 - \alpha, \quad P_X(B(x)) \geq \xi, \quad A \in \mathcal{C}
\]

That is to say, when evaluating the prediction sets, we seek for the true value to be contained with a proportion of \( 1 - \alpha \) on average after stratifying by the true label, the data partition \( \mathcal{B} \), and the membership of the set itself, which also always includes the top-label prediction. This conditioning is rather more stringent than typically considered in the confidence calibration literature, including class- and predicted-label-conditioned variations \cite{4,4} inter alia. Previous work \cite{12} has shown that this quantity can be reliably estimated in practice with the **VENN-ADMIT** Predictor. It is easy to interpret: The set size corresponds to reliability, on average over similar points; sets of size 1 will tend to obtain coverage, unlike standard split-conformal approaches. The price to pay for this simplicity and reliability is a coarser quantity than a single probability.

An unusual and advantageous aspect of a **VENN-ADMIT** Predictor, and which further distinguishes it from post-hoc Platt-scaling-style calibration \cite{9,3}, is a degree of inherent example-based interpretability: The calibrated distribution for a point is a simple transformation of the empirical probability among similar points, with partitions determined by a KNN that can be readily inspected. Further, the distributions will tend to become more diffuse as the sample sizes decrease, a desirable property.
Finally, the data partitioning separates the reliable predictions from the less reliable predictions; in addition to providing a constraint for higher-risk settings, this provides a decision rule for active learning, noted below.

3.2 Labeling guidance

Labels can be expensive to obtain, especially in higher-risk settings. The data partitions of a VENN-ADMIT Predictor are determined by the depth of true positive matches into a support set of a weighted KNN that approximates the underlying Transformer. We can exploit this as a rule for labeling: Simply refrain from labeling additional training points once the maximum depth has been reached among the available unlabeled points.

3.3 Introspection+Updatability+Uncertainty

Previous work [11] has shown that, despite only having document-level labels for training, the MEMORY LAYER can be decomposed as a hard-attention-style mechanism, with an inductive bias conducive to relatively high-precision feature detection. We can combine this behavior with a KNN model approximation and the VENN-ADMIT Predictor for a straightforward, principled approach for analyzing, deploying, and monitoring a Transformer network for classification:

1. Pre-train and fine-tune the Transformer.
2. Decompose the document-level predictions to the word-level for interpretability and analysis, using the methods of [11].
3. Label the word-level predictions of a held-out calibration set and those of the support set for the KNN approximation (Section 3.2).
4. Construct prediction sets via the VENN-ADMIT Predictor.

4 Experiments

We examine the key behavior using the data of the GRAMMAR task of [12], which seeks to label whether each word in a sentence has \(y = 1\) or does not have \(y = 0\) a grammatical error. The test set is challenging for two reasons. First, the \(y = 1\) class appears with a proportion of 0.07 of all of the words. Second, the in-distribution task, consisting of college essays from second-language learners, itself is relatively challenging, but it is made yet harder by adding newswire text, resulting in low point accuracies for the minority class.

The GRAMMAR task is a fully-supervised sequence labeling task. We compare against a variation, FEATURE, in which the model only has access to sentence-level labels at training. At test time, the model must label at the word level, and thus the task is analogous to feature detection. To construct the prediction sets, the FEATURE model is provided \(\leq (K + 1) \cdot |D_{ca}| + K \cdot |D_{te}|\) word-level labels to construct the model approximations of the VENN-ADMIT Predictor, corresponding to the true word-level labels of the calibration set, \(|D_{ca}|\), and the word-level labels of the nearest \(K\) words in the training set for both the calibration set and the test set, \(K \cdot (|D_{ca}| + |D_{te}|)\), some of which could be duplicates. The word-level calibration labels are necessary to determine the quantile thresholds for the conformal prediction sets and the empirical probabilities of the assigned categories of the Venn Predictor, and the word-level training labels are necessary to determine the data partitions of the VENN-ADMIT Predictor [see 12]. The FEATURE task thus illustrates KNN-based updating of the model without modifying the parameters of the Transformer: We fine-tune the Transformer only with document-level labels. Word-level labels are then only introduced as part of the KNN approximations, which contain a total of 6 real-valued parameters. As a consequence, catastrophic forgetting becomes less of an issue, as the dense representations (each of dimension 1000), let alone the > 300 million parameters of the full Transformer, are never altered. Further, potentially fewer word-level labels are needed overall.

For all experiments, we set \(\alpha = 0.05\) and otherwise follow the experimental setup in [12], comparing to the same baselines. As a distribution-free baseline of comparison we consider the size- and adaptiveness-optimized RAPS algorithm of [1], RAPS_{SIZE} and RAPS_{ADAPT}, which combine regularization and post-hoc Platt-scaling calibration [9, 3], on the output of the MEMORY LAYER. Using
stratification of coverage by cardinality as a metric, RAPS$_{\text{ADAPT}}$, in particular, was reported to more closely approximate conditional coverage than the alternative APS$_{[10]}$, with smaller sets. CONF$_{\text{BASE}}$ is a split-conformal point of reference for simply using the output of the base KNN approximation without further conditioning, nor post-hoc calibration. LOCAL$_{\text{CONF}}$ is a localized conformal baseline$_{[2]}$ using a KNN localizer. Across methods, the point prediction is included in the set, which ensures conservative (but not necessarily exact/upper-bounded) coverage by eliminating null sets. We evaluate coverage, $\hat{y} \in C$, and cardinality, $|C|$, across training distance, class, and cardinality stratifications.

5 Results

Figures$^{[1]}$ and$^{[2]}$ summarize the key takeaway in this challenging setting: Only the VENN-ADMIT sets (and their first-stage non-mass-corrected ADMIT conformal prediction sets) obtain acceptable coverage for the minority class.

Coverage is obtained for the VENN-ADMIT sets for the FEATURE task, even though the model is relatively weak, with the MEMORY LAYER only having been trained with document-level labels. The difference with the stronger fully-supervised model of the GRAMMAR task is reflected in fewer singleton sets over the weaker model. Specifically, among the VENN-ADMIT sets for the GRAMMAR task, there are 4,285 words with singleton sets for class 0 (with a coverage of 1.00) and 381 words with singleton sets for class 1 (coverage of 0.93). In contrast, among the VENN-ADMIT sets for the FEATURE task, there are only 194 words with singleton sets for class 0 (with a coverage of 0.96) and 111 words with singleton sets for class 1 (coverage of 0.97). Critically, approximate conditional coverage (including size-stratified) is retained, despite the model only having a point accuracy of 0.23 on a minority class that only occurs in 7% of all the words.

6 Discussion

In higher-risk settings, indirect feature detection—as with attention-style mechanisms—is not sufficient alone and labeled data is necessary for trustworthy uncertainty quantification. In comparing the VENN-ADMIT sets for the GRAMMAR and FEATURE tasks, we have demonstrated the feasibility of initially training a model with document-level labels and then subsequently labeling data at the word level according to the matches of the KNN approximation of the VENN-ADMIT Predictor, after decomposing the document-level predictions to the word level.

Prospectively, as the labeled set is expanded, the VENN-ADMIT sample size checks (the hard threshold, $\kappa$, which is 100 here, and the impact of the weighted localizer and test-point augmentation) within each data partition provide additional checks on small sample sizes (high variances). In higher-risk settings, we can further restrict sets to the most reliable data partition$^{[1]}$. We are not aware of other calibration approaches that have these unusual—but highly advantageous—properties.

7 Conclusion

A VENN-ADMIT Predictor provides more robust approximate conditional coverage over Transformer networks than extant alternatives, and enables a structured approach for labeling data to obtain such coverage. We have briefly summarized the implications of recent works and provided additional results using zero-shot sequence labeling, providing a demonstration of the key properties needed for analyzing, deploying, and monitoring a Transformer network in non-adversarial settings.

$^{1}$For example, restricting to the partition $q = K$, as discussed in$^{[12]}$, only results in rejecting 3 singleton sets for the FEATURE task and 7 singleton sets for the GRAMMAR task. Labeling budgets can be conserved by not labeling the full KNN support for points outside the top partition, since they will typically not be singleton sets, in any case.
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