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ABSTRACT

We introduce a method to train vision-language models for remote-sensing images
without using any textual annotations. Our key insight is to use co-located inter-
net imagery taken on the ground as an intermediary for connecting remote-sensing
images and language. Specifically, we train an image encoder for remote sensing
images to align with the image encoder of CLIP using a large amount of paired
internet and satellite images. Our unsupervised approach enables the training of
a first-of-its-kind large-scale vision language model (VLM) for remote sensing
images at two different resolutions. We show that these VLMs enable zero-shot,
open-vocabulary image classification, retrieval, segmentation and visual question
answering for satellite images. On each of these tasks, our VLM trained with-
out textual annotations outperforms existing VLMs trained with supervision, with
gains of up to 20% for classification and 80% for segmentation. Our code, data,
and other resources are available at: https://graft.cs.cornell.edu

1 INTRODUCTION

Our planet is constantly captured by an extensive array of remote sensors such as satellites or drones.
These earth observation images enable the monitoring of various events on the earth such as defor-
estation, forest fires, and droughts so that rapid actions can be taken to protect our environment.
While these images can shed light on various insights about our planet, the scale of such data is
huge. This has prompted the development of automatic analysis models that could extract relevant
information from a large amount of remotely sensed images. While useful, these models are often
specialized and can only recognize a pre-defined set of concepts. Besides, they could be complex,
decreasing their accessibility to experts outside of the domain of artificial intelligence.

Researchers developing automatic analysis methods for internet imagery encountered a similar prob-
lem a few years ago. One promising solution is to leverage large-scale vision-language models
(VLMs) that are trained on millions or even billions of text-image pairs collected on the internet
(Radford et al., 2021; Li et al., 2023). These models have demonstrated remarkable abilities to per-
form open-vocabulary recognition (Gu et al., 2022; Kuo et al., 2023) and enhance accessibility to
non-AI experts (Alayrac et al., 2022; Surı́s et al., 2023).

It would be incredibly valuable for a range of applications to replicate the success of open-
vocabulary recognition for satellite images as well, allowing an analyst to simply query, say, “Where
are all the farmlands in the state of Massachusetts?” without requiring any new training or annota-
tion for farms. However, building open-vocabulary vision-language models requires a large number
of text-image pairs. This is difficult in remote sensing. Unlike internet images, which are often
accompanied by captions or alt-text generated by their creators, satellite images are automatically
generated by remote sensors with little to no human involvement and no corresponding text anno-
tations. Prior work has attempted to annotate satellite images with textual annotations (Lu et al.,
2017), but this process is expensive and requires expertise. As such, existing image-text datasets for
remote sensing are almost four orders of magnitude smaller than the data used to train CLIP (10k
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Figure 1: The key insight for build-
ing VLMs using GRAFT is to
use internet ground images as an
intermediary to connect satellite
and text. By training a satellite
image model to align its embed-
ding with the CLIP embedding of
co-located internet (ground) im-
ages, we transitively align text with
satellite images, sidestepping the
need for textual annotations for
training remote-sensing VLMs.

vs. 400 million). This challenge motivates the question we answer in this paper: can we build a
vision-language model for satellite images without textual annotations?

Our key insight is to leverageinternet images taken on the ground as an intermediarybetween
text and satellite images. A satellite image captures the condition of a particular location on Earth.
The same location could be captured by humans on the ground with cameras. By leveraging the
geotags associated with the ground images, we can easily link satellite images to them, creating
a large dataset of ground-satellite image pairs. Coupled with pre-trained internet image encoders
from CLIP, we use this data to train a vision transformer that can map satellite images to the CLIP
encoder's feature space. We use a contrastive loss on these pairs. Since this feature space is shared
by the CLIP text encoder as well, the satellite encoder allows an image-level textual understanding
of satellite images,completely sidestepping the need for textual annotations(see Fig. 1).

Observing the fact that a satellite image can capture a much bigger physical space than a ground
image (e.g., a ground image can only capture part of a lake but a satellite image can capture the
whole lake), we further develop a text-to-patch retrieval model using our ground-satellite image
pairs. Speci�cally, with the geotag associated with a ground image, we can identify the pixel location
on the satellite image where the ground image is captured. We then construct a vision transformer
that can output patch representations that align with the CLIP representation of the ground images.
This model allows for not just classi�cation but also localization: we show that we can use this
representation to identify patches relevant to a particular textual query or perform text-to-image
segmentation by leveraging foundational segmentation models such as SAM (Kirillov et al., 2023).

Since we leverage the alignment between ground images and remotely sensed images to con-
struct vision-language models without textual annotations, we name our methodGRAFT (Ground
RemoteAlignmentfor Training). As shown in Fig. 2, GRAFT can perform classi�cation, retrieval,
semantic segmentation (in conjunction with SAM), and VQA (in conjunction with tools such as
ViperGPT (Suŕ�s et al., 2023), all in a zero-shot manner. We extensively evaluate our VLMs on these
tasks and demonstrate state-of-the-art zero-shot performance on various text-to-image retrieval (up
to 20% relative improvement over baseline) and text-to-segmentation benchmarks (more than 80%
relative improvement over baseline). Our contributions are summarized as follows:

• We introduce GRAFT which enables training remote sensing VLMs without any text annotations.
• To leverage GRAFT we collect two million-scale datasets of remotely-sensed images at different

resolutions (1m for NAIP and 10m for Sentinel-2 images).
• Leveraging GRAFT with our dataset we developfoundational vision-language model for satellite

imagesthat can understand open-world concepts at two different resolutions and outperform prior
arts on various image-level and pixel-level understanding tasks by a signi�cant margin.

• We present a solution to the zero-shot VQA problem for satellite images by extending the
ViperGPT framework with our VLMs.

2 RELATED WORKS

Foundation Models for Remote Sensing Images.Inspired by the recent success in internet im-
agery (Kirillov et al., 2023; Dosovitskiy et al., 2020; Liu et al., 2021; He et al., 2022; Kolesnikov
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