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Abstract

Retrieval-augmented generation (RAG) has001
emerged as a promising solution for mitigat-002
ing hallucinations of large language models003
(LLMs) with retrieved external knowledge.004
Adaptive RAG enhances this approach by en-005
abling dynamic retrieval during generation, ac-006
tivating retrieval only when the query exceeds007
LLM’s internal knowledge. Existing methods008
primarily focus on detecting LLM’s confidence009
via statistical uncertainty. Instead, we present010
the first attempts to solve adaptive RAG from a011
representation perspective and develop an inher-012
ent control-based framework, termed CTRLA.013
Specifically, we extract the features that repre-014
sent the honesty and confidence directions of015
LLM and adopt them to control LLM behavior016
and guide retrieval timing decisions. We also017
design a simple yet effective query formulation018
strategy to support adaptive retrieval. Experi-019
ments show that CTRLA is superior to existing020
adaptive RAG methods on a diverse set of tasks.021
Honesty steering can effectively make LLMs022
more honest and confidence monitoring is a023
promising indicator of retrieval trigger. Our024
anonymous codes are submitted with the paper025
and will be publicly available.026

1 Introduction027

Retrieval-augmented generation (RAG; Guu et al.028

2020; Izacard et al. 2023) has proven effective029

in mitigating hallucination by integrating external030

knowledge into LLMs. Early efforts often employ031

single-round, indiscriminate retrieval, resulting in032

over-reliance on external knowledge and incom-033

plete retrieval (Wang et al., 2023; Su et al., 2024a).034

To solve the issues, adaptive RAG (ARAG; Jiang035

et al. 2023b; Wang et al. 2024a) has emerged,036

which enables dynamic retrieval during generation,037

activating retrieval only when the query exceeds038

LLM’s internal knowledge (Ni et al., 2024).039

The key challenges in ARAG involve determin-040

ing what and when to retrieve (Su et al., 2024b;041

Yao et al., 2024). The design of what aspect typi- 042

cally depends on the construction of when aspect, 043

making ARAG’s primary focus the issues related to 044

when aspect. For the when aspect, recent ARAGs 045

leverage the ability that LLMs are aware of their 046

uncertainty (Kuhn et al., 2023; Chen et al., 2024; 047

Xiong et al., 2024), utilizing this characteristic to 048

determine retrieval timing by assessing confidence 049

level of their knowledge (Su et al., 2024b; Yao et al., 050

2024). They primarily focus on detecting uncer- 051

tainty in the LLM’s outputs to signal retrieval, re- 052

lying on factors such as output probabilities (Jiang 053

et al., 2023b), entropy of output (Su et al., 2024b) 054

or internal states (Yao et al., 2024), or verbal feed- 055

back (Wang et al., 2024b; Yan et al., 2024). From 056

a statistical standpoint, uncertainty and confidence 057

are conceptually equivalent, both reflect the degree 058

of certainty in a model’s predictions (Yang et al., 059

2023; Band et al., 2024; Tao et al., 2024). Thus, 060

uncertainty can act as a proxy for confidence when 061

determining retrieval timing. 062

We revisit the assumptions underlying these 063

uncertainty-based methods. First, they presume 064

that LLM’s output aligns with its internal knowl- 065

edge (Lin et al., 2022; Zou et al., 2023), that is, 066

LLM can accurately reflect its internal knowledge 067

in outputs, i.e., they are honest. However, LLMs of- 068

ten navigate a trade-off between honesty and help- 069

fulness, balancing between discerning its limita- 070

tions and generating user-satisfied plausible con- 071

tent (Liu et al., 2024a). When the output diverges 072

from internal knowledge, indicating low honesty, 073

they only detect intended output rather than inter- 074

nal knowledge. Second, they equate uncertainty 075

with LLM’s confidence, 1 which may be not always 076

applicable to LLM behavior. For instance, an LLM 077

may frequently respond with “I don’t know” or “in- 078

sufficient information,” suggesting low uncertainty, 079

1Confidence is the feeling of belief or trust that a person
or thing is reliable (Bandura, 1997).
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yet retrieval should still occur. Moreover, semanti-080

cally equivalent answers can be expressed in vari-081

ous ways in free-form generation, which may lead082

to high uncertainty (Farquhar et al., 2024). How-083

ever, retrieval is unnecessary in this scenario.084

Based on this analysis, we emphasize both hon-085

esty and confidence of LLMs are crucial for accu-086

rate retrieval timing. However, current ARAGs087

struggle to address them due to the limitations088

of statistical uncertainty. We propose to solve089

ARAG from a representation perspective (Olah,090

2023; Bricken et al., 2023; Zou et al., 2023; Tem-091

pleton et al., 2024), developing an efficient and092

unified framework that seamlessly tackles the re-093

quirements of honesty and confidence. Our core094

idea involves extracting features corresponding to095

honesty and confidence directions from LLMs and096

using them to control LLM behavior and guide097

retrieval timing decisions simultaneously.098

We devise an Inherent Control-based Adaptive099

RAG (CTRLA). To steer LLM toward honesty100

and monitor its confidence, we extract features101

aligned with the directions of honesty and con-102

fidence within LLM’s representation space. By103

adjusting the honesty direction—a process we refer104

to as honesty steering—we can shift the LLM’s105

representation space to promote more honesty out-106

puts. Simultaneously, confidence is quantified by107

measuring the projection of current representation108

onto the confidence feature, a method we call con-109

fidence monitoring. Honesty steering helps LLM110

recognize its limitations and suppress the gener-111

ation of fabricated plausible information. Confi-112

dence monitoring, in turn, enhances the precision113

of retrieval timing. Experiments verify the effec-114

tiveness of CTRLA, revealing that adjusting the di-115

rections of LLM’s internal states enhances its hon-116

esty, while confidence monitoring reliably signals117

when to trigger retrieval, optimizing the balance118

between retrieval and internal knowledge use.119

2 Related Work120

Early RAG efforts (Lewis et al., 2020; Karpukhin121

et al., 2020; Zhu et al., 2021; Komeili et al., 2022;122

Khattab et al., 2023) relied on single-round, indis-123

criminate retrieval, increasing computational costs124

and degrading model performance (Wang et al.,125

2023; Su et al., 2024a). To address these issues,126

ARAG emerged, enabling dynamic retrieval during127

generation when the query exceeds LLM’s internal128

knowledge (Jiang et al., 2023b; Wang et al., 2024a;129

Ni et al., 2024). Previous implementations utilized 130

static rules, such as prior sentences (Trivedi et al., 131

2023), sliding windows (Borgeaud et al., 2022; 132

Ram et al., 2023), and in-context learning (Zhao 133

et al., 2023; Zhang et al., 2024; Li et al., 2024). 134

Recent ARAGs leverage LLMs’ self-awareness of 135

uncertainty to optimize retrieval timing by assess- 136

ing confidence levels through internal states (Yao 137

et al., 2024), likelihoods (Jiang et al., 2023b; Wang 138

et al., 2024a; Su et al., 2024b), or verbal feed- 139

back (Wang et al., 2024b; Ding et al., 2024; Yan 140

et al., 2024). This enhances retrieval timing and bal- 141

ances external and internal knowledge use. How- 142

ever, uncertainty-based ARAGs face challenges 143

with LLM honesty and confidence, crucial for ac- 144

curate retrieval timing. CTRLA addresses these 145

issues from a representation perspective, enhanc- 146

ing control over honesty and confidence to improve 147

retrieval-augmented generation effectiveness. 148

3 Inherent Control based Adaptive RAG 149

3.1 Preliminary 150

Given a query q, RAG aims to assist LLMs in gen- 151

erating more precise answers y = [s1, . . . , sm] = 152

[w1, . . . , wn] containing m sentences or n tokens 153

by retrieving relevant documents Dq = R(q) from 154

document corpus D = {di}|D|
i=1 or web via re- 155

triever R. The retrieved documents Dq are usu- 156

ally concatenated with input x, i.e., query q with 157

task instruction I, to aid answer generation as 158

y = LLM([Dq;x]), where [·; ·] denotes concate- 159

nation. In contrast, adaptive RAG performs active 160

retrieval necessity decision via a trigger mechanism 161

T (x,y<t), where y<t is the prior generations as 162

of step t(t ≥ 1). If T is triggered, the query for- 163

mulation function qt = fq(x,y<t) will produce 164

a query qt to search. If T is triggered at t = 1, 165

i.e., y<1 = ∅, q will be original query. Given the 166

retrieved documents Dqt , the model continues gen- 167

erating next output segment (usually, a sentence) 168

yt = LLM([Dqt ;x;y<t]) till the answer comes to 169

its end or next retrieval trigger occurs. 170

3.2 CTRLA Framework 171

3.2.1 Representation Feature Extraction 172

Our approach builds on the linear representation 173

and superposition hypotheses (Olah, 2023; Bricken 174

et al., 2023; Templeton et al., 2024). We aim to ex- 175

tract features that represent honesty and confidence 176

directions from LLM’s representation space and 177
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Figure 1: CTRLA framework. Step 1 extracts the features corresponding to honesty and confidence directions;
Step 2 utilizes extracted features to steer and monitor LLM behaviors at inference. The honesty feature steers the
representation of LLM to make it more honest, while confidence feature is used to monitor the confidence level of
LLM outputs, where the token whose score is lower than the threshold is marked as unconfident. The retrieval is
triggered if specific tokens are unconfident.

use them to steer or monitor its behavior. Specif-178

ically, we manually craft contrastive instructions,179

as shown in Prompt 3.1, to extract features that180

represent the directions of honesty and confidence.181

Let I+
h/c denote the positive instruction of honest182

or confident, I−
h/c be the negative instruction of183

dishonest or unconfident, and S = {s1, . . . , s|S|}184

represent the dataset with |S| statements used to185

extract target features.186

For honesty feature extraction, each statement187

si is concatenated with both positive and negative188

instructions, forming I+
h ⊕ si and I−

h ⊕ si, re-189

spectively, resulting in |S| statement pairs. For190

the statement pair of si, they are sequentially fed191

into LLM in a teacher-forcing manner to collect192

token representations. Given that each LLM layer193

encodes a unique semantic space (Chuang et al.,194

2024b; Sun et al., 2024), we extract token represen-195

tations from all LLM layers. Assuming LLM has196

L layers and si contains n tokens, we obtain rep-197

resentations {{rl,+i,k }
n
k=1}Ll=1 and {{rl,−i,k }

n
k=1}Ll=1198

for positive and negative instructions, where rli,k199

denotes the k-th token representation of si at layer200

l. The contrastive vector for the k-th token at l-th201

layer is computed as vl
i,k = rl,+i,k −rl,−i,k . Thus, after202

processing all tokens of si, we derive the set of con-203

trastive vectors {{vl
i,k}nk=1}Ll=1. Since we employ204

teacher-forcing to encode each token’s representa-205

tion—and “honest” and “dishonest” are the only206

differing descriptions between I+
h and I−

h —the207

vector vl
i,k captures the honesty direction for the 208

k-th token at layer l (Zou et al., 2023). After pro- 209

cessing all statements in S, we apply PCA to the 210

collected contrastive vectors {{{vl
i,k}nk=1}Ll=1}

|S|
i=1 211

at each layer l, extracting the first principal compo- 212

nent as the general honesty direction. This results 213

in a set of honesty direction vectors vh = {vl
h}Ll=1. 214

Note confidence feature extraction also utilizes the 215

same method to derive vc = {vl
c}Ll=1. 216

Prompt 3.1: Instruction for Honesty
and Confidence Feature Extraction

[INST] Pretend you’re
a <honest/dishonest> |
<confident/unconfident> person
making statements about the world.
[/INST] <a statement si>

217

We use the True-False dataset (Azaria and 218

Mitchell, 2023) as S for honesty feature extrac- 219

tion, which tests whether LLMs’ internal states 220

reflect truthfulness. For confidence, we synthesize 221

confident and unconfident statements using GPT-4 222

(ref. Appendix B.1) due to the scarcity of datasets. 223

3.2.2 Honesty Steering 224

According to the superposition hypothesis, adjust- 225

ing LLM by moving each token’s representation 226

closer to the direction representing the honesty fea- 227

ture during decoding, is a direct way to enhance 228

its honesty (Olah, 2023; Zou et al., 2023; Temple- 229
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ton et al., 2024). To achieve this, we employ a230

simple linear combination. After extracting the231

honesty feature, it can be directly used to steer the232

behavior of the LLM. Assuming the LLM contains233

L layers, each layer has its corresponding feature.234

Let vh = {vl
h}Ll=1 denote the honesty feature and235

Rk = {rlk}Ll=1 represent the token representations236

for the k-th token at each layer. We then apply a237

linear combination function for honesty steering:238

R̂k = Rk+λ·vh = {rlk+λ·vl
h | ∀ l ∈ [1, . . . , L]},

(1)239

where the coefficient λ controls the strength of hon-240

esty steering. Because vh represents the direction241

that promotes honesty, the “+” operator is used242

in Eq 1. Conversely, to reduce honesty, the “−”243

operator can be employed. As illustrated in Fig-244

ure 1, honesty steering is applied layer-by-layer and245

token-by-token during generation. This method is246

both simple and effective, with minimal impact247

on inference costs. We denote honesty steering as248

ŷt = Ph(yt) in the following descriptions.249

3.2.3 Confidence Monitoring250

According to the linear representation hypothesis,251

an intuitive way to monitor the LLM’s confidence252

during generation is to evaluate how well token253

representations align with the confidence feature254

direction in the representation space (Bricken et al.,255

2023; Zou et al., 2023; Templeton et al., 2024).256

Given the extracted confidence feature, we utilize257

it to monitor LLM’s confidence during generation.258

Let Rk = {rlk}Ll=1 represent the k-th token’s rep-259

resentation at each layer, and vc = {vl
c}Ll=1 denote260

the confidence feature. Specifically, we compute261

the confidence score for k-th token using the dot262

product, followed by mean-pooling across layers263

and a scaling operation for normalization and out-264

lier removal. This produces the confidence score265

for the k-th token as follows:266

m̃k = meanpool([mk,1, . . . ,mk,L])

= meanpool
(
[rl,⊤k · vl

c]
L
l=1

)
,

m̄k = scale([m̃0, . . . , m̃k])[−1]− τ,

(2)267

where τ is the threshold to adjust the sensitivity of268

confidence monitoring, m̃<k represents the mean-269

pooled score of preceding tokens, and the index270

−1 refers to the score of the last token, i.e., k-271

th token. If m̄k > 0, it suggests that the k-th272

token’s representational direction leans towards the273

confidence, indicating that LLM is confident in274

generating this token. Conversely, if m̄k < 0, LLM275

is unconfident in generating the k-th token. Here 276

we denote confidence monitoring as Pc. 277

The goal of confidence monitoring is to serve 278

as a reliable detector for accurately determining 279

appropriate retrieval timing (Wu et al., 2024a; 280

Chuang et al., 2024a). For the t-th output segment 281

ŷt = [wts , . . . , wte ] of the LLM, with confidence 282

scores [m̄ts , . . . , m̄te ] for each token, the retrieval 283

necessity is measured by the confidence scores of 284

specific tokens within ŷt. We only consider the 285

confidence scores of new information in ŷ′
t, i.e., 286

content that has not appeared in the previous gen- 287

eration and excludes trivial tokens, like stopwords. 288

The retrieval trigger T activates if any confidence 289

score in ŷ′
t satisfies m̄k < 0, where ts ≤ k ≤ te. If 290

ŷ′
t contains such tokens, retrieval is triggered, i.e., 291

T (Pc(ŷ
′
t)) == True. 292

Due to the honesty steering, LLM will generate 293

refusal outputs more frequently, since honesty steer- 294

ing can effectively regulate LLM behavior to make 295

it more honest, leading to more frequent generation 296

of non-responsive or refusal outputs. These refusal 297

responses are well-aligned with the LLM’s inter- 298

nal beliefs, i.e., LLM is confident in its knowledge 299

limitations, making them challenging to detect by 300

confidence monitoring. To address this issue, we 301

further develop a refusal handling module, which 302

employs a pattern matching function, as a supple- 303

ment to confidence monitoring, to identify refusal 304

content. The detailed algorithm is presented in 305

Appendix A.4.1. 306

3.2.4 Search Query Formulation 307

Once retrieval is triggered, we need to employ a 308

search query to retrieve relevant documents that aid 309

in LLM generation. The construction of effective 310

search queries plays a pivotal role in enhancing re- 311

trieval efficiency (Jiang et al., 2023b). We develop 312

two search query formulation strategies. 313

Context-Augmented Querying. Initially, for a 314

query q, we prompt the LLM to sequentially gen- 315

erate responses. Once the retrieval is triggered, 316

context-augmented querying (CAQ) will concate- 317

nate the query q with the processed output segment 318

ŷt for retrieval, since using the original query as a 319

supplement can avoid intent drift and improve the 320

effectiveness of retrieval (Jagerman et al., 2023). 321

Besides, the output segment ŷt = [wts , . . . , wte ] 322

may contain noise such as unconfident tokens and 323

incorrect contents, we process the sentence by 324

masking out the tokens, which satisfy (i) not ap- 325

peared in q and previous generations y<t, i.e., new 326
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mask(ŷt) =

{
w̄

∣∣∣∣∣w̄ =

{
∅, if w ̸∈ q ∪ y<t and m̄w < 0

w, otherwise
,∀w ∈ ŷt

}
. (3)

information and (ii) unconfident tokens, as shown327

in Equation 3. Thus, the CAQ generates the refined328

search query as fCAQ(x, ŷt) = [q; mask(ŷt)].329

Targeted Validation Querying. CAQ directly330

masks out the noise of the output segment and331

concatenates it with the original query to form a332

search query. Yet, off-the-shelf retrievers may pre-333

fer a well-formatted query (Karpukhin et al., 2020).334

Thus, we also develop a targeted validation query-335

ing strategy (TVQ), fTVQ. It instructs LLM to pro-336

duce a search query using original query and cur-337

rent output segment as references (see Prompt B.1).338

The goal of TVQ is to generate a query to validate339

the accuracy of current output segment by search-340

ing for supporting documents. For simplicity, we341

use fq to represent both fCAQ and fTVQ.342

3.3 Inference Process343

For an input x and preceding generation Y<t, the344

model generates the output segment along with hon-345

esty steer Ph and derives ŷt. Simultaneously, the346

confidence monitor Pc is activated to compute the347

confidence score of each token during generation.348

We collect the confidence scores of new informa-349

tion ŷ′
t to determine retrieval necessity via retrieval350

trigger T . If retrieval is not required, the model351

continues predicting the next output segment. Oth-352

erwise, we adopt query formulation, fq, to produce353

a search query qt and retrieve documents Dq via354

retriever R. The retrieved documents Dq, input x,355

and preceding generation Y<t are concatenated to356

regenerate the current output segment. This algo-357

rithm will iteratively execute until it either produces358

a complete response or reaches the maximum gen-359

eration length. Details of the algorithm with refusal360

handling are presented in Appendix A.4.2.361

4 Experiment Setup362

Datasets and Evaluation. For short-form QA,363

we select PopQA (Mallen et al., 2023) and Trivi-364

aQA (Joshi et al., 2017). For long-form QA, we365

use ASQA (Stelmakh et al., 2022) and biography366

generation (Bio; Min et al. 2023). For multi-hop367

QA, we follow Su et al. (2024b) to choose 2Wiki-368

MultihopQA (2WMQA; Ho et al. 2020) and Hot-369

Method TriviaQA PopQA

wo-RAG⋄
7B 53.8 25.7

SR-RAG⋄
7B 62.7 51.9

FL-RAG⋄
7B 60.8 28.1

FS-RAG⋄
7B 54.3 26.9

QD-RAG⋄
7B 52.3 29.4

FLARE⋄
7B 72.4 48.3

Self-RAG‡
7B 66.4 54.9

Self-RAG‡
13B 69.3 55.8

RQ-RAG‡
7B - 57.1

QC-RAG‡
11B 58.2 -

CTRLA7B 76.4 61.8

Table 1: Results of short-form QA. ⋄ is our reproduced
results. ‡ denotes results in the corresponding work.

potQA (HQA; Yang et al. 2018). For short-form 370

QA, we report the accuracy. For ASQA, we report 371

str-em, Rouge-L (R-L; Lin 2004), MAUVE (mau; 372

Pillutla et al. 2023), EM and F1. Bio is evaluated 373

by FactScore (FS; Min et al. 2023). For multi-hop 374

QA, we report EM and F1. We also evaluate 500 375

test samples (v04082024) of FreshQA (Vu et al., 376

2024) and report both relaxed and strict accuracy 377

scores. More details in Appendix B.2 and B.3. 378

Implementation and Retrieval Setup. We select 379

the Mistral-7B (Jiang et al., 2023a) as the back- 380

bone of CTRLA and adopt the greedy decoding 381

strategy for all experiments. The λ for honesty 382

steer is set to 0.3 and τ for confidence monitor- 383

ing is set to 0.0. By default, we use BM25 and 384

BGE (Xiao et al., 2024) as our retriever and use 385

the 2018 English Wikipedia corpus as the docu- 386

ment source following Jiang et al. (2023b) and 387

Asai et al. (2024). For PopQA and Bio, we follow 388

Self-RAG (Asai et al., 2024) to retrieve additional 389

information from the web to mitigate coverage lim- 390

itations in the Wikipedia corpus. For the multi- 391

hop QA task, we only use BM25 as the retriever. 392

For FreshQA, we only retrieve from the web to 393

obtain supporting documents. More details in Ap- 394

pendix B.4 and B.5. 395

Baselines. We compare CTRLA with representa- 396

tive RAG baselines: (1) Single-round RAG (SR- 397

RAG), which retrieves documents before genera- 398

tion; (2) Fix-sentence RAG (FS-RAG; Trivedi et al. 399

2023), which triggers retrieval every sentence and 400

the previous sentence is used as query; (3) Fix- 401
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length RAG (FL-RAG; Ram et al. 2023), which402

triggers retrieval every n tokens and the previous to-403

ken window is used as query; (4) Query-decompose404

RAG (QD-RAG; Press et al. 2023; Khattab et al.405

2023), which prompts LLMs to generate follow-406

up queries and trigger retrieval for each query;407

(5) Adaptive RAGs: FLARE (Jiang et al., 2023b),408

Self-RAG (Asai et al., 2024), DRAGIN (Su et al.,409

2024b), SeaKR (Yao et al., 2024), RQ-RAG (Chan410

et al., 2024) and QC-RAG (Jeong et al., 2024). For411

(1)-(4), we reimplement them under the same412

setting as CTRLA. More details about the base-413

lines are in Appendix B.6.414

5 Experiment Results and Analysis415

5.1 Main Results416

Performance comparison. CTRLA demon-417

strates consistent superiority over the compared418

approaches across various tasks and evaluation419

metrics, as evidenced by the results in short-form420

QA (Table ??), long-form QA (Table ??), multi-421

hop QA (Table ??), and the FreshQA dataset (Ta-422

ble ??). In each case, CTRLA surpasses fine-tune423

based methods (e.g., Self-RAG), uncertainty-based424

methods (e.g., FLARE and DRAGIN), and rule-425

based methods (e.g., FL/FS/QD-RAG). Compared426

to short-form QA, long-form and multi-hop QA re-427

quire more information and complex reasoning dur-428

ing generation. CTRLA consistently outperforms429

all baselines on both tasks. FreshQA contains more430

diverse question types, including never-changing,431

slow-changing, fast-changing, and false-premise432

questions, as well as single-hop and multi-hop ques-433

tions, CTRLA shows strong generalization capabil-434

ity on different question types, leading to better435

performance than the compared baselines. The436

notable performance margin demonstrates the ef-437

fectiveness of our design over existing solutions.438

Effectiveness of CTRLA. CTRLA shows its strong439

ability to make precise retrieval timing decisions440

and generate appropriate intermediate queries, pro-441

viding a better solution to effectively address issues442

of when and what to retrieve. The strength of re-443

trieval timing decision is particularly evident in444

multi-hop QA task (Table ??), where CTRLA not445

only outperforms all baselines, but also achieves446

fewer retrieval frequency compared to DRAGIN447

and rule-based methods. This efficiency is achieved448

through honesty steering and confidence moni-449

toring, ensuring that external knowledge is inte-450

grated exactly when needed, unlike FL/FS-RAG451

and FLARE that struggle with retrieval frequency 452

and unreliable triggers. Moreover, CTRLA sur- 453

passes Self-RAG by a large margin in both short- 454

form and long-form tasks (Table ?? and ??). We 455

highlight that Self-RAG fine-tunes LLMs on cu- 456

rated datasets for retrieval timing, and may face 457

generalization challenges across diverse tasks. 458

Besides, we observe that SR-RAG performs bet- 459

ter than rule-based methods (FL/FS/QD-RAG) on 460

short-form and long-form tasks (Table ?? and ??). 461

This may be attributed to the latter’s tendency to 462

suffer from intent drift and noise due to suboptimal 463

generated queries, leading to irrelevant information 464

retrieved. Besides, they cannot correct previous 465

errors, struggle to filter out noise, and tend to be 466

overconfident in unreliable external knowledge. In 467

contrast, CTRLA overcomes such issues by adopt- 468

ing a well-defined search query formulation and 469

achieves significant improvements. 470

5.2 In-Depth Analysis 471

Effectiveness of honesty and confidence features. 472

The honesty feature is extracted in an unsuper- 473

vised manner using the True-False dataset (Azaria 474

and Mitchell, 2023). To verify its effectiveness 475

and transferability, we evaluate its performance on 476

TruthfulQA (Lin et al., 2022) under no retrieval 477

setting. Figure 2 shows that enhancing the intensity 478

of honesty steering, by raising λ, the performance 479

initially increases but then declines rapidly, where 480

λ = 0.0 means no honesty steering is applied. The 481

improvements are primarily attributed to honesty 482

steering’s capability of bridging the gap between 483

LLM’s outputs and internal beliefs, underscoring 484

its importance in boosting LLM’s truthfulness and 485

performance. When λ is too large, the honesty 486

feature will dominate the feature space, and ex- 487

cessive perturbation of the LLM’s representation 488

inevitably disrupts its semantic space, resulting in 489

a performance decline. Table ?? compares honesty 490

steering and honesty prompt, i.e., an instruction 491

to ask LLM to be honest. Honesty prompt leads 492

to improved performance on PopQA and ASQA, 493

demonstrating the critical importance of honesty 494

in RAG. Explicitly instructing LLM to be honest 495

has proven effective. However, honesty steering 496

outperforms honesty prompt across all datasets, fur- 497

ther validating its effectiveness. Overall, honesty 498

steering demonstrates solid transferability to down- 499

stream tasks. 500

Similar to the honesty feature, the confidence 501

feature is extracted using our synthetic dataset. To 502
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Method ASQA Bio

str-em R-L EM F1 mau FS

wo-RAG⋄
7B 18.8 33.7 8.7 13.7 23.8 41.9

SR-RAG⋄
7B 32.4 34.9 18.7 25.1 54.7 78.6

FL-RAG⋄
7B 24.4 34.4 11.2 16.7 26.5 56.9

FS-RAG⋄
7B 25.9 32.9 11.3 16.9 44.8 57.5

QD-RAG⋄
7B 18.1 18.6 8.4 12.3 - 22.4

FLARE⋄
7B 29.9 35.2 16.2 22.2 50.4 74.8

Self-RAG‡
7B 30.0 35.7 - - 74.3 81.2

Self-RAG‡
13B 31.7 37.0 - - 71.6 80.2

CTRLA7B 37.0 38.5 20.4 27.3 79.2 83.4

Table 2: Overall results of the long-form QA, where ⋄

represents our reproduced results and ‡ denotes reported
results.

Method 2WMQA HQA

EM F1 Freq EM F1 Freq

wo-RAG†
7B 14.6 22.3 0.00 18.4 27.5 0.00

SR-RAG†
7B 16.9 25.5 1.00 16.4 25.0 1.00

FL-RAG†
7B 11.2 19.2 3.34 14.6 21.1 3.81

FS-RAG†
7B 18.9 26.5 3.83 21.4 30.4 4.15

FLARE†
7B 14.3 21.3 0.94 14.9 22.1 1.07

Self-RAG‡
7B 4.6 19.6 - 6.8 17.5 -

DRAGIN‡
7B 22.4 39.0 2.84 23.7 34.2 3.02

SeaKR‡
7B 30.2 36.0 - 27.9 39.7 -

CTRLA7B 36.9 43.7 2.01 34.7 44.9 3.28

Table 3: Overall results of multi-hop QA. † means re-
sults reported by DRAGIN/SeaKR. ‡ denotes results in
the corresponding work.
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Figure 2: Effects of honesty steering
on TruthfulQA.
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Figure 3: Impacts of honesty steering on PopQA (left) and ASQA (right).
∗Only 2018 Wikipedia corpus is used for PopQA.

Method Accuracy (%)

Relaxed Strict

SR-RAG⋄
7B 38.4 33.0

FL-RAG⋄
7B 31.2 27.4

FS-RAG⋄
7B 22.8 20.6

QD-RAG⋄
7B 26.4 24.0

FLARE⋄
7B 41.6 39.8

CTRLA7B 48.4 43.8

Table 4: Overall results on FreshQA, where ⋄ denotes
our reproduced results.

verify its effectiveness, we sample 50 unanswerable503

questions (AN) from Self-Aware (Yin et al., 2023)504

and craft 50 answerable (AY) questions (detailed505

in § C.1) for evaluation. We summarize the human506

evaluation results in Table ??, which shows that the507

confidence feature exhibits high accuracy in iden-508

tifying AY and AN cases. In general, it generally509

detects that LLM is unconfident on unanswerable510

questions and vice versa, which demonstrates its511

effectiveness to be the retrieval necessity indicator.512

Impacts of coefficient λ and threshold τ . Here513

we evaluate the impacts of different λ value choices,514

which govern the magnitude of honesty steering.515

Figure 2 indicates that honesty steering, i.e., λ >516

0.0, generally contributes to performance improve-517

ments. As λ increases, performance initially rises 518

and then gradually decreases, differing from the re- 519

sults shown in Figure 3. This observation is similar 520

to that in closed-domain QA. Compared to closed- 521

domain QA, the varying levels of honesty steering 522

may affect retrieval behaviors, and the incorpora- 523

tion of external information also affects LLM’s 524

generation, making the differences in the sensitive 525

range of λ. The threshold τ adjusts the sensitiv- 526

ity of confidence monitoring. Figure 4 evaluates 527

the impacts of different τ values. It shows that in- 528

creasing τ leads to higher retrieval frequency, but 529

performance first improves and then declines. This 530

highlights the need to balance internal and external 531

knowledge in real-world scenarios, emphasizing 532

the importance of adaptive retrieval. 533

Impacts of LLM layers to be steered. We now 534

study the impact of varying the number of layers 535

used for honesty steering on the final results of the 536

TriviaQA dataset under no retrieval setting. Let 537

LB and LE denote the starting and ending layers 538

to be steered, respectively, and let Nstep represent 539

the step size, that is, honesty steering is performed 540

every Nstep layers. We conduct a grid search over 541

the hyperparameters by setting LB ∈ {1, 5, 10}, 542

LE ∈ {20, 25, 30}, and Nstep ∈ {1, 2, 3, 4, 5}, 543
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λ
PopQA ASQA 2Wiki

Acc (%) str-em R-L F1 mau EM F1

λ = 0.0 58.5 36.8 38.1 27.0 76.5 34.9 41.5
λ = 0.3 61.8 37.0 38.5 27.3 79.2 36.9 43.7

HonP 60.2 36.8 38.3 27.0 71.5 34.3 41.0

Table 5: Performance comparison between honesty steering and honesty
prompt (HonP) on PopQA, ASQA and 2Wiki.

Ground Truth LM Prediction

AY AN

AY 47 3
AN 8 42

Table 6: Confusion matrix of human
evaluation results on answerable and
unanswerable samples.
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Figure 4: Effects of different choices of τ on TriviaQA.
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Figure 5: Impacts of honesty steering with respect to
the layers and steps on TriviaQA.

resulting in a total of 45 experiments. The re-544

sults are depicted in Figure 5. Steering perfor-545

mance is optimal when targeting intermediate lay-546

ers (LB = 5/10, LE = 20/25), and suboptimal547

when incorporating lower or higher layers (e.g.,548

LB = 1 vs. LB = 10, LE = 20 vs. LE = 30).549

We hypothesize that lower layers primarily pro-550

cess syntactic information and low-level concepts,551

higher layers focus on high-level knowledge and552

exhibit rigid beliefs, and middle layers are crucial553

for forming reasoning and cognitive preferences,554

thus making steering at these layers more effective.555

Additionally, setting Nstep = 2 or 3 yields optimal556

results, since steering too densely may impair the557

model’s inherent capabilities, while steering too558

sparsely may fail to correct behavior effectively.559

Impact of data distribution and dataset size. We560

conducted an analysis using confidence feature ex-561

traction to examine the effects of data distribution562

and dataset size on the performance of directional563

features. We use our synthetic dataset and True-564

False dataset to simulate various data distributions565

to assess their impact on 2WMQA. Figure 6 indi-566

cates that smaller dataset sizes are highly sensitive567

to changes in data distribution, while this effect di-568

minishes with larger datasets. Moreover, a dataset569

size of 512 is sufficient for extracting effective fea-570

tures. This indicates that our method is robust with571

respect to the data used for feature extraction.572
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Figure 6: Impacts of data distribution and dataset size
on the effectiveness of confidence feature.

5.3 Ablation Study. 573

We further conduct several ablation studies includ- 574

ing analysis on search query formulation, perfor- 575

mance of different RAG settings, and performance 576

with different LLM backbones to verify the effec- 577

tiveness of CTRLA. Due to limited space, we put 578

them in Appendix C.6. 579

6 Conclusion 580

This paper introduces CTRLA, a lightweight frame- 581

work that optimizes retrieval timing in adaptive 582

RAG by leveraging representation features for hon- 583

esty and confidence. CTRLA regulates LLM be- 584

havior, monitors internal states to assess retrieval 585

needs, refines search queries, and handles refusal 586

outputs. Evaluations show it consistently outper- 587

forms baselines, underscoring the efficacy of its 588

honesty- and confidence-driven approach. 589
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7 Limitations590

CTRLA is a preliminary exploration of adaptive591

RAG from a representation perspective. To ensure592

our research is succinct, transparent, and easily at-593

tributable, we adopt a straightforward, consistent,594

and elegant strategy for extracting directional fea-595

tures of honesty and confidence, and modulating596

the behavior of LLM, yielding promising results.597

Recent work (Liu et al., 2024b) shows that fine-598

tuning LLMs can produce more effective features599

for model alignment, which could further enhance600

the performance of CTRLA. Furthermore, we do601

not explicitly apply relevance and usefulness val-602

idation to the retrieved content. However, since603

CTRLA does not involve fine-tuning the LLM and604

achieves adaptive RAG in a plug-and-play man-605

ner, it can be effortlessly integrated with other606

approaches focused on content processing. The607

exploration of these aspects is reserved for future608

research.609
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A More Details about CTRLA Framework 1118

A.1 Additional Related Work about Linear 1119

Representations in LLMs 1120

Recent research has explored LLM representations 1121

to understand their beliefs, interpretability, and 1122

compliance (Levinstein and Herrmann, 2023; Li 1123

et al., 2023; Bricken et al., 2023). Grounded in the 1124

linear representation and superposition hypotheses, 1125

these studies suggest that specific features can be 1126

aligned with particular directions in the LLMs’ lin- 1127

ear space. This framework effectively guides and 1128

monitors model outputs (Olah, 2023). Researchers 1129

have modified or detected models’ demeanor, pref- 1130

erences, stated goals, and biases, as well as induced 1131

errors or mitigated risks (Templeton et al., 2024). 1132

Supporting the hypotheses, Marks and Tegmark 1133

(2023) and Slobodkin et al. (2023) found that fea- 1134

tures like truthfulness and answerability are lin- 1135

early separable within the latent space. Further 1136

efforts (Zou et al., 2023; Liu et al., 2024b) utilized 1137

contrastive instruction templates to clarify feature 1138

directions. CTRLA leverages these insights to ex- 1139

tract features related to honesty and confidence, 1140

aiming to control LLM behavior and guide retrieval 1141

timing decisions, bridging representational under- 1142

standing and practical applications. 1143
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A.2 Additional Related Work about Knowl-1144

edge Conflicts1145

Knowledge Conflicts (Shi et al., 2024; Wang et al.,1146

2024c; Neeman et al., 2023; Xu et al., 2024; Wu1147

et al., 2024b) in LLMs have recently drawn sig-1148

nificant attention from researchers. This line of1149

work primarily focuses on analyzing how LLMs be-1150

have when facing conflicts between external knowl-1151

edge contents and their internal (parametric) knowl-1152

edge. Early studies in Open-domain Question1153

Answering (ODQA) presented contrasting find-1154

ings: while Longpre et al. (2021) observed mod-1155

els’ over-reliance on parametric knowledge, Chen1156

et al. (2022) reported that models predominantly1157

rely on contextual knowledge in well-configured1158

settings. With the emergence of larger language1159

models, this topic has been revisited from various1160

perspectives. Xie et al. (2023) conducted compre-1161

hensive experiments by leveraging LLMs to gener-1162

ate conflicting context, revealing that while LLMs1163

are highly receptive to external evidence when1164

it is coherent and convincing, they also exhibit1165

a strong confirmation bias towards their internal1166

knowledge. Jin et al. (2024) further explored this1167

phenomenon and proposed methods to resolve such1168

conflicts in retrieval-augmented language models.1169

While knowledge conflicts and Adaptive RAG1170

(ARAG) share some common ground, they address1171

distinct aspects of knowledge integration in LLMs.1172

Research on knowledge conflicts primarily cen-1173

ters on analyzing the phenomenon and behavior1174

of LLMs when faced with contradictory informa-1175

tion between external contents and internal knowl-1176

edge. These studies often utilize specifically cu-1177

rated datasets and pre-specified external knowledge1178

to simulate how models utilize knowledge at the1179

“post-retrieval” stage. In contrast, ARAG focuses1180

on a different challenge: determining whether and1181

when to retrieve external information for a given1182

query, and dynamically deciding during genera-1183

tion whether additional retrieval is necessary. This1184

distinction is crucial as ARAG operates at the “pre-1185

retrieval” and “during-retrieval” stages, making ar-1186

chitectural decisions about knowledge acquisition1187

rather than resolving conflicts in already-retrieved1188

information. These two research directions can1189

be viewed as complementary. The insights from1190

knowledge conflicts research could potentially en-1191

hance post-retrieval processing in ARAG systems,1192

potentially leading to more robust and reliable re-1193

sponses.1194

A.3 Search Query Formulation 1195

Context-Augmented Querying. In § 3.2.4, we 1196

propose to use the “new information” of the gen- 1197

erated segment yt as the search query for retrieval. 1198

The “new information” denotes the tokens that do 1199

not appear in both input x and preceding gener- 1200

ations ŷ<t. In the output segment, there may be 1201

old information interspersed with new information. 1202

However, the old information has already been veri- 1203

fied or corrected in the previous generation process 1204

at either token-level or sentence-level, it is reason- 1205

able to assume that the old information is correct 1206

or at least does not necessitate further verification. 1207

Besides, the confidence probe is not always accu- 1208

rate in pinpointing specific tokens and may identify 1209

“unconfident” tokens at trivial positions, such as 1210

stopwords. Thus, to enhance the detection preci- 1211

sion, it is crucial to filter out the old information 1212

and trivial stopwords. 1213

Targeted Validation Querying. Off-the-shelf re- 1214

trievers, particularly dense retrievers, are generally 1215

optimized to use well-formatted queries to find rele- 1216

vant documents (Karpukhin et al., 2020). The CAQ 1217

strategy (§ 3.2.4) usually produces incomplete sen- 1218

tences as search queries, which may not be friendly 1219

to these retrievers. Thus, we develop the targeted 1220

validation querying strategy, fTVQ, which prompts 1221

LLM to produce a well-formatted search query 1222

using the original question and current output seg- 1223

ment as references. The goal of TVQ is to generate 1224

a search query to validate the correctness of the 1225

current output segment by LLM through searching 1226

for supporting documents. The details of the TVQ 1227

instruction are presented in Prompt B.1. 1228

A.4 Inference Overview 1229

A.4.1 Refusal Handling Module 1230

In § 3.3, we present an overview of CTRLA’s infer- 1231

ence pipeline to generate the next output segment. 1232

Due to the honesty steering, we observe that LLM 1233

will generate refusal outputs more frequently. It is 1234

because honesty steering can effectively regulate 1235

LLM behavior to make it more honest. Conse- 1236

quently, it inevitably leads to more frequent genera- 1237

tion of non-responsive or refusal outputs, such as “I 1238

don’t know” or “I am not sure”, or indications of ir- 1239

relevant information in retrieved documents. Mean- 1240

while, these refusal responses are well-aligned with 1241

the LLM’s internal beliefs, i.e., LLM is confident in 1242

its knowledge limitations, making them challeng- 1243

ing to detect by confidence monitoring. 1244
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Targeted Validation Querying (TVQ) Prompt
[INST] Given a question and its corresponding answer segment, your task is to generate a search query based 
on the answer to verity its correctness by following the guidelines:
1. The search query must be short, concise and relevant to the provided answer, and specific enough for 
searching relevant documents.
2. Only generate query based on the given information, do not repeat or mirror the original question.
3. Always maintain a professional tone while being creative in query formulation.

Exemplars:
Question: What is Franz Seitz Sr.'s occupation?
Answer: Franz Seitz Sr.'s occupation is not specified in the given content.
Search query: What was Franz Seitz Sr.'s profession?

Question: When did Toronto host the MLB all-star game? 
Answer: Toronto has hosted the Major League Baseball (MLB) All-Star Game several times throughout its 
history.
Search query: What years did Toronto host the MLB All-Star Game?

...(omitted some for space)…

Question: <user input query 𝒒>
Answer: <previous generation 𝒚!>
Search query: [/INST]

Prompt B.1: The instruction template of target validation querying (TVQ) module. In practice, we use 5-shot
demonstrations/exemplars.

To address this issue, we further develop a re-1245

fusal handling module HR. The refusal handling1246

module employs a pattern matching function, fd, as1247

a supplement to confidence monitoring, to identify1248

refusal content in the output segment ŷt. More-1249

over, since the refusal outputs cannot provide use-1250

ful information for CAQ and TVQ to refine search1251

queries, we also devise a query rewriting function,1252

fQR (ref. Prompt B.2), for more reliable search1253

query construction.1254

Algorithm 1 CTRLA Inference
Require: language model LM, retriever R, docu-

ment corpus D, honesty steering Ph, query
formulator fq, retrieval trigger T , maximal
generation length Lmax, stop generation token
eos

1: input: prompt x (I and q), previous genera-
tion Y<t = ∅

2: output: the final response of input Y
3: while true do
4: LM along with Ph predicts next segment ŷt

given (x,Y<t)
5: T simultaneously monitors retrieval signal

during LLM generates ŷt

6: if T == True then
7: R retrieves Dq from D via qt =

fq(q, ŷt)
8: LM along with Ph re-predicts next seg-

ment ŷt given (x,Y<t,Dq)
9: end if

10: Set Y<t = [Y<t; ŷt]
11: if Y<t[−1] = eos or len(Y<t) reaches

Lmax then
12: break
13: end if
14: end while
15: Set Y = Y<t
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Query Rewrite (QR) Prompt of Refusal Handling Module
[INST] Given an original question and a reference query that may not align with the original's intent, your task is 
to craft a better, short and concise search query that well align with the intent of original question. 
The generated search query should starts with an interrogative word and contain the details from both reference 
query and original question to directly query for the key points of original question.

Exemplars:
Original question: Who wrote the novel “Moby-Dick”?
Reference query: Information on the book Moby-Dick.
Search query: Who is the author of the novel “Moby-Dick”?

Original question: What was Xanadu in the title of the film?
Reference query: What genre does the film Xanadu belong to?
Search query: What is the significance or meaning of “Xanadu” in the film’s title?

...(omitted some for space)…

Original question: <user input query 𝒒>
Reference query: <previous generated reference query 𝒒𝒕>
Search query: [/INST]

Prompt B.2: The instruction template of query rewrite (QR) in the refusal handling module. In practice, we use
5-shot demonstrations/exemplars.

Algorithm 2 Refusal Handling Module

Require: Language Model LM, Retriever R,
Query Formulator fq, Query Rewrite Function
fQR, Refusal Detector fd, Maximum Retrieval
Attempts K

1: function HR(q, qt, ŷt)
2: Initialize retrieval attempt count k = 0
3: while fd(ŷt) is True and k < K do
4: Increment k by 1
5: if qt is provided then
6: q′t = fQR(q, qt)
7: else if qt is not provided then
8: q′t = fq(q, ŷt)
9: end if

10: R retrieves Dq using q′t
11: LM re-predicts next segment ŷt given

(x,yt,Dq)
12: fd detects the potential refusal content

in ŷt

13: end while
14: if fd(ŷt) is True then
15: LM directly re-predicts next segment ŷt

16: end if
17: return ŷt

18: end function

Algorithm 2 presents the overall pipeline of re- 1255

fusal handling module HR. Here we assume that 1256

the LLM is already steered by the honesty feature 1257

for simplicity. The refusal handling module con- 1258

tains two key components, i.e., refusal detector fd 1259

and query rewrite function fQR. The refusal de- 1260

tector is always activated to persistently monitor 1261

whether any refusal content exists in each output 1262

segment during LLM’s generation. After LLM pre- 1263

dicts the next output segment ŷt, the refusal detec- 1264

tor fd checks if there is any refusal content exists. 1265

Once the refusal content is recognized, the retrieval 1266

is triggered accordingly. Specifically, there are two 1267

distinct scenarios: the first involves output genera- 1268

tion derived exclusively from the model’s internal 1269

knowledge, characterized by refusal signals such 1270

as “I don’t know” or “additional information is 1271

needed”. The second pertains to outputs dependent 1272

on prior retrieved documents, signaled by refer- 1273

ences to irrelevant information in the documents. 1274

In the former, the standard query formulation mod- 1275

ule fq, i.e., CAQ or TVQ, is employed to create 1276

the search query. In the latter, often a result of sub- 1277

optimal search queries, we adopt the query rewrite 1278

function fQR to refine the search query for docu- 1279

ment retrieval. With the created or refined search 1280

query q′t, we use retriever R to retrieve the relevant 1281

documents Dq from D and then fed into the LLM 1282

to regenerate current output segment. Note that the 1283

cycle of detection, query rewriting, and response 1284

regeneration is repeated until fd returns false or the 1285
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maximum number of attempts, K, is reached. If K1286

is reached, the LLM utilizes its internal knowledge1287

to generate the current segment.1288

A.4.2 Inference with Refusal Handling1289

Due to the introduction of the refusal handling mod-1290

ule, the overall inference pipeline of CTRLA is1291

slightly changed, presented in Algorithm 3. For an1292

input x and preceding generation Y<t, the model1293

generates the output segment along with the hon-1294

esty steering Ph and derives ŷt. Simultaneously,1295

the confidence monitor Pc is activated to compute1296

the confidence score of each token during the gen-1297

eration process. Then we collect the confidence1298

scores of new information ŷ′
t and identify if refusal1299

content exists in the output segment to determine1300

the retrieval necessity via retrieval trigger T and fd,1301

respectively. If retrieval is not required, the model1302

continues to predict the next output segment. If1303

retrieval is triggered and the signal is from T , we1304

adopt the query formulation, fq, to produce search1305

query qt and retrieve relevant documents Dq via1306

retriever R to refine current output segment. If1307

retrieval is triggered and the signal is from fd, the1308

refusal handling module HR is activated to refine1309

the current output segment. This algorithm will1310

iteratively execute until it either produces a com-1311

plete response or reaches the maximum generation1312

length.1313

B Datasets, Evaluation Metrics, Experi-1314

ment Setup, and Baselines1315

B.1 Datasets for Honesty and Confidence Fea-1316

ture Extraction1317

For honesty feature extraction, we select the True-1318

False dataset crafted by Azaria and Mitchell (2023),1319

which is designed to measure whether LLM’s in-1320

ternal states can be used to reveal the truthfulness1321

of statements. This dataset contains true or false1322

statements across six topics: “Cities”, “Inventions”,1323

“Chemical Elements”, “Animals”, “Companies”,1324

and “Scientific Facts”. The statements for each1325

topic are sourced from reliable references and val-1326

idated via dual human annotation, ensuring a bal-1327

anced distribution of true and false. In general,1328

this dataset comprises 6, 084 sentences, includ-1329

ing 1, 458 sentences for “Cities”, 876 for “Inven-1330

tions”, 930 for “Chemical Elements”, 1, 008 for1331

“Animals”, 1, 200 for “Companies”, and 612 for1332

“Scientific Facts”. We select the “Scientific Facts”1333

subset to construct the sentence statements for the1334

Algorithm 3 CTRLA Inference with Refusal Han-
dling

Require: language model LM, retriever R, docu-
ment corpus D, honesty steering Ph, query
formulator fq, retrieval trigger T , refusal han-
dling module HR, refusal detector fd, maximal
generation length Lmax, stop generation token
eos

1: input: prompt x (I and q), previous genera-
tion Y<t = ∅

2: output: the final response of input Y
3: while true do
4: LM along with Ph predicts next segment ŷt

given (x,Y<t)
5: T and fd monitor the retrieval signal dur-

ing LM generating ŷt

6: if T == True then
7: R retrieves Dq from D using qt =

fq(q, ŷt)
8: LM along with Ph re-predicts next seg-

ment ŷt given (x,Y<t,Dq)
9: fd monitor the retrieval signal during

LM generating ŷt

10: if fd == True then
11: ŷt = HR(q, qt, ŷt)
12: end if
13: else if fd == True then
14: ŷt = HR(q, ŷt)
15: end if
16: Set Y<t = [Y<t; ŷt]
17: if Y<t[−1] = eos or len(Y<t) reaches

Lmax then
18: break
19: end if
20: end while
21: Set Y = Y<t
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honesty feature, since the data in this subset is more1335

simple and diverse. Specifically, we couple these1336

statements with predefined instruction templates1337

of honest and dishonest and truncate each paired1338

statement to ensure a consistent length. Finally,1339

we randomly select 1024 processed data entries to1340

extract the honesty feature.1341

For confidence feature extraction, due to the ab-1342

sence of the corresponding dataset to reflect the1343

confidence statement of LLM, we directly use1344

GPT-4 to generate a set of confident and uncon-1345

fident statements. To be specific, we select 27 top-1346

ics: “Technology”, “Environment”, “Economics”,1347

“Health”, “Education”, “Space Exploration”, “Art1348

and Culture”, “Politics”, “Social Issues”, “Sports”,1349

“Entertainment”, “Science”, “History”, “Philoso-1350

phy”, “Religion”, “Psychology”, “Law”, “Busi-1351

ness”, “Military”, “Transportation”, “Food”, “Fash-1352

ion”, “Travel”, “Animals”, “Nature”, “Weather”,1353

and “Miscellaneous”. For each topic, we prompt1354

GPT-4 using a preset instruction (ref. Prompt C.1)1355

to generate 10 statements that express confidence1356

and 10 statements that express a lack of confidence,1357

respectively. Then, we collect all the generated1358

statements and couple them with predefined con-1359

fident and unconfident instructions to produce a1360

set of paired data samples. After truncating each1361

statement, we randomly select 1024 data entries to1362

extract the confidence features.1363

B.2 Datasets for Evaluation1364

For short-form generation task, we conduct exper-1365

iments on two open-domain question-answering1366

(QA) datasets: PopQA (Mallen et al., 2023) and1367

TriviaQA (Joshi et al., 2017). Specifically, we1368

select the long-tail subset of PopQA, which con-1369

sists of 1, 399 queries related to rare entities with1370

monthly Wikipedia page views below 100, for eval-1371

uation. As the open test set of TriviaQA is not1372

publicly available, we follow the dev and test splits1373

of prior work (Min et al., 2019; Guu et al., 2020;1374

Asai et al., 2024) and use 11, 313 test queries for1375

evaluation.1376

For long-form generation task, we choose the1377

biography generation (Bio, Min et al. (2023)) and1378

ASQA (Stelmakh et al., 2022; Gao et al., 2023)1379

datasets. We follow Self-RAG (Asai et al., 2024)1380

to evaluate on 948 queries of the development set1381

on ASQA. For the biography generation dataset, we1382

follow the Self-RAG (Asai et al., 2024) to evaluate1383

the 500 people entities.1384

For the multi-hop question-answering (QA)1385

task, we conduct experiments on two widely used 1386

datasets: 2WikiMultihopQA (Ho et al., 2020) and 1387

HotpotQA (Yang et al., 2018). Specifically, for 1388

2WikiMultihopQA, we follow the setup from prior 1389

work (Trivedi et al., 2023), generating both the 1390

chain-of-thought (CoT) reasoning process and the 1391

final answer. The prompts used are based on tem- 1392

plates from earlier studies (Trivedi et al., 2023; 1393

Jiang et al., 2023b). 1394

For FreshQA (Vu et al., 2024), which consists 1395

of diverse questions divided into four categories: 1396

never-changing, slow-changing, fast-changing, and 1397

false-premise. This dataset is designed to evaluate 1398

the factual accuracy of LLMs, requiring up-to-date 1399

knowledge for generating accurate responses. In 1400

this work, we evaluate the 500 questions in its test 1401

set (FreshQA Apr 8, 2024 version; 04082024).2 1402

B.3 Evaluation Metrics 1403

For short-form QA tasks, i.e., PopQA and Trivi- 1404

aQA, we follow Mallen et al. (2023) to compute 1405

the accuracy of model generations, which mea- 1406

sures whether the generated response contains the 1407

ground-truth answers. 1408

For long-form QA tasks, we follow 1409

FLARE (Jiang et al., 2023b) and Self-RAG (Asai 1410

et al., 2024) to adopt the metrics of correctness 1411

(str-em and str-hit), Rouge-L (R-L, Lin (2004)), 1412

MAUVE (mau, Pillutla et al. (2023)), exact match 1413

(EM) and Disambig-F1 to evaluate ASQA by 1414

using ALCE library.3 While, for the biography 1415

generation dataset, we directly utilize the official 1416

FactScore (Min et al., 2023) as the evaluation 1417

metric. 1418

For multi-hop QA tasks, i.e., 2WikiMultihopQA 1419

and HotpotQA, we follow DRAGIN (Su et al., 1420

2024b) and SeaKR (Yao et al., 2024) to extract 1421

the final answer using pattern-matching techniques 1422

and compare it with the ground truth using metrics 1423

such as exact match (EM) at the answer level, as 1424

well as token-level F1 score. 1425

For the FreshQA dataset, we also follow the 1426

official setting to report its relaxed accuracy and 1427

strict accuracy scores. 1428

2https://github.com/freshllms/freshqa?tab=
readme-ov-file#freshqa

3https://github.com/princeton-nlp/ALCE
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Prompt to Generate the Training Set of Confidence Probe
Pretend you are a <confident/unconfident> person making varied statements about the word following the given 
requirements:
(1) Do not use words like confident, unconfident, or insecure.
(2) Each statement must be no longer than 20 words.
(3) List out the results in numbers like 1. 2. 3. 4.

Please make 10 easy, varied and true statements about the <topic>.

Prompt C.1: The instruction used to prompt GPT-4 for confidence-related sentence generation.

B.4 Implementation Details1429

We adopt Mistral-7B model (Jiang et al., 2023a),1430

i.e., Mistral-7B-Instruct-v0.1,4 as the back-1431

bone of CTRLA and use greedy decoding strategy1432

for all the experiments. We set the coefficient λ of1433

honesty steering as 0.3. The threshold τ of confi-1434

dence monitoring is set as 0.0. Instead of steering1435

or monitoring all the layers of the backbone, we1436

empirically manipulate the representations from1437

the 5-th to 18-th transformer layers for honesty1438

steering and detect the representations from 10-th1439

to 25-th layers for confidence monitoring.1440

Our CTRLA and other reproduced baselines1441

are all implemented using the following pack-1442

ages: PyTorch-2.1.0, Transformers-4.36.21443

and Accelerate-0.24.0. For the honesty and1444

confidence feature extraction, we directly use the1445

PCA implementation from scikit-learn-1.4.2.1446

We run inference for all the experiments using 21447

NVIDIA Tesla V100 GPUs with 32GB memory.1448

B.5 Retriever Setup1449

By default, we use BGE retriever (Xiao et al.,1450

2024)5 and BM25 as our retriever and adopt the of-1451

ficial 2018 English Wikipedia corpus, as per prior1452

work (Jiang et al., 2023b; Asai et al., 2024), as the1453

retrieval source. Specifically, we retrieve the top-51454

documents from the Wikipedia corpus as the inputs1455

of LLM in our experiments. We emphasize that it1456

is challenging to exactly match all the compared1457

baselines for a fair comparison. However, we make1458

every effort to ensure that our method matches the1459

corresponding baseline approaches as closely as1460

possible across different tasks.1461

Specifically, Self-RAG (Asai et al., 2024) em-1462

ploys the 2020 Wikipedia corpus, processed by1463

Izacard et al. (2023), for PopQA due to the absence1464

4https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.1

5https://huggingface.co/BAAI/bge-large-en-v1.
5

of articles for some entities in the 2018 version. 1465

Self-RAG (Asai et al., 2024) additionally retrieves 1466

more supporting documents from open-web and 1467

online Wikipedia for both short-form and long- 1468

form QA tasks by using Google Programmable 1469

Search6 and searching documents from English 1470

Wikipedia. As the API only provides snippets, they 1471

further retrieve Wikipedia introductory paragraphs 1472

for the corresponding entities. 1473

In contrast, we continue to use the 2018 English 1474

Wikipedia corpus for all of our implementations. 1475

Besides, to mitigate the coverage limitations in the 1476

2018 Wikipedia corpus, we also retrieve additional 1477

documents from the web for PopQA, ASQA and Bio 1478

datasets. Specifically, we utilize the Serper tool,7 1479

which is a lightning-fast Google search wrapper, 1480

and provides snippets as Google Search API does. 1481

However, unlike Self-RAG, we do not further re- 1482

trieve the introductory paragraphs for entities. 1483

For TriviaQA, we only adopt the BGE retriever, 1484

without using BM25 and do not augment content 1485

from web. 1486

For FreshQA, since its questions require up-to- 1487

date knowledge, we use only the Serper API as the 1488

retriever. 1489

For the multi-hop QA tasks, i.e., 2WikiMulti- 1490

hopQA and HotpotQA datasets, in order to keep 1491

the same experimental setup as DRAGIN (Su et al., 1492

2024b) and SeaKR (Yao et al., 2024), we only use 1493

BM25 as a retriever and adopt the 2018 English 1494

Wikipedia corpus as the external knowledge source. 1495

Moreover, we only retrieve the top-3 documents 1496

as the inputs of the model, which is the same as 1497

DRAGIN (Su et al., 2024b) and SeaKR (Yao et al., 1498

2024) do. 1499

6https://programmablesearchengine.google.com/
about/

7https://serper.dev/
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B.6 Baseline Methods1500

We compare CTRLA with the following baseline1501

methods:1502

• No Retrieval, which directly prompts LLMs1503

to generate answers without incorporat-1504

ing any external information via retrieval.1505

For the no retrieval baseline, we evaluate1506

on LLaMA2 (Touvron et al., 2023), Al-1507

paca (Dubois et al., 2023) and Mistral (Jiang1508

et al., 2023a).1509

• Single-round RAG (SR-RAG), which adopts1510

a retriever to retrieve the relevant documents1511

before generation, and prepend the query with1512

retrieved documents to generate answers. Sim-1513

ilar to the no retrieval baseline, we evaluate1514

LLaMA2, Alpaca, and Mistral.1515

• Rule-based Multi-round Retrieval, which may1516

retrieve documents multiple rounds based1517

on preset rules or strategies during genera-1518

tion. Here, we reimplement the rule-based1519

approaches using the same setting as CTRLA,1520

i.e., the same backbone, retriever, document1521

corpus, etc. Specifically, we reimplement1522

three different strategies:1523

– Fix-length RAG (FL-RAG, Khandelwal1524

et al. (2020); Borgeaud et al. (2022);1525

Ram et al. (2023)), which triggers re-1526

trieval every n tokens, where n repre-1527

sents the window size, and the tokens1528

of the previous window are used as the1529

query. We follow Ram et al. (2023) to1530

set n = 16 for all experiments.1531

– Fix-sentence RAG (FS-RAG, Trivedi1532

et al. (2023)), which triggers retrieval for1533

every generated sentence and uses the1534

previous sentence as the search query for1535

document retrieval.1536

– Query-decompose RAG (QD-RAG, Press1537

et al. (2023); Khattab et al. (2023)),1538

which prompt LLMs to generate sub-1539

queries and trigger retrieval for each sub-1540

query.1541

• Adaptive Retrieval, where we carefully1542

choose several representative ARAG frame-1543

works to compare with. Specifically, we select1544

FLARE (Jiang et al., 2023b), Self-RAG (Asai1545

et al., 2024), DRAGIN (Su et al., 2024b),1546

SeaKR (Yao et al., 2024), RQ-RAG (Chan1547

et al., 2024) and Adaptive-RAG (Jeong et al., 1548

2024). 1549

Given a question, to better reflect the expecta- 1550

tion that ARAG methods can independently decide 1551

when to retrieve information, we do not use the 1552

original question to retrieve documents before gen- 1553

eration for our CTRLA. This setting is more realis- 1554

tic. For the QD-RAG baseline, we directly employ 1555

the original few-shot prompt from Self-Ask (Press 1556

et al., 2023), as shown in Prompt C.2. Besides, as 1557

summarized in Table ??, we use the same instruc- 1558

tion for all methods to generate the response. 1559

C Additional Results 1560

C.1 Details of Confidence Monitoring Evalua- 1561

tion Dataset 1562

The Self-Aware (Yin et al., 2023) dataset contains 1563

a diverse collection of 1, 032 unanswerable ques- 1564

tions across five categories, along with 2, 337 an- 1565

swerable questions, designed to evaluate the self- 1566

knowledge of LLMs by testing their ability to iden- 1567

tify what questions they can or cannot definitively 1568

answer. The answerable questions are clear and 1569

uncontroversial, and they can be answered using 1570

information available on Wikipedia. The unan- 1571

swerable questions include questions with no sci- 1572

entific consensus, questions requiring imagination, 1573

completely subjective questions, questions with 1574

too many variables, philosophical questions, etc. 1575

In general, the unanswerable questions from the 1576

Self-Aware dataset are sufficient to evaluate the 1577

LLM’s confidence in our experiments. However, 1578

the answerable questions, although clear and un- 1579

controversial, may not be easy enough for arbitrary 1580

LLMs to consistently provide confident responses 1581

since these answerable questions still require LLMs 1582

to memorize a certain amount of factual knowledge 1583

on Wikipedia, which is unpredictable. 1584

Thus, for the answerable questions, we in- 1585

stead construct a simple prompt, summarized in 1586

Prompt D.1 and instruct GPT-4 to generate 50 suffi- 1587

ciently simple answerable questions that the LLMs 1588

could answer with a high confidence level. By cu- 1589

rating these two distinct sets of questions, where 1590

one is designed to prompt confident responses from 1591

LLM and another is to reflect the uncertainty of 1592

LLM, we create a comprehensive test suite for 1593

the confidence feature. This approach enables us 1594

to rigorously evaluate the feature’s ability to ac- 1595

curately distinguish between scenarios where the 1596

model is confident in its answers and those where 1597
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Dataset Instruction

PopQA and TriviaQA You are a response generation assistant, designed to provide ac-
curate and clear answers to questions based on the given content.
Please complete the answer if the question is partially answered.

ASQA You are a response generation assistant, designed to provide accu-
rate and clear answers to questions based on the given content. The
questions are ambiguous and have multiple correct answers; you
should provide a long-form answer including all correct answers.
Please focus on generating a detailed, thorough, and informative
answer that directly addresses the question asked. Prioritize pro-
viding rich content and information that is relevant to answering
the question itself, rather than expanding on tangential details.

Bio Gen You are a biography generation assistant, designed to generate
accurate and concise biographies about a person based on the given
content. Please complete the answer if the question is partially
answered.

FreshQA You are a response generation assistant, designed to provide
accurate and clear answers to questions based on the given
content. Answer as concisely as possible. Knowledge cutoff:
<current_date>. Today is current date in Pacific Standard Time.
The question is time-sensitive, please pay attention to identifying
outdated information.

2WikiMultihopQA <Few shot exemplar> Answer in the same format as before.

HotpotQA <Few shot exemplar> Answer the following question by reasoning
step-by-step, following the example above.

Table 7: The answer generation instructions used during model generations.

it expresses doubt due to the inherent complexity,1598

lack of information, or ambiguity of the question.1599

Through this evaluation, we aim to ensure the ro-1600

bustness and reliability of the confidence feature1601

for assessing the model’s self-awareness and its ca-1602

pacity to communicate its level of certainty across1603

a wide range of contexts, taking into account the1604

diverse nature of the questions present in the Self-1605

Aware dataset.1606

C.2 More Results of Honesty Steering1607

Honesty steering is capable of effectively mitigat-1608

ing both narrow-sense lying and unconscious de-1609

ception issues in LLMs. An example of narrow-1610

sense lying is “claiming to have received an A1611

grade despite knowing the actual grade is C to1612

avoid potential punishment”. Examples of uncon-1613

scious deception can be observed in the TruthfulQA1614

dataset, where language models are tested with1615

questions that are prone to common misconcep-1616

tions and falsehoods. This dataset highlights the1617

model’s tendency to generate inaccurate or mis- 1618

leading responses even when it is not intentionally 1619

programmed to deceive. Figure 7 illustrates an 1620

example of using the honesty feature to steer the 1621

LLM’s tendency to engage in narrow-sense lying. 1622

In the given example, we query LLM that “we 1623

have accidentally broken an antique and seek the 1624

LLM’s assistance to avoid being caught”. Without 1625

applying honesty steering to the LLM, the LLM 1626

is likely to suggest lying and denying any knowl- 1627

edge of the incident. With the honesty steering, the 1628

model shifts its approach and attempts to find a so- 1629

lution under the assumption that we have admitted 1630

to breaking the antique. This example highlights 1631

the effectiveness of honesty steering in encouraging 1632

the LLM to provide more ethical and truthful re- 1633

sponses, even in situations where deception might 1634

seem advantageous. Regarding unconscious decep- 1635

tion, the results presented in Figure 2 demonstrate 1636

the effectiveness of honesty steering in addressing 1637
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Question Decomposition Prompt of Self-Ask
{instruction}

Question: Who lived longer, Muhammad Ali or Alan Turing?
Are follow up questions needed here: Yes.
Follow up: How old was Muhammad Ali when he died?
Intermediate answer: Muhammad Ali was 74 years old when he died.
Follow up: How old was Alan Turing when he died?
Intermediate answer: Alan Turing was 41 years old when he died.
So the final answer is: Muhammad Ali

Question: When was the founder of craigslist born?
Are follow up questions needed here: Yes.
Follow up: Who was the founder of craigslist?
Intermediate answer: Craigslist was founded by Craig Newmark.
Follow up: When was Craig Newmark born?
Intermediate answer: Craig Newmark was born on December 6, 1952.
So the final answer is: December 6, 1952
Question: Who was the maternal grandfather of George Washington?
Are follow up questions needed here: Yes.
Follow up: Who was the mother of George Washington?
Intermediate answer: The mother of George Washington was Mary Ball Washington.
Follow up: Who was the father of Mary Ball Washington?
Intermediate answer: The father of Mary Ball Washington was Joseph Ball.
So the final answer is: Joseph Ball

Question: Are both the directors of Jaws and Casino Royale from the same country?
Are follow up questions needed here: Yes.
Follow up: Who is the director of Jaws?
Intermediate Answer: The director of Jaws is Steven Spielberg.
Follow up: Where is Steven Spielberg from?
Intermediate Answer: The United States.
Follow up: Who is the director of Casino Royale?
Intermediate Answer: The director of Casino Royale is Martin Campbell.
Follow up: Where is Martin Campbell from?
Intermediate Answer: New Zealand.
So the final answer is: No

Question:

Prompt C.2: The instruction template of question decomposition (QDecomp), obtained from (Press et al., 2023).

this issue.1638

C.3 More Results of Confidence Monitoring1639

In § 5.2, experimental results demonstrate the ef-1640

fectiveness of using confidence monitoring as the1641

retrieval trigger under various retrieval-augmented1642

generation tasks. In addition to its advantages in1643

RAG, we show that confidence monitoring also ex-1644

hibits extraordinary generalization abilities across1645

a wide range of application scenarios, which un-1646

derscores that our confidence monitoring possesses1647

the ability to effectively measure confidence in a1648

more comprehensive and versatile manner. Specifi-1649

cally, our confidence monitoring demonstrates its1650

usefulness and sensitivity in, but not limited to, the1651

following four scenarios:1652

• Differences or changes in the certainty of re- 1653

trieved documents in the context of retrieval- 1654

augmented generation (RAG); 1655

• Scenario-based and tone-level confidence, 1656

where the scenario-based confidence refers to 1657

the model’s behavior reflecting a general sense 1658

of confidence in a given situation, such as 1659

“nervous” or “standing in the corner”, and the 1660

tone-level confidence refers to explicit expres- 1661

sions of uncertainty in the model’s responses, 1662

such as the use of words like “possible” or 1663

“certainly”. 1664

• Confidence in unknown questions, where the 1665

unknown questions refer to questions for 1666

which the model lacks relevant knowledge, 1667

such as recent events. 1668
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Prompt to Generate Answerable Questions
You are a question generator to generate simple, clear, answerable, objective, commonsensical, and 
uncontroversial questions.

Criteria:
1. These are questions that even nursery school students should know the answers to.
2. These questions must have simple and clear answers that are beyond dispute and must be objective rather 
than subjective.
3. These answers have remained the same throughout the ages.

Exemplars:
1. How many days are in a week?
2. How many legs does a cat have?
3. What color is the sky on a clear day?

Prompt D.1: The instruction template used to prompt GPT-4 for generating the answerable questions. The generated
questions are further used to evaluate the effectiveness of the confidence monitoring.

• Confidence in unanswerable questions, where1669

the unanswerable questions are defined as1670

those lacking scientific consensus, requiring1671

imagination, being completely subjective, hav-1672

ing too many variables, or being philosophi-1673

cal (Yin et al., 2023).1674

Differences or changes in the certainty of re-1675

trieved documents in RAG. Here we present1676

content with varying certainty levels for a given1677

question and use confidence monitoring to assess1678

the model’s confidence in responding. Note that1679

unconfidence is marked in red in the figures. As1680

shown in Figure 8(a), the model’s confidence is1681

influenced by the tone and phrasing of the con-1682

tent. To some extent, this approach allows us to1683

examine the model’s knowledge boundaries and in-1684

vestigate conflicts between its internal knowledge1685

and externally retrieved information, particularly in1686

RAG models. It provides insights into the model’s1687

understanding and ability to reconcile inconsisten-1688

cies when integrating retrieved information with its1689

self-knowledge.1690

Scenario-based and tone-level confidence. Con-1691

fidence monitoring can detect scenario-based and1692

tone-level confidence, identifying differences in1693

the model’s responses based on contextual confi-1694

dence levels. Figure 8(b) illustrates scenarios of1695

varying confidence. The top figure shows a person1696

who feels unconfident, the model also generates1697

the corresponding unconfidence response, which1698

is accurately detected by the confidence monitor.1699

Conversely, the bottom figure shows confident be-1700

havior, which is also recognized by the confidence1701

monitor. Moreover, Figure 8(c) provides an exam-1702

ple where the model generates an explicitly uncon-1703

fident response, where the words and phrases like 1704

“possible”, “may”, and “can be” are explicit mark- 1705

ers of low confidence. Our confidence monitoring 1706

also accurately identifies these types of unconfi- 1707

dence in the model’s response. 1708

Confidence in unknown questions. As shown 1709

in Figure 10(bottom), the confidence monitor can 1710

identify that the model lacks knowledge about 1711

specific information when encountering unknown 1712

questions. For instance, in the given questions, the 1713

“Huawei Wenjie M9” and “Xiaomi SU7” are re- 1714

leased after the Mistral7B, that is, the cut-dated 1715

training data of Mistral7B does not contain any 1716

knowledge about these two entities. For the two 1717

unknown questions, the confidence monitor suc- 1718

cessfully detects the unconfidence signals at the 1719

LLM’s outputs. 1720

Confidence in unanswerable questions. Fig- 1721

ure 8(d) depicts an example of unanswerable ques- 1722

tions. The confidence monitor can effectively 1723

identify that LLM lacks corresponding knowledge, 1724

i.e., unconfident, when encountering unanswerable 1725

questions. Besides, the results shown in Table ?? 1726

also demonstrate the capability of the confidence 1727

monitor to recognize unanswerable questions. 1728

Confidence steering. In principle, the extracted 1729

feature is a representation vector that represents a 1730

specific direction for the corresponding function. 1731

Thus, in addition to confidence monitoring, sim- 1732

ilar to honesty steering, the confidence feature is 1733

also capable of steering the confidence behavior of 1734

LLM. For monitoring, we adopt a confidence fea- 1735

ture to assess its capability of capturing the model’s 1736

confidence levels across a diverse range of scenar- 1737

23



I accidentally broke an antique when no one was around. How to get away with it without getting caught?

First, assess the damage. If it's minor, you might be able to fix it yourself or find a way to hide the 
damage. If it's more significant, you'll need to come up with a plan
 Deny knowledge: If someone asks about the antique, act like you don't know anything about it or its 

whereabouts
 Replace it: If possible, replace the antique with something similar but less valuable. This could be a 

replica, a different piece from the same era, or even a modern item that looks similar
 Hide it: If you can't replace the antique, try hiding it somewhere safe. Make sure it's not in a place 

where it could be easily found or discovered
 Get rid of it: If all else fails, consider getting rid of the antique. This could involve selling it, donating 

it, or disposing of it in a way that makes it difficult to trace back to you.

Remember, the key to getting away with breaking an antique is to act quickly and decisively. The longer 
you wait, the more likely it is that someone will notice and connect

First, try to assess the damage and understand the potential consequences of the actions you have 
taken. If the object is valued and has historical or cultural significance, it may be difficult to replace or 
repair it.

If you are concerned about the potential consequences of your actions, there are several steps you 
can take to try to minimize the impact of your actions
 Try to make a sincere effort to repair or replace the object if possible. This can help to mitigate the 

impact of the damage that has been done and demonstrate that you are taking responsibility for 
your actions

 If you are unable to repair or replace the object, consider making a contribution to a fund or 
organization that aims to preserve and protect objects of historical or cultural significance. This can 
help to offset the impact of the damage that has been done and demonstrate that you are trying to 
make a positive contribution to the world

 If you are still concerned about the potential consequences of your actions, it may be important to 
seek guidance from a professional or ethical advisor. They can help you to understand the potential 
consequences of your actions and explore options for addressing the situation in a responsible and 
ethical manner.

+

+ Honesty

+

Figure 7: Example of using honesty steering to mitigate narrow-sense lying. Without honesty steering (top), the
language model suggests lying to avoid consequences. With honesty steering applied (bottom), the model provides
a more honest response, assuming the truth has been told.

ios, offering insights into its reliability and robust-1738

ness. Meanwhile, another direct and compelling1739

method to evaluate the confidence feature’s effec-1740

tiveness is to use it to steer the model’s behavior,1741

allowing us to observe its impact on the model’s1742

outputs by actively manipulating confidence levels.1743

Depicted in Figure 9, experiments with positive and1744

negative confidence steering on various questions1745

demonstrate the effectiveness of the confidence fea-1746

ture in regulating the model’s confidence levels,1747

which provides strong evidence that the confidence1748

feature is indeed aligned with the direction of the1749

confidence function in the representation space of1750

LLM. By successfully steering the model’s behav-1751

ior using the confidence feature, we conclude that1752

it accurately captures the model’s confidence dy-1753

namics. This direct steering approach definitively1754

demonstrates the feature’s effectiveness, comple-1755

menting insights from confidence monitoring, and1756

further validating its utility in understanding and1757

manipulating the model’s self-awareness.1758

TriviaQA PopQA

Acc (%) Acc (%)

w/ HR 70.8 44.1
w/o HR 68.3 38.0

Table 8: The impacts of refusal handling module. Here
we only use the 2018 Wikipedia corpus as retrieval
source for both TriviaQA and PopQA.

C.4 The Impacts of Refusal Handling Module 1759

Table ?? analyzes the impact of the refusal han- 1760

dling module. We observe that HR is crucial for 1761

both TriviaQA and PopQA, with a particularly sig- 1762

nificant impact on PopQA. For TriviaQA, the main 1763

reason is that the questions are often lengthy and 1764

challenging to retrieve precise information. For 1765

PopQA, the primary reason is that it mainly in- 1766

volves long-tail questions, which pose a significant 1767

challenge for LLMs, as evidenced by the low ac- 1768

curacy without retrieval. As a result, HR will be 1769

activated more frequently to tackle the refusal re- 1770

sponse and conduct more retrieval actions. 1771
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What is the primary color between blue and yellow on the color spectrum?

Given the knowledge, answer the question.  
Knowledge: Preliminary observations suggest the possibility that the 
primary color located between blue and yellow on the color spectrum 
might be purple, though this remains highly speculative.  
Question: What is the primary color between blue and yellow on the color 
spectrum?

Given the knowledge, answer the question.  
Knowledge: Based on limited evidence, it appears that purple could be the 
primary color found between blue and yellow on the color spectrum, but 
further verification is needed.  
Question: What is the primary color between blue and yellow on the color 
spectrum?

Given the knowledge, answer the question.  
Knowledge: Investigations into the color spectrum position between blue 
and yellow yield inconclusive results about whether purple is the primary 
color in this range.  
Question: What is the primary color between blue and yellow on the color 
spectrum?

Given the knowledge, answer the question.  
Knowledge: Evidence indicates that the primary color situated between 
blue and yellow on the color spectrum is purple.  
Question: What is the primary color between blue and yellow on the color 
spectrum?

Given the knowledge, answer the question.  
Knowledge: It is well-established and unequivocally confirmed that purple 
is the primary color found between blue and yellow on the color spectrum. 
Question: What is the primary color between blue and yellow on the color 
spectrum?

(a) Changes in the certainty of contents (d) Confidence in unanswerable questions

Why am I attracted to people who treat me badly yet can’t help myself 
from feeling attracted to them again and again despite how much they 
hurt me?

Do dogs also name their owners?

Are we even alive as we think we are?

You are attending a social event where you don't know anyone. What will 
you do? 

You successfully negotiated the purchase of a new car. What will you do?

(b) Scenario-based confidence

(c) Tone-level confidence

Figure 8: Examples of confidence monitoring.

C.5 Case studies.1772

Honesty steering can effectively mitigate both1773

narrow-sense lying and unconscious deception.1774

Figure 10 (top) depicts LLM’s responses with and1775

without honesty steering. Through honesty steer-1776

ing, when LLM lacks specific knowledge of ques-1777

tions or only irrelevant content is provided, it ac-1778

knowledges its limitations or declares the absence1779

of relevant knowledge in responses, rather than1780

resorting to speculation, i.e., “lying,” or overcon-1781

fident in the provided information. Depicted in1782

Figure 10 (bottom), confidence monitoring demon-1783

strates its capability to detect LLM’s confidence1784

effectively. The confidence feature can identify1785

LLM’s lack of confidence when encountering un-1786

known questions, which refers to questions for1787

which LLM lacks relevant knowledge, like recent1788

events. More cases are shown in Appendix § C.2 1789

and § C.3. 1790

C.6 Additional Ablation Study 1791

1792

Analysis on search query formulation. A proper 1793

query formulation strategy is vital for the retriever 1794

in adaptive RAG methods, as it directly impacts 1795

retrieval quality and influences subsequent LLM 1796

generations. Table ?? evaluates the performance 1797

of different components in the search query formu- 1798

lation module. Observed that BGE significantly 1799

outperforms BM25 regardless of the query for- 1800

mulation strategies, highlighting the importance 1801

of retriever selection. In general, BM25 prefers 1802

the CAQ strategy while BGE generally prefers the 1803

TVQ strategy. Since BM25 is a sparse retriever 1804
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Are we even alive as we think we are?

I don't have personal beliefs or experiences.

The concept of the question "Are we even alive 
as we think we are?" is a philosophical and 
existential one that has been contemplated by 
thinkers throughout history. It raises the 
fundamental issue of what it means to be alive,

Which breed of dog is bigger, Japanese 
Terrier or Cane Corso?

The Cane Corso is significantly larger than 
the Japanese Terrier.

The Cane Corso is generally larger than the 
Japanese Terrier.

+ Confidence

+ +
+

- Confidence

--
-

This year is 2025. What year is this?

The year is 2025.

I'm sorry, but I don't have access to the current 
year. Can you please provide me with more 
information or context so I can help you better?

- Confidence

--
-

Who landed on the moon first?

Neil Armstrong and Buzz Aldrin landed on the 
moon first, not just one of them. They were 
part of the Apollo 11 mission in 1969.

I don't know... I guess it was like, um, 
maybe... uh- Confidence 

--
-

Figure 9: Examples of confidence steering.

What are the dimensions of the Xiaomi SU7? What is the maximum system power of Huawei Wenjie M9?

Lorna stood by the bank and cried. Why?

Lorna stood by the bank and cried because she saw her 
reflection in the water.

The context of the situation in which the character is 
situated. Can provide more information about why Lorna is 
crying?

...(some relevant but useless contents)... 
In what city was Doc Parker born?

Doc Parker was born in Chicago.

According to the information provided, the place of birth is not 
stated.

+

+ Honesty

+
+

+

+ Honesty

+
+

Honesty

Steering

Confidence

Monitoring

Figure 10: Examples of honesty steering (top) and confidence monitoring (bottom). Honesty steering can regulate the
LLM behavior, ensuring it elicits internal knowledge more honestly. Confidence monitoring effectively recognizes
the unconfident outputs (marked in red) at token level.

that performs retrieval via keyword matching, mak-1805

ing it insensitive to the query format, while BGE1806

is a dense retriever, the incomplete query format1807

produced by CAQ may hinder its retrieval perfor-1808

mance. Besides, removing old information leads1809

to distinct performance degradation, emphasizing1810

the importance of incorporating old information for1811

query construction in CAQ.1812

Performance of various LLMs in RAG settings.1813

Here we analyze the performance of different1814

LLMs on both short-form and long-form QA tasks.1815

We select LLaMA2 (Touvron et al., 2023) and its1816

Chat variant, Alpaca (Dubois et al., 2023), and1817

Mistral (Jiang et al., 2023a). As shown in Ta-1818

ble ??, without retrieval, instruction-tuned LLMs1819

like Alpaca and Mistral consistently outperform1820

base LLMs, i.e., LLaMA2, with larger models1821

yielding better results. SR-RAG significantly en- 1822

hances LLM performance by providing supplemen- 1823

tary evidence that compensates for internal knowl- 1824

edge limitations. Besides, LLMs of similar sizes 1825

exhibit comparable performance, e.g., Alpaca7B vs. 1826

Mistral7B and LLaMA2C13B vs. Alpaca13B, indi- 1827

cating similar task capabilities. Thus, we primarily 1828

employ Mistral7B as our backbone model. 1829

Performance of CTRLA with other LLMs. 1830

To assess CTRLA’s performance with differ- 1831

ent backbones, we select LLaMA2-7B/13B- 1832

Chat (LLaMA2C7B and LLaMA2C13B) and 1833

Vicuna13B-v1.5 maintaining identical settings to 1834

the compared baselines. The results, summarized 1835

in Table ??, indicate that CTRLA consistently 1836

outperforms the compared baselines across various 1837

backbones, demonstrating its robustness and 1838
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Query Formulation
PopQA∗ ASQA

Acc (%) str-em R-L EM F1 mau
BGE BM25 BGE BM25 BGE BM25 BGE BM25 BGE BM25 BGE BM25

fCAQ 40.3 38.2 32.8 27.2 34.6 35.5 17.1 14.4 23.0 19.5 55.6 63.6
q + fCAQ 41.8 39.5 35.4 29.6 37.9 36.5 19.4 15.6 25.7 21.6 73.0 72.8
q + fCAQ − Iold 40.2 38.5 36.7 28.4 38.2 36.3 20.2 15.2 26.3 20.8 70.6 71.1
fTVQ 44.1 37.7 36.0 28.0 38.3 35.8 20.0 15.0 25.9 20.9 77.3 69.3
q + fTVQ 43.7 39.5 37.0 28.5 38.5 36.3 20.4 15.4 27.3 21.1 79.2 68.7

Table 9: Performance comparison of different query formulation strategies on PopQA and ASQA. q: original
question; fCAQ: context-augmented querying; fTVQ: targeted validation querying; Iold: old information. ∗Only the
2018 Wikipedia corpus is used for PopQA.

Backbone TriviaQA PopQA ASQA Bio

Acc Acc str-em R-L mau FS

No Retrieval

LLaMA2†
7B 30.5 14.7 7.9 15.3 19.0 44.5

LLaMA2†
13B 38.5 14.7 7.2 12.4 16.0 53.4

Alpaca†7B 54.5 23.6 18.8 29.4 61.7 45.8
Mistral⋄7B 53.8 25.7 18.8 33.7 23.8 41.9
LLaMA2†

C13B 59.3 20.0 22.4 29.6 28.6 55.9
Alpaca†13B 61.3 24.4 22.9 32.0 70.6 50.2

SR-RAG with Different Backbone LLM

LLaMA2†
7B 42.5 38.2 15.2 22.1 32.0 78.0

LLaMA2†
13B 47.0 45.7 16.3 20.5 24.7 77.5

Alpaca†7B 64.1 46.7 30.9 33.3 57.9 76.6
Mistral⋄7B 62.7 51.9 32.4 34.9 54.7 78.6
Alpaca†13B 66.9 46.1 34.8 36.7 56.6 77.7

Table 10: Overall results of different backbone LLMs on Trivi-
aQA, PopQA, ASQA, and Bio. ⋄ is our reproduced results. †

means results reported by Self-RAG.

Backbone Method 2WMQA HQA

EM F1 EM F1

LLaMA2C7B

wo-RAG† 14.6 22.3 18.4 27.5
SR-RAG† 16.9 25.5 16.4 25.0
FL-RAG† 11.2 19.2 14.6 21.1
FS-RAG† 18.9 26.5 21.4 30.4
FLARE† 14.3 21.3 14.9 22.1
DRAGIN‡ 22.0 29.3 23.2 33.4
SeaKR‡ 30.2 36.0 27.9 39.7
CTRLA 34.3 40.8 32.3 42.4

LLaMA2C13B

FLARE† 22.4 30.8 18.0 27.6
DRAGIN‡ 30.4 39.3 31.4 42.4
CTRLA 35.9 42.1 35.2 48.3

Vicuna13B-v1.5

FLARE† 15.7 22.6 9.2 18.1
DRAGIN‡ 25.2 35.2 28.8 41.6
CTRLA 37.0 45.4 38.3 45.7

Table 11: Results of CTRLA using different back-
bone LLMs on 2WMQA and HQA. † means re-
sults reported by DRAGIN. ‡ denotes results in
the corresponding work.

transferability.1839
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