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Abstract

Instruction fine-tuning enhances the alignment
of autoregressive language models (ArLMs)
with human intent but relies on large-scale an-
notated datasets prone to label and text noise.
In this paper, we show that existing noise de-
tection techniques designed for autoencoder
models (AeLMs) do not directly generalize
to ArLMs due to differences in learning dy-
namics. We propose TDRANKER, a novel ap-
proach leveraging training dynamics to rank
datapoints from easy-to-learn to hard-to-learn,
effectively identifying noisy instances. Our
method demonstrates robustness across mul-
tiple model architectures covering both au-
toencoder and autoregressive language models
(GPT-2, BERT, LaMini-Cerebras-256M) and
across various dataset noise levels, achieving
at least 2x faster denoising than previous tech-
niques. Applied to real-world classification
and generative tasks, TDRANKER significantly
improves data quality and model performance.
These findings suggest that TDRANKER pro-
vides a scalable solution for refining instruction-
tuning datasets, enhancing the reliability of fine-
tuned ArLMs in practical applications.

1 Introduction

Autoregressive language models (ArLMs), also
known as generative models, have recently
achieved significant progress across various natural
language tasks, including understanding, mathe-
matical reasoning, and coding (Achiam et al., 2023;
Team et al., 2024; Touvron et al., 2023; Roziere
et al., 2023; Yang et al., 2024). These ArLMs,
trained with a causal language modeling objective
to predict the next token in a sequence, excel at
generating coherent text but often lack alignment
with human preferences (Ouyang et al., 2022). To
address this, ‘Instruction fine-tuning’ adapts base
models to better meet user needs, creating ‘In-
struction models’ (Rafailov et al., 2024; Ethayarajh
etal., 2024).
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Figure 1: An example of the noisy training dataset, con-
taining both the text noise and the label noise. The
phrase, “What time will it take...”, is incorrect for ex-
pressing duration; “How long will it take...” is appropri-
ate, and denotes text noise. The phrase, “What should I
do...”, can be answered without previous context, and
denotes label noise. Last_turn_guestion denotes the
current user utterance in multi-turn dialogue with an Al
assistant.

What should I do if | smell burning insulation?

x What time will it take to get a reply on an appeal?

What is the court trial going to be held?

However, instruction fine-tuning is resource-
intensive, requiring substantial labeled data—e.g.,
10M annotated examples for LLaMa 3 instruct
model (Al@Meta, 2024). This makes data col-
lection, annotation, and training both costly and
time-consuming. Moreover, the complexity of the
annotation process often introduces various types
of noise into the labeled datasets. Such noise can
originate from human errors during labeling (label
noise) or inherent issues in the datapoints them-
selves, such as grammatical mistakes or poorly con-
structed sentences that can even lead to a change in
the intended meaning of the sentence (text noise).
Figure 1 illustrates the various types of noise com-
monly found in instruction tuning datasets, includ-
ing errors introduced by annotators, inconsistencies
in labeling, and issues within the datapoints.

While deep learning models are generally con-
sidered robust to a certain degree of label noise



(Oyen et al., 2022), studies on autoencoder lan-
guage models (AeLLMs), which include discrimi-
native models like BERT, have revealed that these
models face significant challenges when fine-tuned
on datasets with noisy labels (Arpit et al., 2017;
Zhang et al., 2021) and are susceptible to overfit-
ting to label noise present in the dataset (Zhu et al.,
2022) leading to significant performance loss on
downstream tasks. This made it essential to ei-
ther (1) develop strategies for fine-tuning AeLMs
with such noisy instances (Sukhbaatar et al., 2015;
Ratner et al., 2016; Jindal et al., 2016, 2019), or
(2) develop techniques to filter noisy instruction
instances (Swayamdipta et al., 2020; Yuan et al.,
2024).

Unlike AeLLMs, generative models (ArLMs) are
pretrained on substantially larger datasets—often
involving approximately 100 times more train-
ing tokens '—which enables them to serve as ro-
bust world models. This extensive pretraining al-
lows ArLMs to learn new skills with fewer but
higher-quality examples, whether through fine-
tuning (Zhang et al., 2023) or in-context learning
(Mavromatis et al., 2023). Given this capability, we
aim to explore the following key questions in this
work: (Q1) What is the impact of noisy instruction
datasets on ArLLMs acquiring a new skill? (Q2) Do
noise mitigation techniques developed for AeLMs
generalize to ArLMs? (Q3) How can we best iden-
tify and mitigate noise (both label noise and text
noise) in instruction datasets for ArLMs?

Inspired by data cartography (Swayamdipta
et al., 2020), which analyzes the training dynamics
of AeLMs to identify noisy labels in fine-tuning
datasets, we propose TDRANKER, a method that
extends the cartography approach to autoregressive
language models (ArLMs). We introduce a novel
ranking function that allows us to extend proven
techniques from data cartography on AeL.Ms to
ArLMs. TDRANKER captures the training dynam-
ics of ArLMs (GPT2 (Radford et al.)), ranks the
instruction data samples based on the training dy-
namics, and categorizes the data samples into two
broad groups: hard-to-learn and easy-to-learn. This
classification helps pinpoint datapoints that may
contain noise or require additional attention during
the instruction fine-tuning process. Our ultimate
goal in this paper is to develop a framework that
helps quickly identify datapoints in need of human
re-review from among thousands of noisy labels

'e.g., LLama vs BERT token comparison

and nonsensical texts, improving the overall quality
and reliability of instruction fine-tuning datasets.
Our main contributions/observations are as follows:

* We propose TDRANKER- a data-driven ap-
proach that utilizes training dynamics during
instruction fine-tuning to identify and remove
both text noise and label noise in human-
created datasets for ArLMs.

* We introduce a rank-by-correctness function
categorizing datapoints from easy-to-learn to
hard-to-learn, and demonstrating accumula-
tion of significant noisy instances at the bot-
tom of the ranking (§3.3).

* TDRANKER is effective across different mod-
els (GPT-2, BERT, LaMini-Cerebras-256M),
demonstrating its robustness and generaliz-
ability across both AeLMs and ArLMs
(§5.2).

* Iteratively applying TDRANKER reduces
noise progressively. Ranking datapoints by
correctness enables at least 2x faster de-
noising compared to other ranking functions
(§5.3).

* TDRANKER is robust across datasets with dif-
ferent noise levels (10%, 30%, 50%, 70%),
showing that it consistently reduces noise
and improves data quality over multiple itera-
tions (§5.4).

» Application to real-world datasets: We apply
our method to real-world classification and
generative tasks, identifying both text noise
and label noise (§5.5).

The remainder of the paper is structured as fol-
lows: (§2) presents the literature review, followed
by a detailed description of TDRANKER (§3) and
the experimental setup (§4). We conclude with an
in-depth analysis and discussion of the results (§5).

2 Related Works

Identifying and mitigating label noise in datasets
is crucial for improving model generalization. Pre-
vious research has explored various approaches to
detecting and handling noisy labels in both AeLMs
and ArLMs. We categorize related work into two
key areas: handling label noise in autoencoder-
based models (discriminative) and addressing label
noise in autoregressive models (generative).
Label Noise in Autoencoder-Based Models

Our work draws inspiration from data cartogra-
phy (Swayamdipta et al., 2020), which maps data-
points based on their training dynamics to classify



them into easy-to-learn, ambiguous, and hard-to-
learn categories. The original data cartography
framework was primarily designed for discrimi-
native models, which capture confidence scores
across epochs to determine the position of data-
points in a learned representation space. By com-
puting variance-based features from these scores,
prior work successfully identified datapoints that
contributed to model uncertainty.

Beyond data cartography, other approaches have
also aimed to identify and rectify noisy labels
in discriminative models. For example, Reiss et
al. (Reiss et al., 2020) identified annotation errors
in the CoNLL 2003 dataset by leveraging an ensem-
ble of models trained specifically for Named En-
tity Recognition (NER). However, such ensemble-
based methods are model-specific and may not
generalize well across different tasks and archi-
tectures. Our approach differs by being model-
agnostic, applicable to both discriminative and gen-
erative frameworks without requiring specialized
training or additional ensembles.

Another prominent line of research involves data
programming (Ratner et al., 2016), which gener-
ates noisy labeled data and denoises it using a
generative framework with a discriminative loss
function. While effective, this method relies on
human-curated labeling rules to synthesize noisy
labels, limiting its adaptability to tasks where ex-
plicit labeling heuristics are unavailable. In con-
trast, our method leverages training dynamics to
autonomously detect label noise without requiring
human-crafted rules.

Label Noise in Autoregressive Models

Extending data cartography to autoregressive
models presents unique challenges, as confidence
scores from generative models are known to be
unreliable without calibration (Ulmer et al., 2024;
Guo et al., 2017). Unlike discriminative models,
which produce well-defined probability distribu-
tions over fixed label sets, generative models gener-
ate free-form text, making their confidence scores
harder to interpret.

Despite these challenges, researchers have ex-
plored strategies for identifying noise in generative
datasets. The WANLI dataset (Liu et al., 2022) ap-
plied data cartography to human-annotated datasets,
identifying difficult patterns and synthesizing new
challenging examples for natural language infer-
ence. However, this work primarily focused on
dataset augmentation rather than denoising.

Our approach builds upon these insights by ap-

plying a ranking function to training dynamics cap-
tured from autoregressive or autoencoder models.
By ranking datapoints by their learning trajectories,
specifically by using their correctness scores (§3.3),
we effectively separate high-quality instances from
noisy ones. Unlike prior methods that rely on
ensemble-based heuristics or explicit rule-based
labeling, our method generalizes across both dis-
criminative and generative models without requir-
ing manual intervention.

Overall, our work contributes to the ongoing
effort of dataset refinement by providing a unified,
model-agnostic method for detecting and filtering
noisy labels across diverse learning paradigms.

3 Methodology

In this section, we describe our method,
TDRANKER, in detail. To identify noisy data
in a dataset, the process involves two main steps.
First, an ArLM like GPT-2 is trained on noisy data.
During training, the model’s behavior is tracked
for each data point, including its predictions (ad-
justed to match the expected labels), whether the
predictions are correct, and its confidence in the
predictions (see §3.2). This information helps de-
termine how easy/hard the model learns each data
point. Second, the data points are ranked based on
their learning difficulty, from easiest to hardest (see
§3.3). Experiments show that data points that are
harder to learn often have problems like incorrect
labels or poor-quality text.

3.1 Task

Formally, we define an instruction-tuning dataset
D = {(dj,aj) | 7 = 1,2,...,|D|}, where d; is
a datapoint in D and a; is the noisy label (or
noisy text if the task is generative) obtained from
a human annotator that may or may not match the
actual output [; (not known a priori). A task is
defined as an instruction for a model M to execute
on a dataset D. For example, a task could involve
classifying whether a given question is standalone,
i.e., answerable without referring to the previous
context in a multi-turn conversation. The outputs
a; and [; are either labels or texts, based on whether
the task is a classification or a generative one.

3.2 Capturing training dynamics

For a given dataset D relevant for a particular task,
a model M is instruction-tuned over N epochs.
We denote M; to be the model after the ¢’th epoch.
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Figure 2: Illustration of TDRANKER detecting noise in a small toy dataset over 5 epochs. The training dynamics
are captured during instruction tuning (F; denotes the training dynamic after the ¢’th epoch). After the Sth epoch,
TDRANKER computes the mean of Es, ranks datapoints, and identifies lower-ranking ones as likely noisy due to

their harder-to-learn nature.

We also define the notion of a generated label (or
generated text for generative task), y;;, generated
by the model M; for a datapoint d;.

We define training dynamics for each datapoint
d;. Intuitively, a training dynamic consists of char-
acteristics regarding M; for d;, which includes:

* The confidence score, s;j, represents the
model confidence in generated output y;; for
datapoint d; by model M; at the ¢’th epoch.

* The correctness score, ¢;;, represents the ac-
curacy of the generated output y;; for the data
point d; on a specific task performed by the
model M;. The calculation of c;; is given by:

L
Cij = 0

If M;(d;) = a;, then the annotator-provided label
or text matches the model M;’s prediction. We
denote S the set of all confidence scores and C' the
set of all correctness scores. We denote ;; as the
training dynamic for datapoint d; and model M;,
where t;; = (si5,¢ij), tij € T, and T is the set of
all the training dynamics for D and M.

ify;; = aj
lf yij §é CLj

3.3 Ranking datapoints by training dynamics

For each datapoint d;, we either aggregate
the model confidence score (s;;) or the cor-
rectness scores (c;;) collected across all N
epochs. We denote this aggregation function
as R(dj) : dj — R. Once aggregated, all
{R(d1), R(d2), ..., R(d|p)} are then arranged in
ascending order, categorized from easy-to-learn to
hard-to-learn examples. Top-ranked being easy-to-
learn and bottom-ranked being hard-to-learn.

In data cartography (Swayamdipta et al., 2020),
M was an AeLM (e.g. BERT), T consisted of only
S, and datapoints were ranked according to the
confidence scores in S. Specifically the following
ranking functions were used:

* Ranking datapoints in D by the mean confi-
dence scores across the epochs:

N

1
= sy

=1

* Ranking datapoints in D by the variability of
the confidence scores:

R(dj)v = —as,

N
§ Sij — Us]

==

If one were to rank the datapoints d; by the con-
fidence scores using R(d;)y, the higher-ranking
datapoints have smaller variability in their confi-
dence scores than the lower-ranking datapoints that
have higher variability in their confidence scores?.

Unlike data cartography, TDRANKER works on
M that can either be an ArLM or an AeLM to
detect noise within the instruction tuning dataset.
As highlighted by Ulmer et al. (2024), the con-
fidence scores S produced by ArLLMs are often
unreliable. To address this, TDRANKER ranks data
points based on C', which quantifies the correctness
of the model’s predictions over multiple training
epochs. Specifically, we define the aggregation
function R(d;)c for correctness by computing the

2Appendix A describes how the ranking functions in data
cartography groups the data based on different characteristics.



average correctness score across all epochs for
each datapoint d;:

1 N
R(dj)c = pe; = 3 > ey
i=1

Our experiments demonstrate that ranking data
points based on correctness scores and examining
those with lower rankings enables effective identi-
fication of potentially noisy data points d;. These
instances often contain label and text noise, which
may necessitate re-evaluation by a human annotator
or, in certain situations, removal from the dataset
to maintain data integrity.

4 Experiments
This section describes experimental settings.

4.1 Ranking Functions

We conducted experiments with various ranking
functions to identify data points for cleaning by
selecting those with the lowest ranks: (1) correct-
ness scores average, R(d;)c, which is our novel
ranking function, (2) confidence scores® variabil-

ity, R(d;)v, and (3) confidence scores average,
R(d;)s.

4.2 Selection Methods

We compare TDRANKER against a baseline ap-
proach Random where a random percentage of data
points was selected for cleaning.

4.3 Datasets

We conducted experiments on five datasets, com-
prising three public datasets and two enterprise
datasets” (real-world dataset).

4.3.1 Public Datasets

We used three public datasets: (1) QNLI (Wang
et al., 2018), (2) OpenBookQA (Mihaylov et al.,
2018), and MELD (Poria et al., 2019). These
datasets cover a variety of tasks (see Appendix C).
Because these are all classification datasets, we
introduced a controlled level of noise by flipping
a percentage of the labels. A percentage of noise
was introduced into the train labels, where for each
label, an equal portion of noise was introduced, e.g.
QNLI has 5% noise for each label, {0, 1}, result-
ing in 10% label noise. We categorize all of these

3All reported confidence scores from ArLMs are cali-
brated using the histogram binning method (Guo et al., 2017).

“Sufficient details on the enterprise datasets are provided
in the paper for clarity.

Dataset Domain  Type Task # Dp
Gov-Stand  Gov C Standalone 600
Gov-Pert Gov C Pertinence 799
Ent-Stand Cloud C Standalone 2200
Gov-Qw Gov G Query Rewrite 300
Ent-Qw Cloud G Query Rewrite 1100

Table 1: Real-world datasets. No groundtruth data
was available aside from the annotator-given labels and
annotator-given texts that we presume to be noisy. Gov
and Cloud were transformed into 6 datasets for fine-
tuning GPT-2 on a variety of tasks, types (C for classifi-
cation, G for generative), and dataset sizes (#Dp).

Task Type Description

Standalone C Given a conversation, classify whether

task the last question depends on the previous
part of the conversation such as through
co-reference or ellipsis, i.e. a standalone
question.

Pertinence C Given a conversation, classify whether
task the last response is pertinent to the last
question. In our particular scenario, per-
tinence takes on a stricter definition; if
a substantial part of the agent’s response
does not answer the primary question
posed by the human, the response is
considered non-pertinent, even in cases
where the response may still be on topic.

Query G Given a conversation, rewrite a stan-

rewrite dalone version of the last question in the

task conversation such that the standalone ver-
sion can be answered without the context
in the conversation.

Table 2: Tasks on real-world datasets. C for classifica-
tion, G for generative task.

datasets as classification datasets. To understand
how our approach differs from the data cartography
work on AeLLMs and extend those ideas to ArLMs,
we conducted experiments for each dataset on two
models: an ArLM, GPT-2, and an AeL.M, BERT.
Both models were fine-tuned for 20 epochs, during
which the training dynamics were recorded.

4.3.2 Real-World Datasets

After confirming the effectiveness of TDRANKER
for identifying subsets of noisy data using ArLMs,
we tested our method on two real-world datasets,
which we call Gov and Cloud. These datasets are
multi-turn conversations with an Al agent over two
domains (cloud documentation of a major cloud
provider and web pages from the government do-
main). The datasets were created and annotated
by an external annotation service. Labels that de-
scribe the type of turn (i.e. pertinent/non-pertinent



question, standalone/non-standalone question, etc.)
were also given. We asked annotators to write the
standalone version of each question in the conver-
sation between a human and an agent such that
the standalone question can be answered without
the previous context. For experimentation, the two
datasets were transformed into several fine-tuning
datasets as shown in Table 1. Six classification
tasks and generative tasks, which we call Gov-
Stand, Gov-Pert, Ent-Stand, Gov-Qw, and Ent-Qw,
were formed for each of the datasets based on the
available labels, as shown in Table 2. The datasets
were then used to fine-tune GPT-2 over 20 epochs.
During fine-tuning, the training dynamics were cap-
tured after each epoch.

5 Results

In this section, we evaluate different aspects of our
proposed method: the impact of ranking functions
on data selection (§5.1), the impact of different
model choices (§5.2), the effectiveness of iterative
application for dataset denoising (§5.4), the impact
of different noise levels (§5.3), and the applicability
of our method to real-world noisy datasets (§5.5).

5.1 Impact of Ranking Functions

For each dataset, we analyzed the training dynam-
ics obtained from fine-tuning on the noisy dataset
and ranked the datapoints using three different rank-
ing functions and two selection methods. We then
created a cleaner dataset by automatically cleaning
the bottom 10% datapoints output by the respective
ranking method. We then fine-tuned the model for
an additional 20 epochs on the cleaner dataset (see
Table 3).

For GPT-2, we observe that prioritizing the
removal of hard-to-learn datapoints—identified
by ranking them based on correctness scores
R(i,d;)c and TDRANKER selection method—led
to a consistent performance improvement across all
the datasets as compared to random selection. This
is because, with GPT-2, correctness scores cluster
the noisy data towards the bottom of the ranked
list. Similar consistent gains are observed with
BERT model across all the classification datasets”.
TDRANKER with correctness scores shows con-
sistent gains across most datasets for both mod-
els.

SFigure 7 in Appendix E provides ranking clusters for
different ranking functions.
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Figure 3: Impact of Noise Levels: We iteratively denoise
QNLI using our method by fine-tuning GPT-2 and then
ranking the datapoints by correctness.

% of Noise in MELD Over Several Steps of Fine-tuning BERT
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Figure 4: % noise in the MELD dataset over several
steps. Ranking by correctness denoises the dataset over
fewer steps than the other ranking functions.

5.2 Model-Agnostic Denoising

To assess whether TDRANKER is agnostic to the
choice of the denoising model, we experimented
with model interchangeability. Specifically, we
denoised the dataset using one model (e.g., GPT-
2) ranked by correctness and then fine-tuned the
other model (e.g., BERT) on the cleaned data for
20 epochs. Denoising was conducted over 20 steps,
with each step consisting of five training epochs.
As shown in Table 4, TDRANKER effectively
cleans noise using correctness scores, regardless
of the denoising model employed.

5.3 Iterative Denoising Across Models

We experimented with iterative dataset denoising
by applying our method over multiple steps. In
each step, we: (1) fine-tuned GPT-2 or BERT for
five epochs on the noisy dataset to capture training
dynamics, (2) ranked datapoints using different
ranking functions, and (3) cleaned the bottom 10%
of datapoints to simulate human review and re-
labeling. The process was repeated iteratively with



Ranking  Selection ‘ GPT2 ‘ BERT
Dataset  Step Functi Method

unetion— Metho | %Cln Acc P R| %Cln Aecc P R
1 None  None \ 0 072 077 067 | 0 072 075 0.72
None  Random 8% 073 077 0.70 15% 0.77 0.77 0.77
QNLI ,  R(dj)v  TDRANKER 9% 072 079 0.65| 14% 077 078 0.77
R(d;)s ~ TDRANKER 2% 0.74 0.81 0.66 15% 075 0.77 0.75
R(dj)c TDRANKER | 34% 079 084 075| 29% 0.78 079 0.78
one one . . . . . .
1 N N 0 027 027 027 0 067 067 067
one anaom . 0 . . . . 0 . . .
N N Rand 444% 047 047 047 | 565% 0.66 0.66 0.66
OFQA  R(dj)v TDRANKER | 667% 051 051 051| 585% 068 068 0.68
R(d;)s TDRANKER | 8.48% 051 051 051| 545% 0.67 0.67 0.67
R(d;)c  TDRANKER | 11.31% 0.50 050 050 | 525% 0.69 0.69 0.69
1 None  None | 0 069 063 072 0 076 0.77 0.76
MELD None  Random 8.65% 0.72 0.67 0.3 | 1645% 0.75 0.75 0.75
,  R(dj)y TDRANKER | 476% 074 0.69 077 | 1645% 075 075 075
R(d;)s TDRANKER | 1472% 0.74 0.69 0.76 | 20.35% 0.74 0.75 0.74
R(d;)c TDRANKER | 41.55% 0.76 0.72 0.77 | 48.48% 0.78 0.78 0.78

Table 3: Impact of ranking functions. Step 1 and 2 shows the model’s performance after fine-tuning the model on
the noisy and on the cleaner version of the noisy dataset, respectively. Selection method indicates how the datapoints
are selected to clean. Random means we randomly selected 10% of the dataset to clean, while TDRANKER means
we selected 10% of the bottom-ranked datapoints. % Cln denotes the percent of the bottom-ranked datapoints that
were cleaned. More detailed visualization of the impact of ranking can be found in the Appendix, Figure 6 and 7.

Dataset % Denoising  Model | Fine-tuned Model
Noise Model FT ‘ Acc P R
BERT GPT2 | 0.79 0.81 0.79
QNLI 10% GPT2 GPT2 | 0.79 0.84 0.75
BERT BERT | 0.78 0.79 0.78
GPT2 BERT | 0.76 0.78 0.76
BERT GPT2 | 0.50 0.50 0.50
OPQA 5% GPT2 GPT2 | 049 049 049
BERT BERT | 0.69 0.69 0.69
GPT2 BERT | 0.64 0.64 0.64
BERT GPT2 | 0.75 0.70 0.75
MELD  10% GPT2 GPT2 | 0.76 0.72 0.77
BERT BERT | 0.78 0.78 0.78
GPT2 BERT | 0.75 0.76 0.75

Table 4: Model-Agnostic Denoising: Denoising Model
de-noises the dataset and another model is fine-tuned on
the denoised dataset.

the progressively cleaner dataset.

We observe that with each step each ranking
function helps reduce the noise in the datasets.
However, rank by correctness cleans the noise
twice as fast as other ranking functions (see Fig-
ure 4). More plots showcasing similar results for
both models (GPT-2 and BERT) on the QNLI and
MELD dataset can be seen in Figure 8 in Appendix
F. This proves that ranking datapoints by cor-
rectness results in faster denoising compared

to other ranking functions, with the effect being
particularly pronounced for BERT.

5.4 Impact of Noise Levels

To evaluate the robustness of our method, we ex-
perimented with varying noise levels (30%, 50%,
and 70%) in the dataset and analyzed how de-
noising progressed over multiple steps. Figure 3
illustrates the reduction in noise as our method
iteratively fine-tunes a GPT-2 model, ranks dat-
apoints by correctness scores, and removes the
bottom 10% of low-ranking datapoints in each
step. We further replicated this experiment using a
smaller model, LaMini-Cerebras-256M (Wu et al.,
2023), and BERT, observing a similar denoising
trend (Figure 9 in Appendix G). These results con-
firm that TDRANKER effectively reduces noise
across different models with varying noise levels,
demonstrating its generalizability and effectiveness
in dataset refinement.

5.5 Analysis on Real-world Datasets

We benchmarked TDRANKER on the 6 real-world
datasets for both the classification tasks and the gen-
erative tasks as described in Section 4.3.2. For the
real-world datasets, ground-truth data was not avail-
able. A researcher manually reviewed the bottom-
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Figure 5: Identifying noise in real-world datasets using TDRANKER on GPT-2 training dynamics.

ranking datapoints, identifying ones requiring hu-
man review or relabeling. For each datapoint in the
classification task datasets, we marked whether the
noise was in the text, label, or both. For each dat-
apoint in the generative task datasets, we marked
whether the noise was in the non-standalone or the
standalone question that the annotators created.

5.5.1 Results on Classification Tasks

Ranking by correctness helped identify more noisy
datapoints than ranking by the variability of the
confidence scores. Ranking by correctness in the
Gov-Stand dataset resulted in a total of 52 noisy
datapoints in the bottom 100 ranking datapoints as
opposed to only 1 noisy datapoint in the top 100
ranking datapoints (Figure 5a). Across all three
real-world datasets, ranking by correctness results
in a clustering of noisy datapoints towards the bot-
tom of the rank.

While label noise dominated both Ent-Stand and
Gov-Pert datasets, there was more text noise in the
Gov-Stand dataset; twenty datapoints contained
only text noise, while 13 datapoints contained both
text noise and label noise. We discovered that much
of the noise introduced in the texts was linked to
particular annotators for which English was not
their first language.

5.5.2 Results on Generative Tasks

We also experimented with generative tasks, specif-
ically the query rewrite tasks on the real-world
datasets shown in Table 1. We captured the train-
ing dynamics from fine-tuning GPT-2 to rewrite
a query into a standalone question. To calculate
correctness and quantify how much GPT-2’s gen-
erated output matches the annotator’s standalone
question, we used an LLM Judge®, specifically
LLaMA-3-70B. Datapoints that the model strug-
gled with in earlier epochs but then finally learned
are considered easy to learn, and thus, we calculate

®See more in Appendix D

the correctness score based on the last ten epochs
instead of all 20 epochs.

In the hard-to-learn datapoints, text noise in the
non-standalone question almost always cascades
into the standalone version of the question, since
(as part of the task) annotators are instructed to
write the standalone version based on the non-
standalone question. Our method can cluster more
datapoints with this type of fatal” noise towards the
bottom ranks for human re-review (see the count
of noise in non-standalone questions in the bottom
ranks in Figure 5¢). In the Gov-Qw dataset, there
was 5% more fatal, text noise in the non-standalone
questions in the bottom rank than in the top rank.
Ultimately, TDRANKER enabled the discovery
of fatal noise in our real-world datasets.

6 Conclusion

In this paper, we propose an approach for identify-
ing subsets of data containing a high percentage of
noise, including label noise and text noise. Train-
ing dynamics are captured during the fine-tuning
stage and are used to rank datapoints from easy-to-
learn and hard-to-learn, where hard-to-learn data-
points often contain a higher percentage of noise.
Our experiments show that this approach can be
used regardless of whether the model is an AeLM
(BERT) and ArLM (GPT-2, LaMini) architecture.
Our approach identified subsets of noise in real-
world datasets, with the noisier subsets containing
more fatal noise that cascades into other attributes
of the data.

Limitations

For the purposes of quickly identifying subsets of
noise in our human-created datasets, our approach

"For instance, in a conversation about compost and com-
post bins, a non-standalone question follows it, “And what
conditions should maintain?”’. The annotator’s question has
grammatical errors making it unclear what “it” refers to, i.e.
the conditions of the compost bin or the compost itself.



has been experimented with small language models.
The results may not generalize to larger language
models. Moreover, while the annotator-created
datasets contain noise, the researcher re-reviewing
the datapoints that are part of the subset of data
identified as likely to be noisy by our approach is
also subject to human error. Our experiments have
only been conducted on text-based datasets and
conversational datasets and may not generalize to
datasets of other modalities.

Ethical Concerns

Some of the datasets used in our experiments are
open-sourced and their usage is permitted as long
as their original work is cited. The data created
from the real-world datasets were from annotators
from a dedicated external annotation service that
disburses payment to annotators. Before data cre-
ation, annotators consent to its collection and usage.
Because our work also demonstrated the feasibility
of identifying noise in the annotator’s created data,
we do not report annotator characteristics, as doing
so adjacent to discussions of identifying subsets of
errors in the created data may jeopardize the anno-
tator’s jobs. Company policy dictates how data is
handled and stored.
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more likely to have lower correctness scores com-
pared to easier-to-learn data points.

While in (Swayamdipta et al., 2020), identify-
ing hard-to-learn datapoints meant identifying out-
of-distribution datapoints, in our experiments, we
show that hard-to-learn datapoints indicate a higher
likelihood of datapoints that were noisy. In other
words, noisy datapoints identified using our method
grouped together datapoints that the model strug-
gled to learn (hard-to-learn datapoints) and that the
model did not learn well (ambiguous datapoints).

B Training & Hyperparameters

Each experiment is performed on a single NVIDIA
Tesla V100 GPU 32 GB. Our implementation uses
the Huggingface Transformers library (Wolf et al.,
2019). For training BERT, the same scheduler
and optimizer in the experiments for data cartogra-
phy (Swayamdipta et al., 2020) were also used in
our experiments for BERT. For training the ArLMs,
a learning rate of 2e-4 was used alongside AdamW
optimizer (Loshchilov and Hutter, 2017).

C Pulic Dataset
D LLM Judge Prompts

As part of calculating the correctness score of a
given datapoint for a generative task such as query
rewrite, we use an LLM Judge to identify how
similar a model’s generated output matches the an-
notator’s golden standalone question. We prompted
LLaMA-3-70B model as shown in Listing 18.

E Impact of Ranking Functions

A close-up on the rankings of the QNLI dataset
from the training dynamics obtained from GPT2
shows that ranking by correctness scores clusters
the noisy data towards the bottom (see Figure 6b),
unlike ranking by variability of confidence scores
(see Figure 6a). Given the noisy datapoints iden-
tified in the bottom rank, we applied a step of de-
noising on the dataset, fine-tuning the model on
a cleaner dataset, and then ranked the datapoints
based on the correctness scores. We visualize the
rankings after a round of denoising in Figure 6c,
where once again, the bottom ranks cluster more
noisy datapoints compared to the top ranks.

8Prompts and LLM Judges were from our company’s
Ecosystem Engineering team
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Figure 7 provides ranking clusters for different
ranking functions. Similar consistent gains are ob-
served with BERT model across all the classifica-
tion datasets. This shows that TDRANKER with
correctness scores shows consistent gains across
all datasets for both the models.

F Iterative Denoising

We experimented with denoising datasets by iter-
atively applying our method for several steps.We
fine-tuned GPT2 and BERT for several steps, where
in each step we (1) fine-tune the model over 5
epochs with the noisy dataset to obtain the training
dynamics, (2) rank the datapoints based on differ-
ent ranking functions and then denoise the bottom
10% of the datapoints to simulate human review/re-
labeling of the bottom-ranking datapoints. We then
use the cleaner dataset and repeat the step several
times. In Figure 8, ranking the datapoints by cor-
rectness denoises the dataset over fewer steps com-
pared to the other ranking functions.

G Impact of Noise Levels

We experimented with different levels of noise
(30%, 50%, 70%) in the QNLI dataset to see how
our method denoises the dataset as it progresses
through the steps. We denoised the dataset us-
ing our method by fine-tuning 3 different models:
(1) GPT-2, (2) a similarly smaller model, LaMini-
Cerebras-256M (Wu et al., 2023), and (3) BERT.
Figure 9 shows the percentage of noise as we it-
eratively denoise the dataset using our method by
fine-tuning a LaMini and BERT model over sev-
eral steps (the GPT-2 results are shown in Figure
3). After each step, we rank the datapoints by cor-
rectness scores to denoise the bottom 10% ranking
datapoints. TDRANKER effectively reduces noise
across different models with varying noise levels.



Dataset Task Description Train Test N%
QNLI Answerability Given a group of sentences and a question, “output 0 if the group 1100 200 10%
of sentences contains the information required to answer the
question; otherwise, output 1”.
OpenBookQA Multiple-choice Given a sentence stem and multiple-choice options, “select the 4957 500 5%
question- correct answer for the multiple-choice question: A, B, C, or D.”
answering
MELD Emotion recogni- Given a conversation and a subsequent utterance, “determine the 2314 626 10%

tion

emotional tone of the utterance: anger or surprise. Output O for
anger and 1 for surprise.”

Table 5: Tasks on public datasets and statistics, with % noise (N%)
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Listing 1: Prompt for correctness score

Follow these below structured steps to accurately assess query transformations and
ensure alignment with provided criteria.

1. **Role and Task#**: Assume the role of an impartial assistant and judge. Your task

is to evaluate query transformations using provided information. You will
receive a Conversation History, Follow Up Query, Golden Rewritten Query, and a
Rewritten Query for evaluation.

2. xxInitial Setup**: Begin by reviewing the Conversation History to understand the
context. Then, introduce the Follow Up Query that requires transformation.

3. **xGolden Rewritten Query*x: Examine the Golden Rewritten Query, which serves as
the correct reference for adding context to the Follow Up Query based on the
entities from the Conversation History, if necessary. Ensure that the Golden
Rewritten Query is fully correct and comprehensive.

4. xxEvaluation Criteriax*: Evaluate the Rewritten Query based on the following

criteria:

- Output {{"Grade"”: "1"3}} if the Rewritten Query matches the Golden Rewritten
Query in terms of entities and intents and with the Conversation History.

- Output {{"Grade"”: "0"3}} if the Rewritten Query contains additional information
not present in the Golden Rewritten Query.

- Output {{"Grade"”: "@"3}} if the Rewritten Query is missing information that is

present in the Golden Rewritten Query.
5. x*xQutput Format**: Format your evaluation output strictly as {{"Grade":
evaluated grade”}} to ensure clarity and consistency in assessment.

n

Input:

Conversation History: What is the SSI for Best Buy?

The Supplier Stability Index (SSI) for Best Buy is 10. This indicates that Best Buy
has a high likelihood of experiencing significant financial or operational
instability over the next 3 months. This could manifest as the company ceasing
operations, seeking legal relief from creditors, going into receivership or
reorganization, making arrangements for the benefit of creditors, or becoming
inactive due to merger or acquisition related activity.

Follow Up Query: Do they have any government indicators?

Golden Rewritten Query: Does Best Buy have any government indicators?

Rewritten Query: Does Best Buy have any government indicators?

Qutput:
{{”Grade": II1II}}

Input:

Conversation History: What is the website for Adobe?
The website for Adobe is www.adobe.com.

Follow Up Query: What is the SSI for Pfizer?

Golden Rewritten Query: What is the SSI for Pfizer?
Rewritten Query: What is the website for Pfizer?

OQutput:
{{“Grade“: Iloll}}

Input:

Conversation History: {prompt_parameter_1}
Follow Up Query: {prompt_parameter_2}

Golden Rewritten Query: {prompt_parameter_3}
Rewritten Query: {prompt_parameter_4}

OQutput:

13




AEXXXXXXXXXXXXXXXOO0000000000000000000000000000000000000000000000000000000000000000000000000000000000

XXXXXXXXX0000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000
AXXXXXXXXXXXXXXOOO00000000000000000000000000000000000000000000000000000000000000000000000 X nQEy

AXXXXXXOO0000000000000000000000000000000000000000000000000000000000000000000000000000000 o nobnoby‘
XXXXXXXXXXO00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000
XXXXXXO0OO®

XXXXXXXOOO®
AXXXXXXXXO000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
Count

Rank
-
CQwoo~NoOuUu b WNK

o

(a) Ranking datapoints by variability of confidence scores. The rank of each datapoint is obtained after (1) one round of
fine-tuning the model on the noisy QNLI dataset, and then (2) ranking the datapoints by their variability of confidence scores.
Ranking by variability of confidence scores does not cluster the noisy datapoints towards the bottom of the plot. However,
ranking by correctness scores clusters the noisy datapoints towards the bottom of the plot (see Figure 6b).
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(b) Ranking datapoints by correctness scores. The rank of each datapoint is obtained after (1) one round of fine-tuning the
model on the noisy QNLI dataset, and then (2) ranking the datapoints by their correctness scores. Higher rank indicates that they
are considered easier to learn than lower-ranking datapoints (hard-to-learn). Note the noisy datapoints cluster towards the bottom
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(c) Ranking datapoints by correctness scores after cleaning the bottom 10% of the dataset identified in Figure 6b. The rank
of each datapoint is obtained after (1) one round of fine-tuning the model on the noisy QNLI dataset, (2) ranking the datapoints
by their correctness scores, (3) cleaning the bottom 10% of the ranked dataset, (4) a second round of fine-tuning the model on the
partially cleaned dataset, and (5) ranking the datapoints by correctness scores. In short, we applied an additional round of our
method: plot the rank of the dataset after fine-tuning the model on the cleaner dataset.

Figure 6: Plots of the QNLI dataset. Each point in the plot is a datapoint, from the the QNLI dataset (size 1000)
with 100 synthetically-created noisy labels. Each point on the plot is marked as noisy or not.
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(d) Rank datapoints by correctness from (e) Rank datapoints by variability of con- (f) Rank datapoints by confidence from
training dynamics obtained by fine- fidence from training dynamics obtained training dynamics obtained by fine-
tuning GPT2. by fine-tuning GPT2. tuning GPT2.

Figure 7: Comparing different ranking functions on the training dynamics obtained by fine-tuning a model on the
public datasets. Top rank refers to the top-ranking 10% of the dataset and bottom rank refers to the bottom-ranking
10% of the dataset. We report the percentage of noise within the rank. Note that ranking by correctness, R(d;)c,

clusters the noisy datapoints towards the bottom ranking datapoints as opposed to ranking by variability in confidence
scores, R(d;)v
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% of Noise in QNLI Over Several Steps of Fine-tuning BERT
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(a) % noise in the QNLI dataset from fine-tuning BERT.

% of Noise in QNLI Over Several Steps of Fine-tuning GPT2
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(c) % noise in the QNLI dataset from fine-tuning GPT2.

% of Noise in MELD Over Several Steps of Fine-tuning BERT
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(b) % noise in the MELD dataset from fine-tuning BERT.

% of Noise in MELD Over Several Steps of Fine-tuning GPT2
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(d) % noise in the MELD dataset from fine-tuning GPT2.

Figure 8: Percent of noise in the QNLI and MELD dataset over several steps. Both datasets had a 10% of noise

introduced into the dataset. Ranking the datapoints by correctness denoises the dataset over fewer steps than the
other ranking functions.
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% Noise in Dataset Over Several Steps of Fine-tuning
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Figure 9: Iteratively denoising the QNLI dataset using
our method (capturing training dynamics by fine-tuning
BERT and LaMini and then ranking the datapoints by
correctness). Different levels of noise are experimented
with.
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