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Abstract

Deep neural networks are vulnerable to adversarial ex-
amples (AEs), which have adversarial transferability: AEs
generated for the source model can mislead another (target)
model’s predictions. However, the transferability has not
been understood in terms of to which class target model’s
predictions were misled (i.e., class-aware transferability).
In this paper, we differentiate the cases in which a target
model predicts the same wrong class as the source model
(“same mistake”) or a different wrong class (“different mis-
take”) to analyze and provide an explanation of the mech-
anism. We find that (1) AEs tend to cause same mistakes,
which correlates with “non-targeted transferability”; how-
ever, (2) different mistakes occur even between similar mod-
els, regardless of the perturbation size. Furthermore, we
present evidence that the difference between same mistakes
and different mistakes can be explained by non-robust fea-
tures, predictive but human-uninterpretable patterns: dif-
ferent mistakes occur when non-robust features in AEs are
used differently by models. Non-robust features can thus
provide consistent explanations for the class-aware trans-
ferability of AEs.

1. Introduction

Deep neural networks (DNNs) are vulnerable to ad-
versarial examples (AEs), which are slightly perturbed by
noises or patterns to mislead DNNs’ predictions [24, 8].
Since AEs can fool DNNs without affecting human per-
ception, they are a severe threat to real-world DNN appli-
cations, even in the physical world [14]. However, exist-
ing defensive techniques remain vulnerable to AEs due to a
lack of understanding of adversarial vulnerability. A critical
property of AEs that needs to be better understood is their
transferability: AEs generated using the source model may
also fool other models [24, 8, 21, 22]. This transferability
allows attackers to use a substitute model to generate AEs

Figure 1. Example case of classifying transferability of adversarial
example (AE). When the source model misclassifies the AE as
“dog”, class-aware transferability of the AE to the target model
is classified as (1) the target model correctly classified the AE as
“cat” (unfooled), (2) it misclassified the AE as “frog” (different
mistake), or (3) it misclassified the AE as “dog” (same mistake).
In contrast, non-targeted and targeted transferability are defined in
a binary way: whether the AE met the attackers’ objective or not.

to fool other unknown (target) models with different archi-
tectures or weights (i.e., a “black-box attack” [21]), which
poses a considerable risk in our society. Understanding the
transferability is essential to reducing the risk of black-box
attacks and understanding the fundamental problem in cur-
rent DNNs that cause adversarial vulnerability.

Many studies [24, 8, 21, 5, 15, 4] investigate (1) non-
targeted and (2) targeted transferability, depending on the
objective of adversarial attacks. Non-targeted transferabil-
ity is defined for non-targeted attacks, which aim to fool
a model regardless of the misclassified class; on the other
hand, targeted transferability is defined for targeted attacks,
which aim to fool a model towards a specific target class (il-
lustrated in Figure 1). Primarily, previous works focused on
explaining the non-targeted transferability [8, 15, 26, 11]:
they showed that similarity between the source and target
model allows AEs to fool them simultaneously. However,
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Figure 2. Our hypothesis for how AEs cause different models to
make different predictions: non-robust features [11] can be used
differently by models. Let us say a “cat” image is manipulated by
an adversarial attack, and a part of non-robust features correlates
with “dog” class (“dog” features), and another part correlates with
“frog” class (“frog” features). When model-A uses more of the
“dog” features than the “frog” features, and model-B does the op-
posite, model-A may predict the AE as “dog” and model-B may
predict the AE as “frog.” Our work shows that non-robust features
can cause both “different mistakes” and “same mistakes.”

it is unclear to which class the source and target models’
predictions are misled, which we refer to as “class-aware
transferability.” Although the cases where different models
misclassify an AE to the same class (“same mistake”) and
different classes (“different mistake”) are different phenom-
ena, we do not know what factors affect their proportion and
what their mechanisms are.

With this motivation, we analyze the transferability from
a novel perspective of “class-aware transferability.” We aim
to understand the transferability phenomenon rather than
simple risk evaluation. First, we perform a detailed anal-
ysis of the factors that affect class-aware transferability. We
then tested whether our hypothesis explains the observed
transferability phenomenon.

We analyze class-aware transferability under two con-
ditions: model similarity and perturbation size. Class-
aware transferability differentiates the cases where the tar-
get model misclassifies the AE as the same class as the
source model (“same mistake”) and a different class than
the source model (“different mistake”) (Figure 1). We
present three main findings: (1) AEs tend to cause same
mistakes, which is strongly connected to their capability of
fooling target models (non-targeted transferability); (2) AEs
cause different mistakes even on very similar models; (3)
larger perturbations intend to cause same mistakes but do
not reduce the ratio of different mistakes.

To provide a comprehensive explanation of the mecha-
nisms AEs causing different mistakes and same mistakes,
we provide a novel insight based on the theory of “non-

robust feature.” Ilyas et al. [11] showed that an AE may
have predictive but human-imperceptible features (i.e., non-
robust features) of the class to which a model was misled.
Here, same mistakes are the logical consequence based on
their theory; however, they do not explain different mis-
takes. In this work, we show that AEs that cause differ-
ent mistakes can have the non-robust features of the two
different classes to which the two models were misled. It
indicates that the dependency of models on the learning fea-
tures can cause different mistakes: when the non-robust fea-
tures in AEs are used differently by different models, those
models may classify the AEs differently (Figure 2). As we
strengthen the theory of non-robust features [11], we sup-
port the claims that AEs are at least partly a consequence of
learning “superficial cues” [12] or “shortcuts” [7].

Our contributions are summarized as follows.

• Our evaluation of class-aware transferability shows
(1) that AEs tend to cause same mistakes, which is
strongly connected to their capability of fooling tar-
get models (non-targeted transferability), (2) that dif-
ferent mistakes occur even between source and target
models with high similarity, and (3) that larger per-
turbations do not reduce different mistakes, indicat-
ing a misalignment in misleading the source and target
model towards the same class.

• We provide an explanation of the mechanisms causing
different and same mistakes by extending the theory
of non-robust features. Same mistakes are due to AEs
having the non-robust features of the class to which the
model was misled. When the manipulated non-robust
features in the AEs are used differently by different
models, those models may classify the AE differently.

2. Related Work
2.1. Non-targeted Adversarial Transferability

Non-targeted adversarial transferability is defined by
whether or not the target model assigns a wrong class rather
than the true (original) class. Szegedy et al. [24] showed
that AEs transfer even when the source and target mod-
els have different architectures or are trained on a disjoint
dataset. Papernot et al. [21] showed that non-targeted AEs
transfer even between different machine learning methods
such as DNNs, SVMs, and decision trees. Naseer et al. [20]
generated AEs that transfer even between models trained
on different image domains, such as cartoon and painting.
Although these studies show intriguing transferability, how
such AEs affect the target model’s predictions is unclear.
This paper analyzes class-aware transferability, differenti-
ating different and same mistakes.

The transferability of non-targeted adversarial attacks
has been explained by the similarity between the source and
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target models. Goodfellow et al. [8] showed that adversar-
ial perturbations are highly aligned with the weight vectors
of a model and that different models learn similar functions
when trained on the same dataset to perform the same task.
Liu et al. [15] revealed by visualization that transferabil-
ity can arise from the similarity of the decision boundary
that separates the true class and other classes. Tramer et al.
[26] asserted that transferability appears when “adversarial
subspaces” intersect between different classifiers. Ilyas et
al. [11] showed that adversarial vulnerability can arise from
non-robust features that are predictive but uninterpretable
by humans and that transferability arises from the similar-
ity of learned non-robust features between models. How-
ever, these do not clarify when and why different or same
mistakes occur. We are the first to provide insightful expla-
nations and discussions of their mechanisms based on the
theory of non-robust features.

2.2. Targeted Adversarial Transferability

Targeted adversarial transferability is defined by whether
or not the target model assigns the same class as the target
class towards which the source model was attacked. Liu et
al. [15] showed that, in contrast to non-targeted attacks, tar-
geted attacks rarely transfer between models. Class-aware
transferability allows us to directly compare the effect of
non-targeted and targeted AEs, instead of using two differ-
ent metrics of non-targeted and targeted transferability.

Several studies improved the transferability of targeted
attacks by a similar idea: avoiding overfitting to the image
or source model. Dong et al. [6] used momentum in itera-
tions of a gradient-based adversarial attack; Xie et al. [29]
increased input diversity when generating AEs, and Nasser
et al. [19] generated class-specific AEs by using a genera-
tive adversarial network (GAN) to capture the global data
distribution rather than overfitting the source model and the
single image. However, these efforts did not provide a the-
oretical explanation of the mechanism causing same mis-
takes. A few studies explained same mistakes. Goodfellow
et al. [8] hypothesized that the linear behavior of neural net-
works explains it. Such behavior is acquired by generaliz-
ing to solve the same task, thus resembling a linear classifier
trained on the same data. Ilyas et al. [11] provided a widely
accepted explanation: models can assign the same class by
looking at similar non-robust features in AEs. However,
these do not explain our observation that different mistakes
occur between similar models regardless of the perturba-
tion size. This paper provides a novel insight based on the
theory of non-robust features to explain both different and
same mistakes.

2.3. Adversarial Examples causing Different Pre-
dictions

Several works have studied how AEs cause different
models to make different predictions, which corresponds
to the cases of unfooled or different mistakes. Nakkiran
et al. [18] generated AEs that only fool the source model
and do not fool another model with the same architecture
and trained on the same dataset. They claim that there exist
AEs that exploit directions irrelevant to the true data distri-
bution and thus irrelevant to features. Tramer et al. [26]
used MNIST data with XOR artifacts to train linear and
quadratic models and generated AEs that fooled only ei-
ther. They hypothesized that AEs might not transfer when
two models learn different features. Charles et al. [2] dis-
cussed from a geometric perspective and illustrated the de-
cision boundaries and directions of the gradients when AEs
fool only a linear classifier but not a two-layer ReLU clas-
sifier. Our hypothesis for how AEs cause different models
to make different predictions can largely explain these cases
and provide further interpretations.

2.4. Class-wise Robustness

Some works focused on class-wise robustness, which
evaluates robustness for each class separately. A few works
revealed that the class-wise robustness of models trained
by adversarial training (AT) [16] is imbalanced, which can
be interpreted by our non-robust features hypothesis (Fig-
ure 2). AT is a defense method that trains models incor-
porating AEs into training data. Tian et al. [25] revealed
the imbalance in class-wise robustness of AT models and
its fluctuation during training. Xia et al. [27] showed that
the robustness of a specific vulnerable class improves by
using the AEs weighted for that vulnerable class in AT.
These findings are interpreted by our findings as follows:
AT tries to force a model to ignore non-robust features in
AEs. Therefore, the class-wise robustness in AT depends
on which class of the non-robust features AEs contain, and
its balance between classes can be a critical factor in deter-
mining class-wise robustness.

3. Adversarial transferability analysis
3.1. Overview

In this section, we evaluate the class-aware transferabil-
ity of AEs by differentiating “different mistakes” and “same
mistakes.” We aim to clarify the factors that affect class-
aware transferability. Firstly, we analyze the effect of model
factors by gradually changing the similarity between the
source and target models. Different from Liu et al. [15], we
not only compare models with different architectures but
also with different or the same initial weights and models
that are only in different training epochs. In addition, we
use the metric of the decision boundary distance defined by
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Tramer et al. [26] as a quantitative model similarity mea-
surement. Secondly, we evaluate class-aware transferability
by gradually increasing the perturbation size.

3.1.1 Class-aware Transferability

We classify transferability by whether the target model was
“unfooled,” whether it made a “different mistake,” or a
“same mistake.” The term “same mistake” was mentioned
by Liu et al. [15] and was not the focus of their study.

The focus of our study is to evaluate how the malicious
effect of AEs generated for a source model F1 can af-
fect the classification results of an (unknown) target model
F2. Therefore, we evaluate the transferability only for the
AEs generated for the original images correctly classified
by both F1 and F2 and successfully fooled F1:

(x′, y, y1) ∼ D′
F1,F2 =

(x, y) ∼ D
F1(x) = y,
F2(x) = y,
F1(x′) = y1 (̸= y).


(1)

where an AE x′ = adv(x, y, F1) is generated by an ad-
versarial attack adv(·) for the image-label pair (x, y) in the
original set D, and y1( ̸= y) denotes the wrong class that
the source model misclassified. For these AEs, we define
the metrics for class-aware transferability as follows.

1. Unfooled ratio: P(x′,y,y1)∼D′
F1,F2

[F2(x′) = y]

2. Fooled ratio: P(x′,y,y1)∼D′
F1,F2

[F2(x′) ̸= y]

(a) Different mistake ratio:

P(x′,y,y1)∼D′
F1,F2

[
F2(x′) = y2

]
, where y2 /∈ {y, y1}

(2)

(b) Same mistake ratio:

P(x′,y,y1)∼D′
F1,F2

[
F2(x′) = y1

]
(3)

If the target model F2 classifies an AE x′ as the true
class y, it is unfooled; if it classifies the AE as a different
wrong class y2 than the source model F1, it makes a differ-
ent mistake; if it classifies the AE as the same wrong class
y1 as the source model F1, it makes a same mistake.

Note that fooled ratio corresponds to non-targeted trans-
ferability. Same mistake ratio corresponds to targeted trans-
ferability only if y1 is the target class of a targeted attack.

3.1.2 Generation of Adversarial Examples

We examine both non-targeted attacks, which aim to fool
a model regardless of the misclassified class, and targeted
attacks, which aim to fool a model towards a specific target
class ytar. The optimization problems are formulated as

(Non-targeted:) argmax
x′

L(x′, y) (4)

(Targeted:) argmin
x′

L(x′, ytar) (5)

where L(·) is a loss function and x′ is the AE generated
from the original input x. Both are subject to an lp-bound,
∥x′ − x∥p < ϵ, so that x′ remains sufficiently close to x.

We generate AEs using two gradient-based attacks: (1)
the fast gradient method (FGM), which is an efficient
method to generate lp bounded AEs (the generalized ver-
sion of the fast gradient sign method [8]), and (2) the pro-
jected gradient descent (PGD) method [16], which is the
iterative version of FGM that generates stronger AEs. We
provide results for other attacks, such as MIM [6], CW [1],
and DeepFool [17], in supplementary material.

3.1.3 Measurement of Model Similarity

For quantitative measurement of the similarity between the
source and target models, we use a method devised by
Tramer et al. [26]. It measures the average distance of the
decision boundary for N images between two models:

Dist(F1, F2) =
1

N

N∑
i=1

|d(F1, xi)− d(F2, xi)| (6)

where d(f, x) = argminϵ[f(x + ϵ · v) ̸= y] is the min-
imum distance from an input x to the decision boundary
of model f . The distance is calculated in the direction of
the vector v = ∇xL(x, y;F1)/∥∇xL(x, y;F1)∥2, which
is a normalized vector of the non-targeted adversarial per-
turbation generated for the source model F1. Therefore,
this metric is directly related to the non-targeted transfer-
ability. We use this metric to analyze the relationship be-
tween class-aware transferability and model similarity indi-
cated by non-targeted transferability. To calculate the equa-
tion 6, we randomly chose 1,000 images from the test set
that all models correctly classified.

3.2. Evaluation Settings

3.2.1 Dataset

We used Fashion-MNIST [28], CIFAR-10 [13] and STL-10
[3] datasets, which are all ten-class datasets. We generated
AEs l2-bounded by a specific ϵ (assuming that the pixels
take values in the range [0, 1]). The PGD attack iterates for
ten steps with step size α=ϵ/5. To generate targeted AEs,
we randomly choose target classes for each image. For a
fair comparison, we evaluated 2,000 random images from
the test set that all models correctly classified.

3.2.2 Models

For Fashion-MNIST, we examined models with four simple
architectures: fully-connected networks with 2 or 4 hidden
layers (FC-2 or FC-4) and convolutional networks with 2 or
4 convolution layers followed by two fully-connected lay-
ers (Conv-2 or Conv-4). For CIFAR-10 and STL-10, we
examined models with five popular architectures: VGG-16,
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VGG-19 [23], ResNet-18, ResNet-34 [9], and DenseNet-
121 [10]. We trained all models for 40 epochs for Fashion-
MNIST, and 100 epochs for CIFAR-10 and STL-10 (details
in supplementary material). For precise analysis, we inde-
pendently trained three models for each architecture: two
models trained using the same initial weight parameters and
one trained using the other initial weights (when the initial
weights are the same between models with the same archi-
tecture, the only difference is the randomness of the shuffled
training data or dropout layers). In addition, we also com-
pare early versions of the source model as target models
at the ith epoch. Hereinafter, models F2 with “(w:same)”
or “(w:diff)” in their name are the models independently
trained using the same or different initial weights as used
for F1; “(v:i)” is F1 at the ith epoch.

3.3. Results and Discussions

The results of FGM and PGD (ten-step) attacks against
various datasets and models with both non-targeted and tar-
geted objectives are shown in Figure 3. The F2 target
models are sorted by quantitative similarity measurement
Dist(F1, F2) for each F1. Dist(F1, F2) roughly corre-
sponds to the qualitative similarity of the models; for exam-
ple, when F1 was ResNet-18, Dist(F1, F2) was the short-
est for F2 in the ResNet architecture family (Figure 3b).

Figure 3 shows that the majority of the fooled ratio is
the same mistake ratio. Moreover, the same mistake ratio
strongly correlates with the fooled ratio: both fooled and
same mistake ratios were higher when the source and target
models were in the same architecture family (e.g., ResNet-
18 and ResNet-34 are both in the ResNet family) and when
the target models were early versions of the source mod-
els. The correlations between the fooled and same mistake
ratios were greater than 0.99, and the correlations between
Dist(F1, F2) and the same mistake ratio were lower than
−0.90 in all cases shown in Figure 3. It indicates that the
fact that AEs tend to cause same mistakes is strongly con-
nected to their capability to mislead target models’ predic-
tions (non-targeted transferability).

Although AEs tend to cause same mistakes, we observed
a non-trivial proportion of different mistakes even when the
source and target models were qualitatively very similar
(Figure 3). Even when the models had the same architec-
ture and were trained from the same initial weights, the dif-
ferent mistake ratios for targeted FGM attacks were around
20% for STL-10 (Figure 3c). Moreover, different mistakes
exist even between the source model and the source model
at ith epoch. These findings raise the question of what can
explain the presence of different mistakes between similar
models, which we address in a later section.

Figure 4 shows that, while same mistakes increase with
larger perturbations, the different mistake ratio stays al-
most constant or increases. It indicates that there is a mis-

alignment between the ability of AEs to mislead the source
model and target model towards a specific class that cannot
be resolved simply by enlarging the perturbations.

To further interpret these class-aware transferability ob-
servations, we visualized the decision boundaries, as in Liu
et al. [15] (Figure 5). We chose two directions of δ1, the
non-targeted gradient direction of ResNet-18, and δ2, the
random orthogonal direction. Both δ1 and δ2 were normal-
ized to 0.02 by l2-norm. Each point (u, v) in the 2-D plane
corresponded to the image x + uδ1 + vδ2, where x is the
source image. For each model, we plot the classified label
of the image corresponding to each point. First, we observe
an area of different mistakes between the models with the
same architecture or even models with only a 20-epoch dif-
ference. Second, the area of same mistakes is larger when
the minimum distance to the decision boundary along the
x-axis, d(Fi, x), is similar between F1 and F2. It indicates
that, while the similarity of the decision boundary separat-
ing the true and wrong classes results in non-targeted trans-
ferability [15], at the same time, the decision boundaries
separating different wrong classes can also be similar and
can result in same mistakes.

The strong connection between non-targeted transfer-
ability and same mistakes indicates the presence of non-
robust features [11] in AEs: AEs can cause same mistakes
by containing non-robust features that correlate with a spe-
cific class. However, the presence of different mistakes be-
tween similar models or when the perturbations are large is
still poorly understood. We hypothesized that different mis-
takes occur when the usage of non-robust features is model-
dependent, which we examine in a later section.

4. Non-robust feature investigation

4.1. Overview

Here, we provide the first possible explanation for dif-
ferent mistakes, one that can also explain same mistakes.
Specifically, we provide insightful explanations and discus-
sions based on the theory of non-robust features [11]. Same
mistakes can be due to different models using similar non-
robust features; we show that a different mistake can also
arise from non-robust features.

We designed N-targeted attack to generate AEs that can
cause different mistakes for different models. Then by using
Ilyas et al.’s framework [11], we show that those AEs have
non-robust features of two different classes to which those
models were misled. Our results indicate that two models
can make different mistakes when they use the non-robust
features of those two classes differently. We thus conclude
that the usage of non-robust features is a possible explana-
tion for different and same mistakes: Same mistakes are due
to AEs having the non-robust features of the class to which
a model was misled; on the other hand, AEs may simultane-
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(a) Fashion-MNIST (ϵ=1.0) (b) CIFAR-10 (ϵ=1.0) (c) STL-10 (ϵ=5.0)
Figure 3. Class-aware transferability of adversarial attacks against various datasets and models. AEs were l2-bounded by the specific ϵ.
Order of F2 is sorted by Dist(F1, F2) (1st row) for each F1 so rightmost F2 was estimated to be more similar to F1.

Figure 4. Class-aware transferability of AEs when size of pertur-
bation ϵ was gradually changed (CIFAR-10).

ously have multiple non-robust features that correlate with
different classes, and if models use them differently, they
may classify the same AEs differently (Figure 2).

4.1.1 Experiment.

We aim to detect non-robust features of two different classes
from the AEs that caused different mistakes. Suppose those
AEs have non-robust features of two misleading classes si-
multaneously. In that case, we can assume that the mod-
els used the non-robust features differently (as in Figure 2).
To demonstrate the presence of non-robust features in AEs,
we used the framework for non-robust features described
by Ilyas et al. [11]. We aim to detect non-robust features
of two different classes from AEs, whereas Ilyas et al. [11]
did it with only one class.

The flow of the experiment is illustrated in Figure 6.

Figure 5. Visualization of decision boundaries for source image of
“bird” in CIFAR-10. First row shows classification results; each
color represents a certain class. Second row shows to which areas
the three cases of class-aware transferability correspond. Distance
from (0,0) point to closest decision boundary along x-axis corre-
sponds to metric d(F1, x) described in Section 3.1.3. Unit of each
axis is 0.02 in l2 distance.

First, we generate AEs that can cause different mistakes for
models F1 and F2, on the original training set: each AE x′

is generated from the original image x to mislead a model
F1 to a target class ytar1 and a model F2 to a target class
ytar2 . Then we created new (non-robust) training sets using
two ways of relabeling the whole set of AEs X ′, i.e., by ei-
ther of the corresponding target classes Y 1 or Y 2 (note that
X , X ′, Y 1, and Y 2 are the collections of the datapoints x,
x′, ytar1 , and ytar2 , respectively). Here, the target classes
Y 1 and Y 2 are randomly chosen for each data point so that
only the non-robust features of specific classes may corre-
late with the assigned labels, but other features have ap-
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Figure 6. Illustration of experiment to test our hypothesis (Figure 2) that different mistakes can arise from AEs having non-robust features
of two different classes to which two different models were misled. First, original training set is attacked by N-targeted attack to generate
AEs that induce different mistakes for F1 or F2. Next, a new (non-robust) dataset is constructed by relabeling generated AEs as either Y 1
or Y 2, the target classes for F1 or F2. Finally, models are trained on new datasets and evaluated on original test set.

proximately zero correlation, as in Ilyas et al. [11]. Finally,
we trained a model on the new training set (D′

1 : (X ′, Y 1)
or D′

2 : (X ′, Y 2)) and evaluated it on the original test set,
Dtest : (X,Y ). If both non-robust sets D′

1 and D′
2 were

useful in generalizing to the original test set Dtest, we can
conclude that non-robust features of both classes (Y 1 and
Y 2) are present in the same AEs at the same time.

We generated AEs that can cause different mistakes for
F1 and F2 by using our extended version of a targeted at-
tack, namely N-targeted attack. This attack is aimed at mis-
leading model Fi towards each target class ytari . The objec-
tive of an N-targeted attack is represented as

argmin
x′

N∑
i=1

L
(
Fi(x

′), ytar
i

)
, s.t. ∥x′ − x∥p < ϵ. (7)

It simply sums up all the loss values for all target mod-
els. The optimization problem is solved iteratively using
the same algorithm as PGD. The generated AEs for {F1,
F2}={ResNet-18, VGG-16} are shown in Figure 7.

4.2. Experiment Settings

4.2.1 Non-robust Set

We construct non-robust sets for Fashion-MNIST, CIFAR-
10, and STL-10, using the models used in Section 3. Non-
robust training sets were constructed using an N-targeted
attack based on PGD-based optimization with 100 steps
with step size α=0.1 (For STL-10, we generated ten AEs
per image to increase the data size from 5,000 to 50,000).
AEs were l2-bounded by ϵ of 2.0, 1.0, and 5.0 for Fashion-
MNIST, CIFAR-10, and STL-10.

Note that AEs generated by N-targeted attack could si-
multaneously lead predictions of models F1 and F2 towards
different classes Y1 and Y2 at a high rate: 60% for Fashion-
MNIST and over 90% for CIFAR-10 and STL-10. It means
that it is easy in a white-box setting to generate AEs that
cause different predictions for different models, which is
particularly interesting.

Figure 7. Examples of AEs (lower row) generated for images from
CIFAR-10 (upper row) generated by N-targeted attack that was l2-
bounded by ϵ=1.0. ResNet-18 and VGG-16 correctly classified the
original images, whereas the AEs misled the models toward two
random classes (For the entire set, over 90% were successful). The
entire set of generated AEs comprises a non-robust set by relabel-
ing them, as illustrated in Figure 6.

4.2.2 Training Models on Non-robust Set

The optimizer was SGD with momentum set to 0.9 and
weight decay set to 0.0005, with learning rate decay. The
initial learning rate, batch size, and data augmentation were
optimized using a grid search. We trained FC-2 and Conv-2
(described in Section 3) for Fashion-MNIST, and ResNet-
18 and VGG-16 bn (VGG-16 with batch normalization) for
CIFAR-10 and STL-10.

4.3. Results and Discussions

Table 1 shows the test accuracies of the models trained
on the constructed non-robust sets. For all pairs of attacked
models F1 and F2, the test accuracies on the original test
set (X,Y ) were higher than the random accuracy of 10%
for both relabeling cases (Y 1 or Y 2). This result shows that
the models could learn non-robust features of Y 1 by train-
ing on the non-robust set D′

1 : (X ′, Y 1) and non-robust fea-
tures of Y 2 by training on the non-robust set D′

2 : (X ′, Y 2).
In other words, it is shown that the generated AEs X ′ had
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Dataset
Non-robust set
constructed for

Train
set

Trained
model

Test acc
(X, Y)

Fashion-
MNIST

F1: Conv-2
F2: FC-2

D′
1: (X’, Y1) Conv-2 82.9

FC-2 62.5

D′
2: (X’, Y2) Conv-2 80.3

FC-2 75.4

CIFAR-
10

F1: Res-18
F2: VGG-16

D′
1: (X’, Y1) Res-18 51.3

VGG-16 bn 53.9

D′
2: (X’, Y2) Res-18 10.2

VGG-16 bn 71.0

F1: Res-18
F2: Res-18

(w:same)

D′
1: (X’, Y1) Res-18 50.1

VGG-16 bn 54.1

D′
2: (X’, Y2) Res-18 59.2

VGG-16 bn 58.9

STL-
10

F1: Res-18
F2: VGG-16

D′
1: (X’, Y1) Res-18 24.0

VGG-16 bn 25.4

D′
2: (X’, Y2) Res-18 53.7

VGG-16 bn 56.0

F1: VGG-16
F2: VGG-16

(w:same)

D′
1: (X’, Y1) Res-18 38.4

VGG-16 bn 51.8

D′
2: (X’, Y2) Res-18 52.2

VGG-16 bn 52.4

Table 1. Test accuracy on original test set when model was trained
on non-robust sets. Non-robust set D′

i contains AEs generated by
N-targeted attack and relabeled as Y i, the target classes for model
Fi. Since the random accuracy of 10-class dataset is 10%, we can
say that models were generalized to original test set by training on
non-robust sets. It shows that the generated AEs that induced dif-
ferent mistakes at a high rate contain multiple non-robust features
that correlate with two different classes simultaneously.

multiple non-robust features that correlate with two differ-
ent classes simultaneously. This result supports our hypoth-
esis: different mistakes can arise when AEs have non-robust
features of two classes and when models use them differ-
ently. It is interpreted that the ratio of different mistakes did
not decrease with larger perturbations (Figure 4) because it
did not resolve the misalignment of non-robust feature us-
age between models.

In addition, Table 1 shows that even models with the
same architecture and initial weight parameters learn non-
robust features differently. It suggests that learned non-
robust features differ only with the stochasticity of updat-
ing the weight parameters caused by a shuffled training set
or dropout layers, which explains the presence of different
mistakes between models with high similarity in Figure 3.

5. Transferability of AEs generated for ensem-
ble models

Section 4 indicates that different mistakes can occur
when models use non-robust features differently. Therefore,
different mistakes are expected to decrease when AEs con-
tain “general” non-robust features used by many models.

To verify this, we generate targeted AEs for an ensem-
ble of models: those AEs should contain only non-robust
features that are “agreed” to be correlated with the target

classes by different models. Liu et al. [15] showed that
attacking an ensemble model can improve targeted trans-
ferability; we reveal that non-robust features can explain
it. In Table 2, we compare targeted AEs generated for a
single model (i.e., Vanilla attack) and an ensemble model
(i.e., Ensemble attack) using PGD. The source model F1 is
ResNet-18, and the target model F2 is VGG-16. We con-
firmed that different mistakes decrease when Densenet-121
is additionally used in the Ensemble attack, while same mis-
takes increase. In contrast, the Ensemble attack increased
the number of AEs that did not fool F1 (F1 unfooled): since
the Ensemble attack tries to inject only non-robust features
commonly used by models, it sacrifices the use of model-
specific non-robust features used by F1.

Attack F1:
unfooled

F1: fooled
F2:

unfooled
F2: different

mistake
F2: same
mistake

Vanilla 414 3910 250 426
Ensemble

(+ Dense-121) 1988 1954 216 (-34) 842 (+416)

Table 2. Comparison between Vanilla and Ensemble targeted at-
tack on CIFAR-10. AEs were l2-bounded by ϵ=1.0, generated by
targeted PGD (ten-step). Source model F1 is ResNet-18, and tar-
get model F2 is VGG-16. Each value shows the number of each
case for randomly selected 5,000 images. For a fair comparison,
we used the same target class for each image for both attacks.

6. Conclusion
We demonstrated that AEs tend to cause same mistakes,

which is consistent with the fact that AEs can have non-
robust features that correlate with a certain class. However,
we further showed that different mistakes could occur be-
tween similar models regardless of the perturbation size,
raising the question of how AEs cause different mistakes.

We indicate that non-robust features can explain both dif-
ferent and same mistakes. Ilyas et al. [11] showed that
AEs can have non-robust features that are predictive but are
human-imperceptible, which can cause same mistakes. In
contrast, we reveal a novel insight that different mistakes
occur when models use non-robust features differently.

Future work includes developing transferable adversar-
ial attacks based on our findings: AEs should transfer when
they contain non-robust features commonly used by differ-
ent DNNs. In addition, since we do not conclude that all
same mistakes and different mistakes are due to non-robust
features, whether there is another mechanism is an impor-
tant research question.
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