ArabicKT: A Comprehensive Arabic Knowledge Evaluation Suite
for Large Language Models

Anonymous ACL submission

Abstract

The evaluation of large language models
(LLMs) is crucial for understanding their ca-
pabilities, yet current methods rely heavily on
manually created benchmarks that cover only
a small fraction of specific knowledge. To ad-
dress this gap, we propose an automated ap-
proach to generate comprehensive evaluation
data and introduce ArabicKT, an Arabic Knowl-
edge Taxonomy derived from Wikipedia and
Wikidata. ArabicKT organizes 140, 433 cate-
gories and 1.67 million articles into a 15-layer
tree structure, covering 77% of the Arabic pre-
training corpus and 84% of existing Arabic
benchmarks. Leveraging LLMs, we developed
an automated pipeline to generate 6 million
question-answer pairs for Arab-world knowl-
edge. Our experiments reveal two key insights:
(1) Models perform better on knowledge points
that appear more frequently in training data,
and (2) larger models exhibit superior mastery
of granular cultural, religious, and historical
knowledge. These findings indicates the impor-
tance of training data distribution and model
scale in domain-specific knowledge acquisi-
tion, offering actionable guidance for improv-
ing LL.Ms in underexplored areas.

1 Introduction

The evaluation of large language models (LLMs)
has become increasingly important (Hendrycks
et al., 2021; Koto et al., 2024; Wang et al., 2024;
Lin et al., 2021). Current evaluation methods
mainly rely on manually created benchmarks us-
ing real-world data. For example, MMLU contains
12,554 questions across 57 categories (Hendrycks
et al., 2021). However, this represents only a tiny
fraction of general knowledge. Wikipedia, in com-
parison, contains 1.8 million categories and 1.3 bil-
lion pages (Vrandeci¢ and Krotzsch, 2014). Even
in specific domains like Arab-related knowledge,
the gap is significant. Arabic-MMLU covers only
40 categories with 14,575 questions (Koto et al.,
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Figure 1: Overview of ArabicMMLU and ArabicKT
evaluation benchmarks for assessing LLMs’ Arabic
knowledge. The numbers and accuracies within Ara-
bicMMLU is from (Koto et al., 2024).

2024), while Wikipedia has over 140,000 Arab-
related categories and 1 million pages. This huge
disparity makes it hard to fully assess models in spe-
cific knowledge domains. Limited evaluation data
often misses important long-tail knowledge (Ustiin
et al., 2024; Kim et al., 2008).

To deal with this problem, we need to move to-
wards automatic generation of evaluation data. This
approach presents two main challenges: generating
high-quality evaluation data and ensuring compre-
hensive coverage across topics. Recent advances
in LLMs make automated data generation feasi-
ble (Yang et al., 2024b). We can use LLMs to re-
place manual annotation, similar to the LL.M-as-a-
Judge (Zheng et al., 2024). For comprehensive cov-
erage, encyclopedias serve as valuable references.
This aligns with the concept of Body of Knowl-
edge (BOK) in professional contexts (contributors,
2024). Examples include SWEBOK (Bourque
and Fairley, 2004) for software engineering and
projects like YAGO (Suchanek et al., 2007) and



WikiData (Vrandeci¢ and Krotzsch, 2014).

In this work, we focus on knowledge about the
Arab world, an area with rich linguistic and cul-
tural diversity (Koto et al., 2024), but not exten-
sively explored by current LLMs. While we ini-
tially planned to build an Arabic BOK, we realized
it requires considerable expertise. Instead, we aim
to construct an Arabic Knowledge Taxonomy (Ara-
bicKT) as an initial prototype that could contribute
to it. Wikipedia is selected as our foundation due
to the commonly usages in pre-training (Touvron
et al., 2023a,b) and evaluating LL.Ms (Geva et al.,
2021; Yang et al., 2018). Additionally, Wikidata’s
category system, which assigns one or more cate-
gories to each article, creates a vast network repre-
senting unified concepts that can serve as ontology.
However, we found several challenges in category
network. First, about 83% of category definitions
are missing or inaccurate, making them difficult
to understand. Second, around 27% of categories
have incorrect associations possibly due to editing
errors, creating cycles in the network. Third, the
complex graph structure makes human observation
and analysis impractical (Suchanek et al., 2007).
To address these issues, we developed a agentic
process to correct those errors and convert the net-
work into a more manageable tree structure. As a
result, we build an Arabic Knowledge Taxonomy
with 15 layers, containing 140,433 nodes (cate-
gories) and 1.67 million articles. This taxonomy
covers around 77% of Arabic pre-training corpus
and 84% of Arabic benchmarks.

In addition, we developed an automated evalu-
ation process with human verification, to evaluate
how well LLMs understand Arab world knowledge.
Specifically, language models are used to create test
questions based on key information extracted from
Wikipedia articles. To ensure thorough and accu-
rate assessment, we approached question genera-
tion from multiple views and verified the generated
reason for sampled questions and answers. This
process yielded 6 million question-answer pairs
for evaluating various language models. Our ex-
periments revealed two key findings. First, mod-
els perform better on knowledge points that ap-
pear more frequently in training data. As shown
in Fig. 1, topics under “Sport in the Arab world”
typically have limited coverage (around 21 tokens
in Wikipedia articles) and appear infrequently (41
times) in the Arabic corpus, resulting in a lower
accuracy of 55.78%. In contrast, topics under "So-
ciety of Lebanon" have extensive coverage (5, 348

tokens) and frequent appearances (58, 014 times),
achieving a much higher accuracy of 95.74%. Sec-
ond, model size correlates with knowledge point
granularity. Larger models can better master de-
tailed cultural, religious, and historical knowledge,
as shown in Fig. 12. These phenomena provide
a foundation for understanding model capabilities
and guide future improvements.

The contributions of this work are summarized
as follows: First, we introduce ArabicKT, a com-
prehensive Arabic Knowledge Taxonomy derived
from Wikipedia and Wikidata, containing 140, 433
categories and 1.67 million articles across 15 layers.
Second, we develop an automated process to gener-
ate large-scale evaluation data, producing 6 million
question-answer pairs to assess LLMs’ understand-
ing of Arab world knowledge. Third, extensive
experiments reveal important patterns about how
LLMs learn and retain knowledge: models perform
better on frequently appearing information in train-
ing data, and larger models show superior ability
in handling detailed cultural, religious, and histor-
ical knowledge. These findings provide valuable
insights for understanding and improving LLMs’
capabilities in specific knowledge domains.

2 Building Knowledge Taxonomy

2.1 Overview of the Workflow.

Fig. 2 illustrates our workflow for building the Ara-
bicKT and evaluations based on it. Our primary
data sources are Wikipedia(wik, 2024) and Wiki-
Data (Vrandeci¢ and Krotzsch, 2014), which pro-
vide extensive articles along with their hierarchical
category relationships. Using WikiData’s API, we
collected all articles and categories related to the
Arab world. We then applied a combination of
rule-based filtering and LLM-based semantic un-
derstanding to remove non-Arabic content and arti-
cles with content lacking valid information. This
initial process resulted in a directed graph of knowl-
edge from Arab world.

We faced two main challenges in converting this
graph into a practical tree architecture. The first
challenge was missing or incorrect category def-
initions. To address the correctness of the gener-
ation, we are motivated by self-improved frame-
works (Dhuliawala et al., 2023; Zhang et al., 2023;
Weng et al., 2022). Following them, we developed
a pair of agentic models that work together - one
for generating definitions and another for critiquing
them, allowing iterative improvements. The second
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Figure 2: Constructing workflow and application of our ArabicKT (Arabic Knowledge Taxonomy).

challenge was redundancy in the graph structure,
particularly cycles. We solved this by combining
depth-first search algorithms with LLM assistance
to remove redundant connections, transforming the
graph into a proper tree structure.

Finally, we used the ArabicKT to guide question
generation for evaluating existing LLMs. This eval-
uation process produced what we call an Accuracy
Tree, which provides detailed analysis into differ-
ent language models’ capabilities across various
categories of knowledge.

2.2 Data Crawling and Cleaning

Based on the API provided by WikiData, we
started by using “Middle East” as the entry point
for queries, recursively searching for unique sub-
categories and their associated articles. To ensure
comprehensive coverage, we retained as many cate-
gories as possible, ultimately collecting 5.4 million
pages (including both categories and articles). De-
tails of the content are in Appx. A.2.

Rule-based Data Cleaning. Based on the struc-
tural characteristics of Wikipedia article pages, we
developed a set of rules to eliminate content lacking
valid textual information. This process involved re-
moving various non-essential elements, including
hidden content, floating images, tables, text boxes,
prompts, footer boxes, and multiple types of cita-
tions. Additionally, we targeted textual content by
excluding long strings of characters such as coor-
dinates, and mathematical formulas. Meanwhile,
we remove all superscript symbols in the main con-
text. After cleaning 5.4 million pages in total, we
removed entries with empty content, resulting in a
final collection of 3.7 million pages.

Heuristic-based Data Cleaning. Furthermore, we
sampled 1, 000 pages to identify typical characteris-
tics of unreasonable pages. We found the following
common issues: 1) Pages with specific titles, such

as those containing “File”, “Template”, and similar
terms. These pages typically lack effective textual
descriptions, prompting us to filter them out when-
ever matching. 2) Continuous short texts, such as
lists of a particular topic. These pages also lack
sufficient descriptions and pose parsing challenges.
We record the length of each text segment and fil-
tered out pages where continuous short text com-
prised more than 50% of the content. 3)Webpage
redirects. For these pages, we copied the content
from the target page while retaining the original
title and added redirect information in the meta-
data. By implementing these methods, we removed
approximately 0.2 million pages from our dataset.
Semantic Filtering. We also implemented a two-
stage filtering combining heuristic rules and LLM.
First, we extract a comprehensive keyword list com-
prising 448 terms across six domains: geographic
regions, country names, important cities and land-
marks, ethnic cultures, languages, and religions.
Pages with titles containing these keywords were
automatically retained. For the remaining pages,
we employed an LLM to evaluate their relevance
to Arab knowledge, which has a 95% consistency
compared with manual annotations in validation.
Detailed methodology and evaluation metrics are
provided in the Appx. A.3.

Multilingualism. Multilingualism is common in
Arab knowledge and information. The same piece
of information often exists in different languages.
Some specific knowledge is only available in cer-
tain languages. Although we are studying Arab
world knowledge, language is not our main focus.
For simplicity, we will use English language arti-
cles and categories in our research.

2.3 Definition Completion

Our analysis of Wikipedia categories revealed that
only 17.3% contain valid definitions. They either



providing overly brief descriptions, containing ir-
relevant content, or lack definitions entirely. For
instance, the category “Water transport in Iraq”
merely states “By consensus, this category should
not contain biography articles”, exemplifying this
widespread definitional inadequacy.
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Figure 3: Workflow of definition completion.

To address this issue, we implemented a pair
of agentic models for iterative definition comple-
tion, as shown in Fig. 3. For generation process, it
primarily relies on Wikipedia’s own content, with
web searches serving as a supplementary source
when the initial generation fails or when the critic
model indicates insufficient information. For the
critic process, it evaluates the generated definitions
using five key dimensions: Accuracy, Clarity, Non-
Circularity, Scope, and Conciseness. It helps de-
termine the reasonableness of definitions and iden-
tifies specific areas requiring improvement. The
feedback is then input to the next round generation.
Through an iterative process involving five rounds
of generation and evaluation for each category, we
successfully created 120, 000 definitions. The qual-
ity of these definitions is reflected in their average
score of 4.83/5. Full details of our method and
evaluation are provided in the Appx. A.4.

2.4 Category Rectification.

Loop Removal. During our implementation, we
encountered frequent loops in the knowledge paths.
To address this issue, we employed depth-first
search (Tarjan, 1971) to detect loops in the paths.
When a loop was found, we identified cases where a
sub-category appeared in previous super-categories.
In these cases, we cut and removed the redundant
paths to eliminate the loops. This process trans-
formed the crawled structure into a directed acyclic
graph, where each path follows a clear hierarchical
order without any circular references.

Tree Conversion. We aimed to simplify nodes
that had multiple super-categories to create a more

human-comprehensible structure. Our simplifica-
tion process involved three steps: First, for each
node with multiple super-categories, we removed
redundant connections where one super-category
was already a parent of another super-category. For
example, C is denoted as the super-categories of
one node, we remove the ¢ € C when c is also
the parent of another ¢ € C. Next, among the
remaining super-categories C, we identified candi-
date categories at the deepest level using depth-first
principle. Finally, when multiple candidates ex-
isted at the same level, we used an LLM to select
the most appropriate one, which we termed as the
golden super-category.

We maintained the connection between the node
and its golden super-category, along with all sub-
sequent connections. For other super-categories,
while we removed their direct connections, we pre-
served copies of these relationships as hyperlink-
like references. This approach maintained the
tree structure while preserving important cross-
references in the knowledge hierarchy.

3 Arabic Knowledge Taxonomy

Following the approach in the previous section, we
constructed a ArabicKT for the Arab world. To
evaluate it, we analyzed it from three key dimen-
sions: statistic, coverage, and accuracy. First, in
Sec. 3.1, we assessed the scale and the distribution
to understand its overall structure and composition.
Next, in Sec. 3.2, we compared its coverage with
publicly available Arabic training- and test-sets to
determine its breadth and representativeness. Fi-
nally, in Sec. 3.3, we evaluated the accuracy of
the generated definitions by comparing them with
expert-annotated results.

3.1 Statistics
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Figure 4: statistics of Arabic Knowledge Taxonomy.

The ArabicKT contains a hierarchical structure
spanning 15 layers and encompassing 140, 433 dis-



tinct categories. These categories are linked to
a substantial collection of 1.67 million articles.
Fig. 4 presents a detailed breakdown of how cate-
gories and articles are distributed across the hier-
archical layers, alongside the distribution pattern
of articles within individual categories. Notably,
we observed that the middle layers (4 through 8)
house 87% of all articles, establishing these layers
as the ArabicKT’s most information-rich region.

3.2 Coverage

Evaluation Workflow

Figure 5: Evaluation workflow and result statistics of
the coverage of ArabicKT.

In this section, we evaluate the coverage of Ara-
bicKT by assessing how well ArabicKT encom-
passes the knowledge contained in common Ara-
bic datasets. Here, semantic coverage refers to
that the knowledge points in ArabicKT can effec-
tively represent and explain the concepts, facts, and
relationships present in the sample form Arabic
datasets. Specifically, we choose two widely-used
Arabic cultural evaluation dataset (AlGhafa (Al-
mazrouei et al., 2023) and ArabicMMLU (Koto
et al., 2024)) and two Arabic pre-training datasets
(ArabicText2022 (BAAI et al., 2022) and Ara-
bicWeb24 (Farhat et al., 2024)).

The evaluation workflow is shown in Fig. 5.
We adopt a RAG-inspired approach (Lewis et al.,
2020) for efficient retrieval and coverage assess-
ment. More details are in App. A.7. Through this
process, we can assign a 0/1 for each chunk (para-
graph) in corpus or question in benchmarks. Then
the coverage score is defined as:

_ {deD]3keK:Idk) =1}

C(D) D

(€3]

where | D| denotes the total number of dataset D,
and I(d, k) is an indicator function for 1/0. The
results are shown in Fig. 5. The ArabicKT achieves
coverage rates of 76.88% and 75.64% on train-
ing corpus, while achieves 82.34% and 81.13%
on evaluation datasets.

Conversely, we can also evaluate how many
knowledge points are covered by the current bench-

marks.
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|Ccut‘

Crev(D) @)

where C.q; represents all category nodes in our
ArabicKT, and I(d, c¢) indicates whether sample d
covers category node c or its descendants.

The result reveals that ArabicMMLU only cov-
ers 15.51% of the knowledge categories in our
ArabicKT. It indicates that ArabicKT contains
large amount of new knowledge points to evalu-
ate LLMs.

3.3 Precision

Completeness 39.2 363 245
Clarity 42.5 27.7 298

Overall Quality 58.3 32,0 9.7

Figure 6: Comparison between the LLM-generated and
human-annotated definition.

We evaluate the precision of the generated defini-
tion by comparing the performance between GPT-
40 and human annotators. We recruited twelve
master’s students specializing in Arabic. We ran-
domly selected 200 concepts lacking definitions.
Six annotators were tasked with generating def-
initions for these concepts, following the style
of existing Wikipedia concept definitions. Sub-
sequently, following Alpaca-Eval (Li et al., 2023a),
we performed head-to-head evaluations between
LLM-generated and human-annotated definitions.
Specifically, we employed a double-blind evalua-
tion protocol where another group of six annotators
were asked to compare and assess the quality of
LLM-generated and human-annotated content. The
evaluators were instructed to assess the definitions
across four dimensions: accuracy, completeness,
clarity, and overall quality (the detailed evaluation
questionnaire can be found in Fig 19).

The evaluation results are shown in Fig 6, Our
evaluation results demonstrate that GPT-4 performs
comparably or superiorly to human annotators
across all assessed dimensions. The model achieves
near-identical accuracy scores with humans (30.5%
vs. 30.9%), while showing notable advantages
in completeness (39.2% vs. 24.5%) and clarity
(42.5% vs. 29.8%). Most significantly, in terms
of overall quality, GPT-4 substantially outperforms



human annotators with 58.3% of its definitions be-
ing preferred, compared to 9.7% for human-written
definitions. These findings suggest that GPT-4 can
generate definitions that not only match but often
exceed human-expert quality.

4 Evaluation of LLMs based on Arabic
Knowledge Taxonomy

In this section, we introduce one of the promi-
nent applications of our ArabicKT, i.e., evaluating
LLMs’ understanding of Arab-related knowledge.
We aim to answer two research questions within
this section: (1) R1: How well do current preva-
lent LLMs comprehend knowledge related to
the Arab world? (2) R2: How do models of dif-
ferent sizes vary in their understanding of Arab
knowledge? Specifically, we first introduce the
overall evaluation workflow and experiment set-
tings (§4.1). Then we discuss the evaluation and
analysis results for R1 4.2 and R2 4.3.
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Figure 7: Evaluation workflow.

4.1 Evaluation Workflow

Using all articles from ArabicKT, the questions are
automatically generated as shown in Fig 7. Follow-
ing the construction of recent knowledge-based
questions and benchmarks Yang et al. (2024b);
Wang et al. (2023), we adapt their prompt and pro-
cess to generate multiple-choice questions. Two
types of questions are considered for thoughtful
coverage of given knowledge points. 1) Multiple-
choice questions are directly summarized by LLM.
This type of questions will consider the whole con-
tent and more deeper. 2) Entities are first extract
from the articles. The questions are then generated

to discuss these two selected entities. This type of
questions are able to contain easily overlooked con-
tent. For each type, three questions are generated.

Additionally, we also validate the generated
questions to avoid knowledge hallucination issue in
LLMs (Huang et al., 2025). This process involves
two steps: First, we check the correctness of the
generated answers using the approach in (Wang
et al., 2023). Specifically, we prompt the LLM to
answer the questions based on the provided pas-
sages, checking if the model’s predicted answers
match the generated answers. Secondly, we use
the LLM to determine whether the questions are
related to the Arab world, filtering out irrelevant
questions. After validation, 118,381 evaluation
questions are gathered. The prompts for generat-
ing questions, extracting entities, and revelation
evaluation are available in Appx. A.5.

Evaluation setting. We use the same prompt
from (OpenAl, 2024) that first generates a chain
of thoughts and then outputs the final choice. The
temperature is set 0 during inference to facilitate
reproducibility of the results.

Evaluation models. For R1, we select two
prevalent proprietary LLMs (GPT-40 (Hurst et al.,
2024) and Claude-3.5-Sonnet 2 (Anthropic, 2023))
and two popular open-sourced LLMs (Llama-3.1-
80B-Instruct (Dubey et al., 2024) and Qwen-2.5-
72B-Instruct (Yang et al., 2024a)). For R2, to com-
pare the extent of knowledge acquisition across
models of varying sizes, we selected the Qwen2.5
model series (Yang et al., 2024a), including 3B, 7B,
14B, 32B, and 72B.

4.2 Evaluation for different LLMs

(@) (b)

Figure 8: (a) Accruracies on categories of level 2 in
ArabicKT. (b) Relationship between category accuracy
and average token length of the passages within the
corresponding category.

Accuracy diverse on different categories but
show consistency across different models. The
results of four different series of LLMs are shown
in Fig 8a. We randomly sample 6 categories



within Level 2 from different accuracy regions,
as well as the averaged accuracy at right. De-
spite all the models achieving an overall accu-
racy exceeding 75%, they demonstrate notable per-
formance degradation in specific knowledge do-
mains. For instance, in the “Culture of Saudi Ara-
bia” category, Llama-3.1-80B, Qwen-2.5-72B, and
Claude-3.5-Sonnet2 exhibit accuracy rates below
50%, while GPT-40’s performance remains un-
der 70%. In addition, we observed consistency
in knowledge representation across different mod-
els. Categories such as “Culture of Syria”, “Cul-
ture of Egypt”, “Islamic Studies”, and “Israelites”
consistently achieve approximately 80% accuracy
across all models. This consistency is further evi-
denced by the high correlation coefficient (0.7988)
in category-wise accuracy between Qwen2.5-72B-
Instruct and Claude3.5-Sonnet2.

Figure 9: (a) Accruracies within different levels of Ara-
bicKT. (b) Average token count for passages within
different levels of ArabicKT.

Accuracy has a high correlation with the num-
ber of tokens appears in Wikipedia articles. For
categories with low accuracy, we observe that they
are mostly distributed on specific human, event,
location, religion, and etc. Motivated by Allen-
Zhu and Li (2023) that model requires large rep-
etition of specific knowledge to learn it, we hy-
pothesize these categories have: (1) insufficient
contextual information within the articles and (2)
limited availability of online resources. For this
purpose, we first observe the relation between accu-
racy and token length at different levels. The token
length is the summation of tokens for all passages at
one level (tokenized using the Qwen2.5 tokenizer).
Fig. 9b shows the comparison. It is obvious that
a consistent trend between curves at left and right
across all models. Moreover, we further exam-
ined the correlation between category accuracy and
the average token length of passages within each
category, as illustrated in Fig 8b. The analysis
revealed a positive correlation between question-
answering accuracy and passage token count, with

Qwen2.5-72B-instruct demonstrating a correlation
coefficient of 0.5141. Categories with lower perfor-
mance generally corresponded to shorter passages,
lending support to our first hypothesis. Notably, we
observed exceptions to this pattern: certain cate-
gories maintained high accuracy despite having rel-
atively short passages. These exceptions predomi-
nantly occurred in geography and history-related
categories (such as Environment of Iran” and En-
vironment of Egypt”). While their corresponding
passages were concise, the models’ strong perfor-
mance in these domains can be attributed to the
rich abundance of related information available in
online resources.

Passage for generating the question

Yasser Al-Mohammed

Article Talk Read Edit Viewhistory Tools v

From Wikipedia, the fres encyciopedia
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Yasser Al-Mohammed (born 16 November 1988) is a Saudi footoallplayer. Ho Yasser Al-Mohammed

currently plays as a midfielder. 1%
Personal information
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sistat.com. Retrioved 12 Aprl 2016,

Q: What is the primary role of Yasser Al-Mohammed in
his football team?
A. Goalkeeper B. Defender C. Midfielder D. Forward

- J
4 . . I\
GPT-40: To determine the primary role of Yasser Al-
Mohammed in his football team, ...

Without additional specific information provided in the
question, we cannot definitively assign one role to Yasser
Al-Mohammed. However, let’s reason it out based on
standard distribution of positions: ...

Assuming we don't have specific known information
contrary to general assumptions, we cannot confidently
pick an option. However, based on common football
positional awareness, I will make a rational guess:

Answer: D
- J

Figure 10: Example question generated from concept
“Yasser Al-Mohammed” within category “Culture of
Saudi Arabia” and failure answer from GPT-4o.

Further validation reveals that lower accu-
racy correlates to lower frequency in training
corpus We further conducted analysis in model pre-
training corpora. Specifically, we performed a com-
parative study by randomly sampling 100 concepts
from two contrasting categories: a high-performing
category (“Israelites”) and a low-performing cat-
egory (“Culture of Saudi Arabia”). By analyz-
ing their frequency distribution in the Arabic-
101 (Aloui et al., 2024), we found a stark con-
trast: concepts from high-performing categories
appeared substantially more frequently, with an av-
erage occurrence of 13, 738.4 instances, whereas



concepts from low-performing categories averaged
only 168.2 instances. This significant disparity in
representation strongly supports our second hypoth-
esis that models exhibit diminished performance
on long-tail knowledge with limited presence in
pre-training corpora.

4.3 Evaluation for different size of LLMs

Figure 11: Accruracy of Qwen2.5 series models on
categories of level 2 in ArabicKT.

Accuracy correlates to the size of the mod-
els Similarly, we compared the overall accuracy of
Qwen?2.5 series models of various sizes as well as
their accuracy across different categories (Fig 11).
On average, the accuracy increase as the the model
size increase. This phenomenon is also consistent
in most of categories that larger models will per-
form better.

Larger models are better at fine-grained cat-
egories. In certain categories, such as “Zionism”
and “Populated places in the Middle East”, mod-
els of different sizes achieved comparable accu-
racy levels. However, the performance disparities
emerged in categories like Middle Eastern mythol-
ogy” and Culture of Qatar”, where larger mod-
els demonstrated markedly superior performance.
Through manual analysis combining GPT-4 analy-
sis, we identified distinguishing characteristics in
the performance patterns of different-sized models.
The 72B models exhibited notably superior perfor-
mance in categories requiring sophisticated knowl-
edge representation, particularly those involving
nuanced historical contexts or specific cultural el-
ements (such as Middle Eastern history, religion,
and cultural practices). These domains demand en-
hanced capabilities in contextual understanding and
knowledge integration. Conversely, in more gen-
eral domains such as “Geology of the Middle East”,
the performance differential between models was
minimal, suggesting that these categories involve
more straightforward knowledge requirements that
both large and small models can adequately pro-
cess.

To further illustrate this distinction, we present

©: Which Quranic verse is associated with the Ahl al-Bayt
t where Prophet Muhammad
hold

Sukari mine in Egypt?

( ©: Which mineral output s primarily associated with the
A. Coal B.

1 C. Phosphate D. Tantalum

Qwen2.5-7B: To determine the correct answer, let's analyze

7B: To determine which Quranic verse is
d with the Ahl al-Bayt and the mubahala event, ...
Lmabrly =il that describes this event is found in Surah Al-
ican Platinum Limited and is onc of the major
old in the country.

e - Phosphate mining is more commonly
associated with
D. Tantalum - Tantalum is mined in various countries ...
n this analysis, the correct answer is:
:B

but it i not listed among the options provided.
However, the closest and most relevant verse from the
given options is: B. Surah Al-Ma'idah 5:55

While it may not be

match, it is the most

appropriate among the given choices
Answer: B

B: To determine the correct answer, let's
h option in relation to the Sukari mine in Egypt

Qwen2.5-72B: To determine the correct answer, let's

talks about
discusses

old for the country.
s an important mineral
d with the Sukari

4. **Tantalum**: Tantalum is a rare metal

Answer: B

n-Nisa 4:127** - This verse deals with
lysis, the correct answer s:

Figure 12: Responses of Qwen2.5-7B and Qwen2.5-
72B for questions of different categories.

two representative cases (Fig 12). For the geo-
graphical question requiring simple mineral-related
knowledge recall, both Qwen2.5-7B and Qwen?2.5-
72B demonstrate comparable performance. How-
ever, in tasks involving complex poetry analysis
and cultural interpretation, Qwen2.5-7B exhibits
significant comprehension deficiencies.

5 Conclusion and Discussions

In this work, we presented ArabicKT, a comprehen-
sive Arabic Knowledge Taxonomy derived from
Wikipedia and Wikidata, along with an automated
process for generating large-scale evaluation data.
Through extensive experiments with 6 million gen-
erated questions, we revealed important patterns in
how LLMs learn and retain knowledge about the
Arab world. Our findings demonstrate that knowl-
edge retention is strongly correlated with training
data frequency, and model size impacts the ability
to handle granular knowledge points.

Several promising directions remain for future
work. First, the taxonomy could be enhanced by
incorporating expert knowledge to establish more
professional and logical hierarchical relationships.
The coverage could also be expanded by includ-
ing more languages and sources beyond Wikipedia.
Additionally, this knowledge taxonomy framework
could be applied to various downstream tasks, such
as synthetic data generation for model training,
knowledge graph construction, and visualization
of model reasoning paths. Such applications could
provide deeper insights into how LLMs process
and utilize domain-specific knowledge, ultimately
leading to more capable and interpretable models.



6 Limitations

Our work is not without limitations. First, the re-
liance on Wikidata and Wikipedia as foundational
resources introduces potential noise and incom-
pleteness. Wikidata’s category definitions are miss-
ing or inaccurate for approximately 83% of cat-
egories, and about 27% of category associations
suffer from errors, such as cycles caused by editing
mistakes. These issues, although mitigated through
our agentic correction process, may still affect the
quality and reliability of the Arabic Knowledge
Taxonomy (ArabicKT). Second, the use of large
language models (LLMs) for automated question
generation and evaluation is subject to inherent lim-
itations. LLMs may produce incorrect or biased
questions and answers, and not all such errors can
be fully detected or corrected, even with human
verification. This underscores the need for contin-
uous refinement of both knowledge sources and
evaluation processes to ensure robust and accurate
assessments of LLM capabilities.
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A Appendix
A.1 Related works

Recent years have witnessed significant ef-
forts in developing comprehensive benchmarks
to evaluate large language models’ capabilities.
MMLU (Hendrycks et al., 2021) introduced a mul-
titask evaluation framework covering 57 diverse
subjects, revealing that even the largest models
struggle to achieve expert-level performance across
different domains. Similarly, specialized bench-
marks like Truthful QA (Lin et al., 2021) and Strat-
egyQA (Geva et al., 2021) focus on specific ca-
pabilities such as truthfulness and implicit rea-
soning. For Arabic language evaluation specif-
ically, ArabicMMLU (Koto et al., 2024) adapts
the MMLU framework, comprising 40 tasks with
14,575 multiple-choice questions in Modern Stan-
dard Arabic, where even top-performing models
achieve only 62.3% accuracy. The AlGhafa (Al-
mazrouei et al., 2023) benchmark further enriches
Arabic LLM evaluation resources, focusing on
multiple-choice questions across various domains.
However, these existing Arabic evaluation bench-
marks share common limitations: they typically
rely on manually crafted questions with limited
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scale (usually thousands of samples) and may not
comprehensively cover the full spectrum of Arabic
knowledge and cultural domains.

The concept of Body of Knowledge (BOK) has
been widely adopted across various professional
domains as a comprehensive framework to struc-
ture and standardize domain knowledge. Notable
examples include the Software Engineering Body
of Knowledge (SWEBOK) (Bourque and Fair-
ley, 2004) maintained by IEEE Computer Soci-
ety, which systematically organizes software engi-
neering knowledge into 15 knowledge areas, and
the Project Management Body of Knowledge (PM-
BOK) (Institute, 2013) by PMI, which has become
the global standard in project management. These
structured knowledge frameworks typically orga-
nize information hierarchically, with high-level cat-
egories branching into more specific topics, provid-
ing a systematic approach to knowledge representa-
tion and assessment. Inspired by these established
BOK practices, our work presents a comprehensive
Arabic knowledge taxonomy that systematically
organizes cultural, linguistic, and domain-specific
knowledge, enabling more structured and thorough
evaluation of Arabic language models.

A.2 Crawled Articles and Categories

Example of a page in ArabicKT

"pageid”: 33745012,

"title": "Category:Works about the Middle East”,
"level”: 1,

"ns": 14,

"langlinks": {

3

"categories”: [
{

"title":

"pageid”:

"Category:Middle East”,
743029

"title":
"pageid”:
}

"Category:Works about regions”,
43478226

]

,
"subcategories”: [

"title": "Category:Books about the Middle East”,
"pageid”: 7960198
}

1,
"pages”: [

"title"”: "The Image Book",
"pageid”: 52748682,
"ns": @

3

Figure 13: Example of an category in ArabicKT
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Example of an category in ArabicKT

{
"data": {

"content”: "xxElisabeth Terrouxxx (1759-1822)
was a Swiss painter active in Russia.\n\n
Terroux was born in Geneva and trained under
Jean-Francois Favre. She became a\npopular
miniature painter and travelled to Russia
where she was active for\nCatherine II. Her
self-portrait was shown at the Paris Exposition
Universelle\n(1878), \"Les Portraits
nationaux\”, palais du Trocadéro.\n\n
Terroux died in Geneva.\n\n",
"language": "en",
"pageid”: 49714232,
"related_pages”: [

"title": "Switzerland”,
"url”: "/wiki/Switzerland”
}
}

"status”: "success”

Figure 14: Example of a page in ArabicKT

In the ArabicKT knowledge system, there are
two main types of nodes: pages (Fig. 14) and cate-
gories (Fig. 13). Page nodes contain basic metadata
information such as page ID (pageid), title, names-
pace (ns), as well as links to other language ver-
sions (langlinks), associated categories (categories),
subcategories, and related pages, establishing hier-
archical relationships. Category nodes, on the other
hand, primarily store the specific content of pages,
language information, page ID, and related pages
(related pages), forming a structured knowledge
organization system.

A.3 Semantic Filtering

The study utilized Large Language Models (i.e.,
GPT-4) to automatically identify and filter out
pages unrelated to Arabic culture. The filtering
prompt, illustrated in Figure 15, was developed
based on a comprehensive definition of Arabic cul-
tural relevance. This definition was synthesized
from characteristics identified through a manual
analysis of 1,000 randomly sampled Wikipedia ar-
ticles pertaining to Arabic culture.

To validate the LLM’s effectiveness, we con-
ducted a manual analysis of 400 samples and com-
pared them with the LLM’s assessments. The re-
sults demonstrated high reliability, with an accu-
racy rate of 94.9% and a recall rate of 99.4%. This
combined filtering approach is able to preserve
nearly all Arab-related content while maintaining
a low false positive rate of approximately 5% non-
Arab knowledge points.



Prompt Template for Filtering the Pages that are un-

related to Arab Culture

You are a Wikipedia expert. Your task is to determine whether
a given Wikipedia category directly related to **ORx* belongs
to “Generalized Middle East™ **ORx* ~Broader Arab world™ with
highly-related historically or geographical connections. It

could be:

1. Countries including ~Afghanistan~, ~Algeria~, ~Comoros-,
“Cyprus™, “Djibouti*, “Morocco™, “Iraq™, “Iran~, “Pakistan,
“Turkey™, “Tunisia®, ~Syria”, “Somalia®, “Yemen™, ~Sudan~,
“Libya™, “Egypt™, “Saudi Arabia™, “United Arab Emirates~,
“Qatar™, “Bahrain™, “Kuwait™, “Oman>, “Jordan™, ~Lebanon-,
“Palestine™, “Israel”, "~Jerusalem™, “Hebron™, ~Gaza~,
“Jericho™, etc, modern or ancient.

2. Cities or Locations in above areas.

3. Peoples, Organizations or Persons in above areas.

4. Cultures, Societies, Works, Art, Science, Religions,
Educations, Histories, Geographies, Politics, Economies,

etc in above areas.

5. Other related concepts.

6. If you are not very certain because the relation is ambiguous,
output 1.

**Input Information:*

- xxTitlex*: {title}

- *xxDefinitionxx: {definition}
- **Subcategory Samples*x:
{subcategories_str}

- *%Page Samplesx:

{pages_str}

Figure 15: Prompt template for filtering the pages that
are unrelated to Arab Culture

A.4 Definition Completion

We implemented a dual-agent framework for it-
erative definition refinement, consisting of gener-
ator model for definition creation and a critique
model for quality assessment. The critique model
evaluates generated definitions across five key di-
mensions: (accuracy (assessing the completeness
and precision of category descriptions). clarity
(evaluating the definition’s precision and absence
of ambiguity), non-circularity (ensuring avoidance
of self-referential or synonymous explanations),
scope (verifying appropriate coverage without over-
or under-generalization), and conciseness (confirm-
ing succinct yet comprehensive expression). The
specific prompts for both generator and critique
models are illustrated in Figure 17 and Figure 18,
respectively. Our experimental results, as demon-
strated in Figure 16, indicate that this multi-round
refinement approach effectively enhances defini-
tion quality through iterative improvement.

A.5 Details of Evaluation Workflow

The prompts used for the generation of question gp,
entity extraction, generation of question ¢g, and
determining if the questions are related to Arab-
related knowledge are available in Fig 24, 25, 26,
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This categ

:

sory encompasses individuals of Turkish ethnicity or
g those living in Turkey, Northern Cyprus,
gnificant Turkish communities. It

includes various subca
children, and people with disabil
like Turkish LGBTQ individuals, pris

)

Generator
Model

Accuracy Clarity Non-Circularity Scope  Conciseness

38 3.64 28 356 4.16

The definition is generally clear and covers most essential
uld be more pre oncise. It should
of Turkish' to avoid

d be better outlined by
pictions and the
exclusion of non-Turkish citizens or residents of Turkey

)

Critic
Model

egory encompasses individuals of Turkish ethnicity or
ncluding those living in Turkey, Northern Cyprus
ant Turkish communities. It
such as Turkish women, men,

and people with disabilities, as well as speci

Q individuals, p s,
also covers cultural depictions of Turkish people but
n-Turkish citizens or residents of Turkey

s, and war

)

Generator
Model

Accuracy  Clarity Non-Circularity Scope  Conciseness

493 4.92 488 492 452

Figure 16: Example of multi-round definition comple-
tion.

and 27 respectively.

We showcased four example questions generated
using different concepts from our Arabic BoK in
Fig 20, 21, 22, and 23 with two of ¢p and two
of gr. The choice presented in bold indicates the
correct choice.

The prompt we used for evaluating the model’s
performance on our generated test dataset is shown
in Fig 28, which demands the model to first gener-
ate a chain of thoughts and then provide the answer
in a specific format.

A.6 Evaluation Results

Due to space limitations in the main text, we only
provided the accuracy of the models for Level 2
categories. Here, we present additional results to
support the findings within §??: Fig 29, 31, and 33
demonstrate the accuracy of GPT-40, Claude
3.5-Sonnet2, Llama-3.1-70B, and Qwen2.5-72B
within the category of Level 1, 2, and 3 respec-
tively. Fig 30, 32, and 34 demonstrate the accu-
racy of Qwen2.5-3B, Qwen2.5-7B, Qwen2.5-14B,
Qwen2.5-32B, and Qwen2.5-72B within the cate-
gory of Level 1, 2, and 3 respectively.

Due to the large number of categories in Level
2 (170) and Level 3 (595), we only present the
accuracy of 20 categories of these two levels. For
Level 1, the complete results of all categories are
presented.

A.7 Coverage Evaluation Details

We evaluate the coverage of ArabicKT by assessing
how well ArabicKT encompasses the knowledge



contained in common Arabic datasets. The ex-
haustive semantic matching between every dataset
sample and knowledge points is computationally
intensive. Therefore, we adopt a RAG-inspired ap-
proach (Lewis et al., 2020) for efficient retrieval
and coverage assessment (as shown in Fig. 5). First,
we encode the knowledge point within each node in
ArabicKT using the GTE model (Li et al., 2023b) to
construct an embedding database. For each query
text from the datasets, we similarly extract its em-
bedding and retrieve the top-k relevant knowledge
points based on embedding similarity. Finally, we
employ LLM (i.e., GPT-40 (Hurst et al., 2024)) to
determine whether any retrieved knowledge points
semantically cover the query text. The coverage
score is defined as:

_ {deDjEke K :I(d k) =1}|
a |D|

c(D) 3
where | D| denotes the total number of dataset D,
and I(d, k) is an indicator function for 1/0. The
results are shown in Fig. 5. The ArabicKT achieves
coverage rates of 76.88% and 75.64% on train-
ing corpus, while achieves 82.34% and 81.13%
on evaluation datasets. These substantial cover-
age rates, particularly on large-scale pre-training
datasets containing millions of samples, validate
the extensive breadth of our ArabicKT.

Similarly, to assess the Arabic knowledge cov-
erage of existing evaluation datasets, we examine
their knowledge coverage with respect to ArabicKT.
This coverage is defined as the extent to which our
ArabicKT nodes are covered by any sample in the
evaluation datasets. Considering the hierarchical
structure of our knowledge tree, we propose that if
anode is covered, all its parent (category) nodes are
considered covered as well. Formally, we define
the coverage rate as:

_ Hc€Cear|3d € D I(d,c) =1}
‘Ccat|

Crev(D) “
where C¢,; represents all category nodes in our
knowledge tree, and I(d, c) indicates whether sam-
ple d covers category node c or its descendants.
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Prompt for Definition Completion

*xYou are a Wikipedia Category Definition Expert.*x

*xYour task is to create a clear, concise, and accurate
definition for a given Wikipedia Category based on the
provided information. Follow these guidelines to ensure
the definition meets Wikipedia's standards:**

1. **Be Clear and Concise:x* Use straightforward language
without unnecessary complexity. Aim for brevity while
ensuring all essential aspects of the category are covered.

2. xxDefine the Scope:*x Clearly outline what is included

in the category and, if necessary, what is excluded. Specify
any relevant geographical, temporal, or organizational boundaries.
3. xxAvoid Redundancy and Circular Definitions:** Do not

use the category title or its synonyms within the definition
to prevent circular reasoning.

4. xxInclude Necessary Context:** Provide any additional
context that helps in understanding the category, such

as related organizations, time periods, or specific
attributes relevant to the category.

5. **Maintain Objectivity:** Present the definition in

an unbiased manner without subjective opinions or evaluations.
6. *xUse Consistent Formatting:** Adhere to Wikipedia's

style guidelines for category definitions, ensuring
uniformity across all definitions.

*xInput Information:*x
- xxTitlexx: ~{title}"
- xxSubcategoriesx#:

{subcategories_and_definition_str}
- **xPageskx:

{pages_and_definition_str}

*x0utput:*x

Generate a single, well-structured sentence or a short
paragraph that serves as the definition for the given
Wikipedia Category, adhering to the guidelines outlined above.

**Example: xx

*If provided with the following input:*

- xxTitlexx: Category:American poets

- *x*xSubcategoriesxx*:
- **20th-century American poets**: Poets from America
who were active in the 20th century.
- *xAfrican-American poets**: Poets of African-American
heritage.

- *%Pages*x:
- **Maya Angelou*x: American poet, memoirist, and civil
rights activist.
- **Robert Frostxx: Renowned American poet known for
his depictions of rural New England life.

*The generated definition should be:x

This category encompasses poets from the United States
across various time periods and diverse backgrounds,
recognized for their contributions to literature.

*xYour Task:*x

Using the provided input information, generate an
appropriate Wikipedia Category definition following the
structure and guidelines above.

Figure 17: Prompt for definition completion




Prompt for Definition Critique

Evaluate this following definition for:

1. Accuracy: Assess if the definition accurately and
completely describes the category without omitting
critical attributes.

2. Clarity: Determine if the definition is clear, precise,
and free from ambiguity.

3. Non-Circularity: Ensure the definition does not repeat
the category name or use synonyms that lead to circular
reasoning.

4. Scope: Verify that the definition correctly outlines
what is included in the category without being overly broad
or too narrow.

5. Conciseness: Check if the definition is succinct while
maintaining completeness.

You should be evaluating only and not attemping to solve
the task.

Only output "PASS" if all criteria are met and you have no
further suggestions for improvements.

Output your evaluation concisely in the following **JSON** format.

{
"evaluation”: "<PASS, NEEDS_IMPROVEMENT, or FAIL>",
"feedback”: "<What needs improvement and why>"

3

Figure 18: Prompt for definition critique

Instructions for Head-to-head Evaluation

Evaluation Instructions:

1. You will receive multiple pairs of concept definitions

(A and B), with each pair containing two different
definitions for the same concept

2. Please do not focus on the source of the definitions
(human/machine), evaluate solely based on the definitions
themselves

3. Compare each pair of definitions and mark your assessment
on the corresponding scales

Concept: [Specific concept name]

Definition A: [First definition]
Definition B: [Second definition]

1. Accuracy Comparison

Which definition is more accurate in terms of facts and content?
_ Definition A is more accurate

_ Both are equally accurate

_ Definition B is more accurate

2. Completeness Comparison

Which definition provides more comprehensive coverage of the
concept's core elements?

_ Definition A is more complete

_ Both are equally complete

_ Definition B is more complete

3. Clarity Comparison

Which definition is clearer and easier to understand?
_ Definition A is clearer

_ Both are equally clear

_ Definition B is clearer

4. Overall Quality Comparison

Considering all factors, which definition do you think is
better overall?

_ Definition A is better

_ Both are equally good

_ Definition B is better

Figure 19: Instructions for head-to-head evaluation of
LLM-generated definition and human-annotated defini-

tion
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What is the historical significance of the vil-
lage of Nagrig?

A. It was the capital of Ancient Egypt.

B. It bordered the Ancient city of Sais in
the fifth nome of Lower Egypt.

C. It was founded during the reign of Sal-
adin.

D. It was a major city in the Middle King-
dom of Egypt.

Figure 20: An example QA (gp) for concept “Avraham
Kalfon”.

What is the Yerushalmi, or Jerusalem Mixed
Grill, primarily associated with?

A. A religious text

B. A culinary dish

C. A historical event

D. A style of dance

Figure 21: An example QA (gp) for concept “Zabid”.

How does the American Jewish volunteer
organization AMIT incorporate Jewish val-
ues into its educational mission for students
in Israel?

A. By focusing solely on technological ed-
ucation and ignoring religious studies

B. By creating an exclusive environment for
students from affluent backgrounds

C. By providing a balanced education that
includes religious Jewish studies alongside
academic and technological subjects

D. By prioritizing military training over aca-
demic subjects

Figure 22: An example QA (¢qr) for concept “College
Elite (Beirut)”.




What position did Habibullah Khan Karzai
hold at the United Nations?

A. Afghan Ambassador to the United States
B. Permanent Representative from
Afghanistan

C. Special Envoy to the European Union
D. Afghan Delegate to the World Bank

Figure 23: An example QA (qr) for concept “Ahmad

al-Khatib”.

Prompt Template for gg Generation

**xInstructions:xx

You are an educator designing assessment questions to test
understanding of a specific knowledge point. Based on the
provided article, generate a set of new close-book questions
that vary in type and difficulty. The questions should
comprehensively cover the key aspects of the knowledge point.

**Knowledge Point:xx
{concept}

**Article:xx
<article>
{passage}
</article>

Instructions:
- **Language:** English
- x*Number of Questions:*x 3
- *xTypes of Questions:*x Multiple-choice
- x%Difficulty Levels:*x Vary the difficulty from basic recall to
higher-order thinking skills
- x%Content Requirements:*x

- Ensure questions are directly related to the information in the
article

- Do not mention the article in the questions

- Do not require referring back to the original context; questions
should be self-contained

- Avoid ambiguity; questions should be clear and precise, all
entities should be defined and avoid using pronouns and ambiguous
terms like "the book"”, "the article”, etc.

- Ensure that each correct answer is distinct, clear, definite,
and unambiguous

- Provide correct answers for each question.

- Please use A,B,C,D to format your options.

- The questions should focus on the topic of {concept}

- Provide a reason for the correct answer.

**x0utput Format:#*x
1. **Question:** [Question Text]
- A) [Option A]
- B) [Option B]
- C) [Option C]
- D) [Option D]
- xxCorrect Answer:x* [A/B/C/D]
**Reason:*x [Reason for the correct answer]

*xYour Questions:*x*

Figure 24: Prompt template for ¢p generation
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Prompt Template for Entity Extraction

As a knowledge analyzer, your task is to dissect and understand
a lecture passage (with title) provided by the user. You are
required to perform the following task:
**xExtract Entities*x: Identify and list all significant "nouns”
or entities mentioned within the script. These entities should
include, but are not limited to:

* People: Any lecturers, historical figures, or individuals
mentioned.

* Places: Specific locations or institutions referenced.

* Objects: Any concrete objects or tools discussed within
the context of the lecture.

* Concepts: Key academic concepts, theories, or themes
that are central to the lecture’s discussion.

Ensure that your summary is brief yet comprehensive, and the

list of entities is detailed and accurate. Structure your
response in a JSON format to organize the information effectively.
Do not include the title of the passage as an entity in your response.

Here is the format you should use for your response (in JSON):
"entities”: ["entityl”, "entity2", ...]

*xInputx:
<Title>
{title}
</Title>
<Passage>
{passage}
</Passage>

Figure 25: Prompt template for entity extraction

*xInstructions:xx

You are an educator designing assessment questions to test
understanding of a specific knowledge point. Based on the
provided article, generate a question discussing the interaction
between the knowledge point and the provided entity within the
context of the article.

**Knowledge Point:xx
{concept}

**Entity:*x
{entity}

*xArticle:**
<article>
{passage}
</article>

Instructions:
- *xLanguage:** English
*%Number of Questions:*x 1
**Types of Questions:*x Multiple-choice
- *xxContent Requirements:*xx

- Ensure questions are directly related to the information in
the article

- Do not mention the article in the questions

- Do not require referring back to the original context;
questions should be self-contained

- Avoid ambiguity; questions should be clear and precise, all
entities should be defined and avoid using pronouns and ambiguous
terms like "the book”, "the article”, etc.

- Ensure that each correct answer is distinct, clear, definite,
and unambiguous.

- Provide correct answers for each question.

- Please use A,B,C,D to format your options.

- Provide a reason for the correct answer.

*x0utput Format:xx
1. *xQuestion:** [Question Text]
- A) [Option A]
- B) [Option B]
- C) [Option C]
- D) [Option D]
- xxCorrect Answer:*x [A/B/C/D]
- **Reason:xx [Reason for the correct answer]

*xYour Questions:x*

Figure 26: Prompt template for ¢ generation



Prompt Template for Determining if Question is Re-

lated to Arab-knowledge

*xTask Description*x

You are an AI language model analyst. Your task is to
determine whether a given question is of good quality
based on the following criteria:

**Related to Arabic Culturexx: the question is directly
related to **OR** belongs to ~Generalized Middle East™
**OR** ~Broader Arab world™ with highly related historical
or geographical connections. It could be:

1. Countries including “Afghanistan™, “Algeria®, ~Comoros-,

“Cyprus™, “Djibouti”, “Morocco™, “Iraq™, “Iran, “Pakistan,
“Turkey™, “Tunisia™, “Syria”, ~Somalia®, “Yemen™, ~Sudan”,
“Libya™, “Egypt™, “Saudi Arabia™, “United Arab Emirates~,
“Qatar, “Bahrain™, “Kuwait™, ~Oman~, ~Jordan~, ~Lebanon”,
“Palestine™, “Israel”, "Jerusalem™, “Hebron~, ~Gaza",

~Jericho™, etc, modern or ancient.

2. Cities or Locations in the above areas.

3. Peoples, Organizations, or Persons in the above areas.
4. Cultures, Societies, Works, Art, Science, Religions,
Educations, Histories, Geographies, Politics, Economies,
etc in the above areas.

5. Other related concepts.

If the question satisfies the criteria, then the
question is of good quality. Otherwise it is of bad quality.

*x0utput Instructionxx

You should return GOOD or BAD first, then give an explanation
in English. Please output the results in the following format:
<quality>GOOD/BAD</quality>

<explanation>provide a explanation here</explanation>

*xInput*xx
{question}

Figure 27: Prompt Template for determining if question
is related to Arab-knowledge

Prompt

Answer the following multiple choice question. The last
line of your response should be of the following format:
'Answer: $LETTER' (without quotes) where LETTER is one
of ABCD. Think step by step before answering.

Who were the founding members of the band Speed Caravan?

A) Mehdi Haddab, Hamdi Benani, and Keziah Jones

B) Mehdi Haddab, Pascal « Pasco » Teillet, and Hermione
Frank

C) MC Spex, Rachid Taha, and Rodolphe Burger

D) The Chemical Brothers, The Cure, and Jimmy Page

Figure 28: Question evaluation prompt following Ope-
nAl (2024)
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Figure 29: Accruracy on categories of level 1 in Arabic BoK for prevalent LLMs.
Accuracy of Different Categories of Level 1 in Arabic BoK
8 Qwen2.5-3B
" Qwen2.5-7B
mm Qwen2.5-14B
wsw Qwen2.5-32B
084 = Qwen2.5-72B
(IEEEEE= B = = = =B E B B E E B B EBE HFE E B EBE EBE E B ===
>
o
©
e
3
S
<
(IEEE—— B = = = = E B B B E B B B B B B E B B B ===
(PR B = = = = B B B ®B E B B B B B B E EBE B B ===
0.0+
ond east PIE ¢ stubs gast gast ries gast EnS gast Y \ists gast ydies gast
oo masﬁ“‘:: gt a&"“‘e\;‘m vgg\,ms“ i \nwmdlf \‘\m‘\: me\e e n\mﬁ&‘iﬂ\ﬁﬂ“\,ﬂ "\“:\“N md:; .moa\e “\‘,\5; E‘“ d:: " m\axeﬂn‘ . ‘;‘,xddtgdﬁ\g“‘";\: wiode
va“ guca® ol Terro T oogra®! Religt® wass ™ nover™ e
Def "
Category

Figure 30: Accruracy on categories of level 1 in Arabic BoK for Qwen2.5 series models.
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Figure 31: Accruracy on categories of level 2 in Arabic BoK for prevalent LLMs.
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Figure 33: Accruracy on categories of level 3 in Arabic BoK for prevalent LLMs.
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Figure 34: Accruracy on categories of level 3 in Arabic BoK for Qwen2.5 series models.
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