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ABSTRACT

The predominant success of diffusion models in generative modeling has spurred
significant interest in understanding their theoretical foundations. In this work,
we propose a feature learning framework aimed at analyzing and comparing the
training dynamics of diffusion models with those of traditional classification mod-
els. Our theoretical analysis demonstrates that, under identical settings, diffusion
models, due to the denoising objective, are encouraged to learn more balanced and
comprehensive representations of the data. In contrast, neural networks with a simi-
lar architecture trained for classification tend to prioritize learning specific patterns
in the data, often focusing on easy-to-learn features. To support these theoretical
insights, we conduct several experiments on both synthetic and real-world datasets,
which empirically validate our findings and highlight the distinct feature learning
dynamics in diffusion models compared to classification.

1 INTRODUCTION

Diffusion models (Ho et al., 2020; |Song et al.| 2021)) have emerged as a powerful class of generative
models for content synthesis and have demonstrated state-of-the-art generative performance in a
variety of domains, such as computer vision (Dhariwal & Nichol, 2021} [Peebles & Xie, [2023)),
acoustic (Kong et al., 2021 |Chen et al.,[2021) and biochemical (Hoogeboom et al., 2022} [Watson
et al.| 2023). Recently, many works have employed (pre-trained) diffusion models to extract useful
representations for tasks other than generative modelling, and demonstrated surprising capabilities in
classical tasks such as image classification with little-to-no tuning (Mukhopadhyay et al.| 2023} Xiang
et al., [2023} |Li et al.| 2023a} |Clark & Jaini, [2024;|Yang & Wang), |2023} Jaini et al., [2024). Compared
to discriminative models trained with supervised learning, diffusion models not only are able to
achieve comparable recognition performance (Li et al., 2023a)), but also demonstrate exceptional
out-of-distribution transferablity (Li et al., |2023a}; Jaini et al., 2024) and improved classification
robustness (Chen et al.| [2024c).

The significant representation learning power suggests diffusion models are able to extract meaningful
features from training data. Indeed, the core of diffusion models is to estimate the data distribution
through progressively denoising noisy inputs over several iterative steps. This inherently views data
distribution as a composition of multiple latent features and therefore learning the data distribution
corresponds to learning the underlying features. Nevertheless, it remains unclear

how feature learning happens during the training of diffusion models and whether the feature
learning process is different to supervised learning.

Regardless of the ground-breaking success of diffusion models, the theoretical understanding is still
in its infancy. Existing analysis on diffusion models has mostly focused on theoretical guarantees in
terms of distribution estimation and sampling convergence. Several works have derived statistical
estimation errors between distribution generated by diffusion models to ground-truth distribution
(Oko et al., 2023 |Zhang et al.| [2024} |Chen et al.,|2023a), showing that diffusion models achieve a
minimax optimal rate under certain assumptions on the true density (Oko et al., [2023; Zhang et al.,
2024)). Algorithmically, Li et al.|(2023c); Han et al.|(2024)) study the estimation error of diffusion
models trained with gradient descent using kernel methods. [Shah et al.|(2023));|Gatmiry et al.|(2024);
Chen et al.[(2024d) introduce algorithms based on diffusion models for learning Gaussian mixture
models. In addition, given access to sufficiently accurate score estimation, |Lee et al.| (2022;2023));
Chen et al.[(2023b); [Li et al.|(2023b) prove the convergence guarantees of sampling in (score-based)
diffusion models. Despite showing provable guarantees for diffusion models, existing theories are
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limited to the generative aspects of diffusion models, namely distribution learning and sampling.
To the best of our knowledge, no theoretical analysis is performed to elucidate the feature learning
process in diffusion models.

Notations. We make use of the following notations throughout the paper. We use || - || to de-
note Lo norm for vectors and Frobenius norm for matrices, unless mentioning otherwise. We use
O(), (), 0(-),0(-), w(-) for the big-O, big-Omega, big-Theta, small-o, small-omega notations. We
write O(-) to hid (poly)logarithmic factors and similar notations hold for ©(-) and O(-). For a binary
condition C, we let 1(C) = 1if C is true and 1(C) = 0 otherwise.

1.1  OUR MAIN RESULTS

In this work, we develop a theoretical framework that studies feature learning dynamics of diffusion
model and compares with classification. Inspired by the image data structure, we employ a multi-
patch data distribution x = [p,, £] for both classification and diffusion model training. We consider
a two-class data setup with y = 1 as the data label and g1, u_; € R? are two fixed orthogonal
vectors, i.e., 1 L p_1, representing the signal. On the other hand, £ is the label-independent noise,
which is randomly sampled from a Gaussian distribution with standard deviation o.

In order to elucidate the difference of feature
learning dynamics for the two tasks, we adopt
a two-layer convolutional neural network with
quadratic activation. For diffusion model, we w(1) |
consider a weight-sharing setting for the first and
second layer, which is commonly considered for
analyzing autoencoders (Nguyen| 2021} |Cui &
Zdeborova, 2024)). For classification, we fix the o)t
second layer weights to be +1, following [Cao
et al.|(2022)); [Kou et al.|(2023)). In other words, the
classifier can be viewed as attaching a fixed lin-

signal learning
noise learning

= Classification

= Diffusion model

ear head to the intermediate layer of the diffusion o(1) t

model. Given a training dataset of n samples from ‘

the multi-patch data distribution, we use gradient o(1) 9(1) w(1)
descent to minimize the empirical logistic loss for n - SNR2

classification and the DDPM loss (Ho et al., [2020)

with expectation over the diffusion noise. Figure 1: Illustration of the ratio of signal learn-

ing to noise learning when varying n - SNR?,
where SNR := ||u||/(0¢V/d). We show diffu-
sion model tends to study more balanced signal
and noise while classification has a sharp phase
transition and tends to focus on learning either
signal or noise.

Under the above settings, we investigate the dif-
ferences of feature learning dynamics between
diffusion model and classification. We quantify
the feature learning in terms of signal learning
and noise learning, measured through the align-
ment between the network weights w to the direc-
tions of signal/noise respectively, i.e., [(W, tt)],
|{(w, &)|. We present the following (informal) results that compare the feature learning trajectories of
the two learning paradigms.

Theorem 1.1 (Informal). Let SNR := ||u||/(c¢V/d) be the signal-to-noise ratio. We can show

* For diffusion model, |(w, p,)|, |(w, £)| exhibit linear growth initially and a neural network can
find a stationary point that satisfies |(w, p,))|/|(w, €)| = ©(n - SNR?).

(W, )|, |(w, €)| exhibit exponential growth initially and when n - SNR? >
(w, )| /|(w,€)] = w(1), and when n - SNR* < 1/8,

e For classification,
B for some constant (3 1,

(W, )|/ [{w, €)[ = o(1).

Theorem|[I 1| first highlights a difference in the learning speed during the early stage of training, where
the growth rate is quadratic for classification and linear for diffusion model. As a result, the final
learning outcomes can be largely different. Especially in the SNR region where n - SNR? = o(1),
classification tends to be sensitive to the SNR value and will focus on learning either the signal p,, or
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the noise £. In contrast, diffusion model learns both signal and noise with the same order. Such a
claim is visualized in Figure[I}

We believe our framework represents the first attempt to systematically investigate feature learning
within diffusion models, potentially uncovering novel insights into the less understood properties of
diffusion models, such as the critical window (Sclocchi et al., |2024; L1 & Chen, [2024)), shape bias
(Jaini et al.|[2024), classification robustness (Chen et al,2024c)), among others.

2 PROBLEM SETTING

This section introduces the problem settings for both diffusion model and classification, including the
data model, neural network functions as well as training objectives and algorithm.

Definition 2.1 (Data distribution). Each data sample consists of two patches, as X = [x(l)T, X(Q)T]T,
where each patch is generated as follows:

o Sample y € {—1, 1} uniformly withP(y = —1) =P(y =1) = 1/2.

* Given two orthogonal signal vectors 1, p_1, with 1 L p_1, we set x(V) = Wy, e, x() =
wiify = 1and xY = p_y ify = —1. For simplicity, we assume ||p1| = |[u_1]| = || p||-

 Serx(®) = & where & ~ N'(0,03(1 - pp] a2 — posp | a] 72)

Such a multi-patch data model mimics the properties of image data where each image is composed of
several patches. Only some patches are relevant to the class label while others become background
noise. The noise patch £ is generated from the Gaussian distribution such that it is orthogonal to
the signal vectors pu1, p— for simplicity of analysis. This data model has been employed in several
existing works (Cao et al 2022} |Chen et al., 2022; [Kou et al., 2023} |Allen-Zhu & Lil [2023)). A
difference in our model is that we have two signal vectors that are orthogonal, instead of a single
vector with signal patch being yp as in the previous studies. We also highlight that although we only
consider two patches for simplicity, our analysis can be easily extended to multi-patch data.

Neural network functions. We consider two-layer convolutional-type neural networks for both
diffusion model and classification. For diffusion model, we consider neural network with quadratic
activation and shared first-layer and second-layer weights:

FOW.x) = [A W x0T, (W x)T] e w2

1 2
where fp(W,x(p)) = —mz<wr,x(p)> w,, p=12
r=1
where m denotes the network width and r represents the neuron index. That is, we decouple the
training of neural network at each diffusion time step with separate weight parameters, a strategy also

adopted in (Shah et al.| 2023) for simplicity of analysis.

For classification, we consider a similar neural network with quadratic activation where second-layer
weights are fixed to be +-1 (instead of w,.):

FW,x) = F1(Wy,x) — F_1(W_1,x),

1 — 1 &
h F :75 ox (Y2 75 CxP2,
where (W, x) — (W, x")" + — (Wj o, x')

r=1 r=1

We remark that the use of polynomial activation, such as quadratic, cubic and ReLU with polynomial
smoothing is not uncommon in existing theoretical works (Cao et al., 2022; Jelassi & Li, |2022; Zou
et al., 2023; [Huang et al., 2023} Meng et al., 2023)). The aim is to better elucidate the separation
between signal and noise learning dynamics in the process of training.

Training objectives and algorithm. For diffusion model, the goal is to estimate the distribution
of input images through the process of gradual denoising. In particular, we employ the objective of
denoising diffusion probabilistic model (DDPM) (Ho et al., 2020). We let xo = [x(1), x(?)]T ¢ R4
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to denote input image. For a given diffusion time step ¢ € [0, 7], we sample x; = ayxo + S¢€; for
€; ~ N(0,1) and some noise schedule coefficients {c, 5;}7_,. In this work, we do not make any
assumption over the noise schedule.

The aim is estimate the mean of the posterior distribution of the noise €; conditioned on x;. This is
achieved by training a neural network f to predict the noise added at each step . The DDPM loss is
given by Ex, , || f(x¢) — €| up to some re-scaling (Ho et al.l 2020). We consider a finite-sample
setup given by the training images {x; }!"_; sampled according to Deﬁnitionand thus the empirical
DDPM loss at time step ¢ becomes

F(Wy, aexo,; + Breri) — 6t,i||2 )

1 1
Lp(We) = o ZEet,i FOWix0) — €] = o ZEet,i
=1 i=1
where we let X ; = x; and x; ; = a:Xo,; + B¢€:,;. Unlike (Han et al.| [2024), where each sample ¢
is associated with a single noise €;; ~ N (0, I), we here consider taking the expectation over the
noise distribution, which aligns with the practical setting where multiple noises are sampled for
each input data. We use gradient descent to train diffusion model starting from random Gaussian
initialization w¥, ~ N'(0,031) as wit! = wk, — 9V,  Lr(WF), where we let superscript  to
denote iteration index and subscript 7, ¢ to denote neuron index and diffusion timestep respectively.

For classification, we minimize the empirical logistic loss over the training data {x;, y; }1" .

Ls(W) = -3 0(gif(W,x0),  £(z) = log (1 + exp(~2)).

The same as diffusion model, e use gradient descent to train the neural network starting from
random Gaussian initialization w9, ~ N(0, o3T).

3 MAIN RESULTS

Our main results are based on the following conditions.
Condition 3.1. Suppose the following holds.

1. Dimension d is sufficiently large with d = ﬁ( max{ || ]2, anUgl l|gel|, ntm?2, n4m80g2}).

2. The sample size n and network width m satisfies n,m = Q(1).

3. The standard deviation of initialization og is chosen such that 6(n2m¢7£—1d_1) < 09 <
O(min{p| =Y, o7 d=1/2, m=0d~1/2}).

4. The learning rate ) satisfies n < 6( min{m|/p| 2, nmaoagld_l/Q, nmade_l}).

5. The noise coefficients for diffusion model satisfy a, B; = O(1).

Condition [3.1]requires d to be large to ensure learning in an over-parameterized setting. Furthermore,
we only require the network width and sample size to be lower bounded by some logarithmic factors,
in order to achieve certain concentration properties of neurons and samples. The upper bound on
the initialization oy is to ensure random initialization does not significantly affect the signal and
noise learning dynamics. The lower bound on oy is required to bound the noise inner product at
initialization for properly minimizing the training loss of classification. We can ensure the lower
bound is valid by imposing further conditions on the dimension d. The learning rate ) is chosen
sufficiently small for the convergence analysis for the classification. Lastly for diffusion model, we
consider the constant order for «, 3;. We believe that the constant order of a; and f3; reflects the
standard practice in diffusion models, such as (Ho et al.}|2020). Similar assumptions are commonly
employed to derive learning guarantees for classification (Chatterji & Long| 2021} |Cao et al., 2022}
Kou et al.| 2023)).

Based on Condition[3.1] we present the main results for diffusion model (Theorem 3.1)) and classifica-
tion (Theorem [3.2)).

Theorem 3.1 (Diffusion model). Under Condition[3.1) along the training trajectory of diffusion
model, there exists a stationary point Wy, i.e., Vy,  Lr(W}) = 0 that satisfies (1) (wy ,, pj) =

O((wWy 4, 1jr)), (2) (Wi 1, &) = O((w) 1, &ir)), and (3) for all j = 1,7 € [m], i € [m],
(W7 s )|/ | (W74, &) = ©(n - SNR?).

4
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Theorem [3.1] states that the training of diffusion model encourages performing balanced signal and
noise learning, i.e., the neurons are sharing the same order in the directions of signals and noise.
Notably, the ratio between signal and noise learning is governed by the SNR, with a stationary
magnitude as n - SNR?.

Theorem 3.2 (Classification). Let T}, = ©(n~ m/| | ~2) and Te = é(n’lnmo’de’l) and sup-

pose 6 > 0. Under Condition there exist two absolute constants C > C > 0 such that with
probability at least 1 — 0, it satisfies that:

o When n - SNR? > C, there exists 0 < k < T,, such that training loss converges with L S(Wk) <
0.1 and i i
m?‘X|<W]'7r’uj>| > 2, VJ = =1, Ijnl?‘i(|<w]7r7£z>| = 0(1)'

o Whenn - SNR? < C, there exists 0 < k < T¢ such that training loss converges with Ls(WF) <
0.1 and
max [(wy, &)l 2 1, Vi€ [n], - max|(wj, py) = o1).

Theorem 3.2 establishes a sharp phase transition between signal and noise learning for the case of
classification. The transition is precisely determined by 7 - SNR?. That is, when . - SNR? > C for
some constant C' > 0, the neural network learns signal to achieve small training loss. On the contrary,
when n - SNR? < C for some constant C' € (0, 6), the neural network overfits noise in order to
converge. Using standard techniques, such as in (Cao et al., 2022)), we can show signal and noise
learning corresponds to the regime of benign and harmful overfitting respectively. To the best of our
knowledge, this is the first result that shows separation under the constant of n - SNR?.

Diffusion model learns balanced features while classification learn dominant features. Compar-
ing the learning outcomes of diffusion model and classification, we reveal a critical difference that
diffusion model learn more balanced features depending on the SNR conditions, while classification
is prone to learning either signal or noise predominately. This can be best understood in the case of
n-SNR? = ©(1). By Theorem we have either signal learning or noise dominating the learning
process in classification, while Theorem [3.1] suggests signal and noise learning are in the same order
in diffusion models. The theoretical findings corroborate the empirical observations that the neural
network trained for classification is prone to overly rely on learning a specific pattern that is easier to
learn, a process known as shortcut learning (Geirhos et al., [2020). Meanwhile, diffusion models tend
to learn low-frequency, global patterns (Jaini et al.,[2024), which helps to improve the classification
robustness (Chen et al., [2024bgc)).

4 PROOF OVERVIEW

In summary, for diffusion model, both the mean-squared loss and the joint training of two layers
impose significant challenges for the analysis. Thus, we decouple the training into two stages,
and characterize the stationary points based on the derived results at the end of first-stage. For
classification, the two-stage analysis is similar as in (Cao et al., [2022; [Kou et al.| 2023)) where the
first stage learns signal or noise vector sufficiently fast and the second stage shows convergence in
the training loss where the learned scale difference in the first stage is maintained. However for
classification analysis, we highlight two critical differences compared to existing works (Cao et al.|
2022; Kou et al.,|2023; Meng et al.,2024), i.e., a constant 7 - SNR? condition and quadratic activation.

4.1 DIFFUSION MODEL

We first simplify the DDPM loss by taking the expectation with respect to the added diffusion noise:

n 2 m m
B 1 1 ()2 2 doSr 2 (p)
Lp(Wy) =d+ m ;; ( EEE“ Z<WT>t’Xt,i ) Wr,tH - Jm ; [Woe <Wr,t7xo,z‘>)v

r=1
I 1P
where we recall for p = 1,2, xgﬁ) = atxé’j ) + B,€el?), with x&i) = py, and x((fg = ¢ and

eg,li), egi) ~ N(0,T). We further simplify I; in Lemma (in Appendix). We make several remarks
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in order. First, I; corresponds to a regularization term that regulates the magnitude of each neuron
as well as the alignment among neurons. o corresponds to the main learning term. Second, in the
current setting, when either a; or 3; vanishes, the loss is dominated by the regularization term such
that neural network converges towards zero.

First stage. In the first stage, where all the key quantities, including signal and noise inner products,
norm of the weights and cross-neuron inner product remain close to their respective initialization, we
can show the growth of the signal and noise inner products is approximately linear:

4 S -~
(WEEL ) = (Wh ) + 9 BUS L w1212+ O (o5 d? |y P,
k 4
(WEFL &) = (wh &) + 2l |k 121652 + O(ogodd™/?),

This allows to simplify the analysis for the initial iterations and we have the following scale at the
end of the first stage.

Lemma 4.1. Under Condition there exists an iteration T\ = maX{TH, Tf}, where T),, =
O(yvmay td=Y|u|~tn~t) and Ty = O(ny/moy o 71d_3/2 n~1) such that for all k < Ty, (1)

(W i) | = Olool|pll) (2) (wh . &) = (OOng) and (3) ||wy,||* = ©(03d) for all v €
[m],j = £1,i € [n]. forall j = £1, r € [m], i € [n]. Furthermore, we can show

© (Wih i) = O((wit, i),

* (wihh &) = O((w,y, €0)),

o [(wih m)l/[(wyhs &) = ©(n - SNR?),
forall j,j' = £1,r,v" € [m],i,7 € [n].

Lemma [.T] verifies that at the end of the first stage, due to the linear dynamics, all the key inner
products and norms are still close to their initialization. In the meantime, all the neurons are
concentrated in terms of signal and noise learning and the ratio is precisely determined by n - SNRZ.
This is critically different compared to the case of classification where signal and noise inner product
exhibits exponential growth as we show later and thus allows a clear scale difference at the end of the
first stage.

Second stage. The second stage shows that there exists a stationary point such that the relative
scale at the end of the first stage is preserved, namely concentration of neurons (wf_,t, Bi) =

OUWE 1)), (Wh &) = O((Wh, &) forall j, j' = £1,r,7' € [m],i,i’ € [n] as well as the
ratio of signal to noise learning respects the order of n - SNR?. Towards this end, we first identify the
required conditions for a stationary point w;: , under the concentration of neurons, which leads to

VIO (W7 4 113)7 4 (W7 o b1y [0 | (W €6 (07 )+ (W07 905 )
(W €)W 205 p15) () 2 2 I 5 1) )
= O((W} 1, £ (WS 1) + (W 1)+ W 12125117
Vmo((wr . €)° + <w:f,t,si>3uw:t||2 (W ) (W7 60) Hw;tu4<wima>
* 2 * (|2 2 2
W g I P )+ (€02 WP w1 s €016017))
= O (Wi ) (Wi ) + (W, 607 W& + Ony/ma /%),

We then separately analyze the three SNR conditions: (1) n - SNR? = ©(1), (2) n - SNR? = ﬁ(l)
and 3) n~' - SNR™2 = Q(1). We show

* When n - SNR? = O). (Wi /1w, i)l = O(1).
* When 7 - SNR? = Q(1), Q(1) = (), p;)|/|(w}1, &) | < ©(nn - SNR?).
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« Whenn~!-SNR™2 = Q(1), (1) = (W, &I/ 1wy, )| < ©(n~! - SNR™2).

This demonstrates that if n - SNR? is a constant, then the relative magnitude of signal learning to
noise learning is also a constant. If n - SNR? is lower bounded by a log order, then the ratio cannot
be larger than the order of n - SNR2. On the other hand, if n~" - SNR™? is lower bounded by a
log order, then the ratio cannot be smaller than the order of n - SNR?. This suggests there exists a
stationary point that preserves the scale.

4.2 CLASSIFICATION

Let S, == {i € [n] : y; = y} fory = +1 and ¢}* = ¢'(y; f(WF,x)). Then we can rewrite the
gradient descent updates in terms of the signal and noise inner products:

0| | nlS, el e
(WA ) = (wh ) — IS0t il = = OB g ek

3 nm nm
Ui . n . .
<W§':,-:17€i> = (wh &) — %zék (wh . e&lP iy — oy nyf (Wh o &gy (€, &), ()
i i
forall j,y = £1,r € [m],i € [n]. The iterative updates of signal inner product suggests that for

any j = +1, w; . specializes the learning of p1; because by the fact that £¥ < 0, [(WrT! )| =

2
(1- Wﬂ;k‘jyﬂ(wir, By)| > |<W?’T, W) | only when j = y. For the noise inner product, the

growth is dominated by the second term where |(&;, &/)| = O(d~/2)||&]|? is significantly smaller.

Therefore, we can show \(wﬁrl, i)| grows only for j = y; while for j = —y;, the magnitude cannot

increase relative to the scale of initialization. Next, we decompose the analysis into two stages.
First stage. In the first stage before the maximum of signal and noise inner product reaches constant
order, the loss derivatives can be lower bounded by an absolute constant, i.e., |€2’“\ > C,, for all
k < Ti. As aresult, both signal and noise inner product can grow exponentially and the relative
growth rates are precisely characterized by the condition on n - SNR?. A constant order of difference
in the growth rate is sufficient to ensure at the end of first stage, there exists a scale separation in
signal and noise learning, where either signal or noise inner product reaches a constant order.

Different to existing analysis that only shows maximum inner product reaches constant order (Cao
et al.| 2022), we also show the average inner product reach constant order at the same time. Such a
stronger result is required for the analysis under the constant order of n - SNR?, which reduces the
required iteration number in the second stage by an order of m.

For the case of signal learning, we can readily obtain the same bound for the average inner product and
maximum inner product based on (T)). Nevertheless, this becomes challenging for noise learning due to
the cross term in (2). Thus, we rely on an anti-concentration result that lower bounds the [(w ., &;)|
at initialization, which is sufficient to ensure the sign invariance across the whole optimization
process, i.e., sign((w¥ ., &;)) = sign((w? ., &;)) for all k. The following lemma provides a formal
characterization at the end of first stage.

Lemma 4.2. Under Condition ' (1) When n - SNR? = Q(1), there exists Ty = O (" m)| ] ~2),
such that L 3" |(ij},uj>\ > 2 forall j = +1 and max;,; |<WJT;,51>\ = o(1). (2) When

r=1

n~t-SNR™? = Q(1), there exists Ty = é(r]_lnmogzd_l) such that =57 [(wl &) > 4

r=1

foralli € [n] and max j, r,y\(ij,;, By = o(1).

Second stage. Lemma4.2]already shows a scale difference in the signal and noise learning. In the
second stage, we follow the standard analysis (Cao et al.,[2022; Kou et al., [2023) to show the loss
converges while the scale difference is maintained. Because - SNR? can be a constant, we require to
carefully bound the loss derivatives in the second stage particularly for establishing the upper bound
for [(w# ., &)| when n- SNR® = Q(1). The naive bound max; |¢{*| < max; |¢¥| < nLs(W*) used
in (Cao et al., 2022) no longer works as it introduces an additional factor of n. To provide a tighter
bound, we show the ratio of loss derivatives in the case of n - SNR? = Q(1), i.e., |¢F|/|0F] < C,
for all 4,4' € [n] with y; = y;r, k > Ty, where C; > 0 is a constant. This is possible because the
network output is dominated by the signal, which is shared across samples with the same label. This
allows to bound max; (| = ©(|S,,. |7 e, | 10F]) < O(Ls(WH)).
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Figure 2: Experiments on the synthetic dataset with both low SNR (n - SNR? = 0.75) and high
SNR (n - SNR? = 6.75). In the low SNR setting, we see noise learning quickly dominates signal
learning for the classification task and in the high SNR setting, signal learning quickly dominates
noise learning. Meanwhile diffusion model converges to a stationary point that with signal-to-noise
learning ratio respects the order of n - SNR?.
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Figure 3: Experiments on the synthetic dataset with both low SNR (n - SNR? = 0.75) and high SNR
(n - SNR? = 6.75). The loss for both diffusion model and classification and training/test accuracy
for classification.

5 NUMERICAL EXPERIMENTS

We conduct both synthetic and real-world experiments to verify the difference between diffusion
model and classification in terms of signal and noise learning.

5.1 SYNTHETIC EXPERIMENT

We follow the data distribution in Definition[2.T]to generate a synthetic dataset for both diffusion model
and classification. Specifically, we set data dimension d = 1000 and let g1 = [p1,0,--- ,0] € R?
and p_1 = [0, 1,0, ---,0] € R%. We sample the noise patch & ~ N(0,1,), i € [n] (i.e., oc = 1).
We set sample size and network width to be n = 30 and m = 20 and initialize the weights to be
Gaussian with a standard deviation op = 0.001. Such a setting is aligned with the Condition [3.1]
We vary the choice of p to create two problem settings: (1) low SNR with p = 5, which leads to
n - SNR? = 0.75 and (2) high SNR with z = 15, which leads to n - SNR? = 6.75. We use the same
two-layer networks introduced in Section[2] For classification, we set a learning rate of n = 0.1 and
train for 500 iterations. We also measure the in-distribution test accuracy with 3000 test samples. For
diffusion model, instead of using the expected loss, we train the DDPM loss by averaging the added
diffusion noise, following the standard training of diffusion model. In particular, for each sample,
we samples n, = 2000 noise at each iteration and the loss is calculated by taking an average over
the noise. For the noise coefficients, we consider a time ¢t = 0.2 and set oy = exp(—t) = 0.82 and

Bt = v/1 —exp(—2t) = 0.57.

In Figure 2] we compare signal and noise learning dynamics (visualized through maximum signal
and noise inner product) between classification and diffusion model. In Figure[3] we also include
training loss convergence for both the tasks as well as training and test accuracy for classification.

We see both classification and diffusion model are able to converge in loss, although diffusion model
only finds a stationary point. In the low SNR setting, classification is able to perfectly fit the training
samples with a 100% classification accuracy. However because it primarily focuses on learning noise,
the generalization is poor with a test accuracy of around 50%. For the high-SNR case, both training
and test sets can be perfectly classified due to the signal learning.
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Figure 4: Experiments on Noisy-MNIST with SNR = 0.1. (First Figure 5: Experimgrlt_s/ on
row): Test Noisy-MNIST images; (Second row): Illustration of in- Noisy-MNIST with SNR =
put gradient, i.e., Vi F 1 (W, x) wheny = 1 and Vi F_1(W,x) 0.1. (a) Train loss for classifi-
when y = 0. (Third row): denoised image from diffusion model. cation. (b) Train loss for diffu-
In this low-SNR case, we see classification tends to predominately sion model. (c) Feature learn-
learn noise while diffusion learns both signals and noise. ing dynamics.

Regarding feature learning in classification, noise learning quickly dominates signal learning by
exhibiting a significant larger growth in the first stage (up to around 20 iterations). This ensures
noise learning to reach a constant order while signal learning is still very small. The second stage
corresponds to loss convergence and the growth of both signal and noise learning is upper bounded
by a log order. For diffusion model, in the first stage, where loss does not materially change, both
signal and noise learning increases linearly which remains on the same order. In the second stage
where loss significantly decreases, signal and noise learning grow at an exponential rate and in the
third stage, due to the regularization term on the weight, noise and signal reach a stationary point that
preserves the scale of n - SNR?.

5.2 REAL-WORLD EXPERIMENT

In addition, we also verify the feature learning comparisons on MNIST dataset (Lecun et al., {1998).
In order to better control the SNR, we create a noisy version of MNIST dataset (and called Noisy-
MNIST) where we view each original MNIST image as a clean signal patch and then we concatenate
a standard Gaussian noise patch with the same size, i.e., 28 x 28. In addition, we scale the signal patch

by a constant, which we denote as SNR. Because the noise scale is fixed, higher SNR corresponds

to higher SNR. Some sample images with SNR = 0.1 are shown in the first row of Figure
We select 50 samples each from digit O and 1 respectively (i.e., n = 100). We consider the same
neural networks as in the synthetic example, where we set m = 100 and initialize the weights with
oo = 0.01. For diffusion model, we choose the same «, 3; as in the synthetic experiment. In the

main paper, we present the results for SNR = 0.1, which corresponds to low SNR setting. Figure
[5] shows both classification and diffusion model converges in losses. In addition, we also plot the
signal and noise learning dynamics in Figure [5|c). Because each image is composed of unique
signal p; and noise patch &; for ¢ € [n], we measure the signal and noise learning by computing
LN max, [(w,, )| and £ 3" max, |(w,, &;)| respectively. We notice that due to the low
SNR, when convergence, noise learning in classification dominates signal learning while diffusion
model learns a more balanced ratio. This corroborates our theoretical findings.
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To visualize the patterns learned by the neural networks, for classification, we use a similar idea
of Grad-CAM (Selvaraju et al.| [2020) by probing into the gradient of output with respect to the
input. In particular, for samples of digit 0, we plot the gradient of negative function output, i.e.,
VxF_1(W,x) and for samples of digit 1, we plot Vi F;1(W,x). In the second row of Figure 4]
the gradients with respect to six test images suggest that classification learns significantly more noise
compared to the signal patch. On the other hand, for diffusion model, we first add diffusion noise to
the input images and use the network to predict the added noise. Then we plot the predicted input
using the formula X = (x: — 8:€(x¢t))/ s, where €(x;) denotes the predicted diffusion noise. In
the third row of Figure[d] we see diffusion models learn both the signal and noise. In Appendix [B.T}

we also experiment on a high-SNR setting with SNR = 0.5 where we see the reverse pattern that
classification predominately learns noise rather than signal while diffusion model still balances the
learning of both signal and noise.

6 CONCLUSIONS AND DISCUSSIONS

This work presents a novel theoretical framework for analyzing the feature learning dynamics in
diffusion models, marking the first such contribution to the existing literature. Through rigorous
analysis, we demonstrate that diffusion models inherently promote the learning of more balanced
features, in contrast to traditional classification methods, which tend to prioritize certain features over
others. This suggests models trained for classification may be more sensitive to the change in SNR
compared to diffusion models. Consequently, this may explain the inherent adversarial robustness
of diffusion model in downstream applications, such as classification (Li et al.} [2023a} |Chen et al.}
2024cfb), because such perturbations are less likely to significantly alter the feature learning outcomes
of diffusion models compared to classification models.

Although our study focuses on two-patch data setup, the framework can be adapted to accommodate
more complex data settings. For example, our analysis can be extended to multi-feature data
distributions, where certain features appear more frequently (Zou et al., [2023) or possess larger
norms than others (Lu et al.l2024). Such extensions may potentially uncover deeper insights into
the mechanisms of feature learning in more realistic scenarios. We hypothesize that, despite the
infrequent occurrence or smaller norm of these features, diffusion models can effectively learn them
due to the nature of the denoising objective. This insight has significant implications for downstream
tasks, such as out-of-distribution classification, where only these rare or weak features may be present.
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A RELATED WORKS

Theoretical analysis of diffusion model. Existing theoretical guarantees for diffusion models focus
on distribution estimation and sampling. For distribution estimation, (2023) show that
diffusion model can achieve a nearly minimax optimal estimation error where the true density is
defined over a bounded Besov space. The minimax optimality of diffusion model is later proved
to hold for a more general class of densities that are sub-Gaussian and satisfy certain degree of
smoothness (Zhang et all, [2024)). Further, [Oko et al.| (2023)); [Chen et al| (20234) prove that when the
density is supported on a low-dimensional subspace, diffusion model avoids curse of dimensionality
with an estimation rate that only depends on the intrinsic dimension. Besides statistical guarantees,
several studies approach the distribution learning problem from an algorithmic perspective.
(2023) shows gradient descent can provably learn the distribution of well-separated spherical
Gaussian mixtures. Some other works study the distribution estimation of diffusion model trained
by gradient descent dynamics, under the choice of a random feature model (Li et all and
neural tangent kernel regime [2024). In addition,|Gatmiry et al ;|Chen et al.|(2024d)
introduce efficient algorithms based on diffusion models for estimating the density of more general
Gaussian mixture model. Finally, [Wang et al.[(2024) analyze the convergence of denoising score
matching objective under gradient descent.

Apart from distribution estimation aspect of diffusion model, many works study the convergence
guarantees for diffusion model sampling. Several results (Lee et al.} 2022} 2023} [Chen et al [2023b}
[2023b) have shown (score-based) diffusion model attains polynomial convergence rate under
sufficiently accurate score estimation. Recent literature has also aimed to accelerate the convergence
in sampling via strategies such as consistency training (Song et al| 2023} [Li et al.| [2024b)), advanced

design of the reverse transition kernel (Huang et al.l 2024])), higher-order approximation
[20244) and parallelization (Chen et al] [2024a; |Gupta et al.}[2024). In addition, (2024)

theoretically verify the critical window of feature emergence during the sampling process assuming
access to accurate score estimates.

Theoretical analysis on (denoising) autoencoders. Diffusion models can be viewed as multi-level
denoising autoencoders [2023)). There exists extensive research on theoretical guarantees
for autoencoders without denoising. Most of the works focus on linear autoencoders
2019} [Oftadeh et al} [2020; [Steckl 2020; [Bao et al} [2020)) while only a few works analyzed non-linear
autoencoders, either in the lazy training regime (Nguyen et al| 2021)) or the mean-field regime Nguyen|
(2021). Training dynamics of non-linear autoencoders has also been studied under population gradient
descent (Shevchenko et all 2023} [Kogler et all [2024) and online gradient descent
[2022). On the other hand, training dynamics of denoising autoencoder has been studied with a linear
network (Pretorius et al} [2018)) and in the high-dimensional asymptotic limit (Cui & Zdeborovd,
[2024). Thus, even for (denoising) autoencoders, feature learning dynamics is not well-understood.

Diffusion model for representation learning. Apart from the generative applications, diffusion
models have been leveraged for representation learning. The intermediate representation of a pre-
trained diffusion model is shown to possess significant discriminative power. Such an representation
is useful for downstream tasks such as classification (Mukhopadhyay et all, 2023} [Xiang et al.| 2023}

Li et al] 20234} 2024} [Yang & Wang| [2023), semantic segmentation (Baranchuk
et al.|, 2022; [Zhao et al., 2023} |Yang & Wang| 2023)). Moreover many works have found intriguing

properties of diffusion models used as classifier, including its ability to understand shape bias

[2024) and improved adversarial robustness (Chen et al.l 2024c). For more detailed exposition,
we refer to the recent survey on this matter (Fuest et al.,[2024).

B ADDITIONAL EXPERIMENTAL RESULTS

This section includes additional experiment results, supplementary to the results in the main text.

B.1 HIGH SNR SETTING ON NOISY-MNIST

Here we include experiment results when SNR = 0.5, which corresponds to the high SNR setting.
The experiment settings are exactly the same as in the main experiment. Figure [7] shows both
classification and diffusion model converge in terms of objective. In addition, we see the high
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SNR encourages classification to learn primarily the signal while ignoring the noise. In contrast,
diffusion model still learns both signal and noise to relatively the same order. Figure[6]suggests that
classification learns more signal compared to noise while diffusion model still learns more balanced
signal and noise. We also plot classification accuracy for both the low and high SNR cases. In the
low-SNR case, because classification predominately learns noise, the generalization is poor with test
accuracy around 50%. Conversely in the high-SNR case, where the model is able to learn signals, the
classification demonstrates effective generalization with nearly 100% test accuracy.
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Figure 6: Experiments on Noisy-MNIST with SNR = 0.5. (First Figure 7: Expenments on
row): Test Noisy-MNIST images; (Second row): Illustration of in- Noisy-MNIST with SNR =
put gradient, i.e., V4 Fy1(W,x) wheny = 1 and V,F_;(W,x) 0.5. (a) Train loss for classifi-
when y = 0. (Third row): denoised image from diffusion model. cation. (b) Train loss for diffu-
In this high-SNR case, we see classification tends to predomi- sion model. (c¢) Feature learn-
nately learn signals while diffusion learns both signal and noise. ing dynamics.
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Iteration Iteration
(a) ACC (SNR = 0.1) (b) ACC (SNR = 0.5)

Figure 8: Classification accuracy on (a) low-SNR and (b) high-SNR noisy MNIST datasets. This
demonstrates that when classification focuses on learning noise (as in the low-SNR case), the test
accuracy hovers around 50%, thus suggesting failure to generalize. In contrast, when classification
focuses on learning signals (as in the high-SNR case), classification generalizes effectively, achieving
near-perfect accuracy.

B.2 EXPERIMENTS WITH ADDITIONAL DIFFUSION TIME STEP

Here we also test on additional diffusion time step for learning on noisy-MNIST dataset. In particular,
we consider ¢t = 0.8, which gives oy = exp(—t) = 0.45 and 8; = /1 — exp(—2¢) = 0.89. We
include the illustrations of denoised images as well as loss convergence and feature learning dynamics
in Figure 9] [TO} [TT} [T2] We see despite with a larger scale of added diffusion noise, diffusion model
still learn both signals and noise unlike for the case of classification.
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Figure 9: Additional experiments on Noisy-MNIST with SNR = Figure 10: A'dditional expe?ri-
0.1 and diffusion ¢ = 0.8. (First row): Test Noisy-MNIST im- ments on Noisy-MNIST with
ages; (Second row): denoised image from diffusion model. We SNR = 0.1 and ¢ = 0.8. (a)
see diffusion still learns both signals and noise even with large Train loss for diffusion model.

diffusion time step.
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(c) Feature learning dynamics.
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Figure 11: Additional experiments on Noisy-MNIST with SNR — Figure 12: Additional expgri-
0.5 and diffusion ¢ = 0.8. (First row): Test Noisy-MNIST im- ments on Noisy-MNIST with
ages; (Second row): denoised image from diffusion model. We SNR = 0.5and =t = 0.8. (a)
see diffusion still learns both signals and noise even with large Train loss for diffusion model.

diffusion time step.
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C PRELIMINARY LEMMAS

Recall we define Sy ={i € [n]:y; =1} and Sy = {i € [n] : y; = —1}.
Lemma C.1. Given arbitrary § > 0, with probability at least 1 — 6§, we have

5(1=0(7) <|Si]|S1 < S (1+0(n™'7?)

Proof of Lemma The proof is the same as in (Cao et al., [2022; [Kou et al., [2023)) and we include
here for completeness. Because |S1| = > 1(y; = 1) and |S_;| = >, 1(y; = —1) and
P(y; = 1) = P(y; = —1) = 1/2 for all i € [n], then E|S;| = E|S_1| = n/2. By Hoeffding’s
inequality, for arbitrary a > 0,

P(||Sx1| — n/2| > a) < 2exp(—2a*n~1).

Setting a = /nlog(4/6)/2 and taking union bound, we have with probability at least 1 — 4,

‘|511|— ‘ /nlog 4/6)

Hence the proof is complete. O
Lemma C.2. Given arbitrary § > 0, with probability at least 1 — 6,

o2d(1—0(d/?)) < ||&l* < 02d(1+ O(d'/?))

|<£i7£i’>| S20’£\/d10g n2/6
foralli,i' € [n].

Proof of Lemma The proof is the same as in (Cao et al., [2022; |Kou et al., 2023) and we include
here for completeness. By Bernstein’s inequality, with probability at least 1 — ¢ /(2n), we have

€] — o2d| = O(cg+/dlog(4n/5)),
which shows the first result.

For the second claim, we can show by Bernstein’s inequality, with probability at least 1 — 6 /(2n?)
that for any 7 # ¢’

(&, &i0)| < 20%+/dlog(4n?/5)
Then we apply union bound to show the results hold for all ¢," € [n]. ]
D CLASSIFICATION

We track the inner product dynamics during the training of supervised classification to elucidate the
signal learning and noise learning. We first write the gradient descent dynamics as follows.

Wit =wh — 0V, Ls(W")

2,
— wh n /k (1) nn’kk,~,,
Wir = Iy, Zé ]ra ]yz o ;KZ <Wj,r7£1>]yz€1

n

— wk n 1k k . n 1k k . n tkiook e\
=Wir— . Z % <Wj,r’p‘1>jl*l’1 + o Z 4 <Wj,mﬂ—1>.7/i—1 - Z@ <Wj,r7£z>.]yz£l

1€8: i€S_1 i=1

Here we restate the Condition specific for the case of supervised classification.

Condition D.1. Suppose that

1. Dimension d satisfies d = ﬁ(max{anagl el ntm}).
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2. Training sample and network width satisfy m = Q(log(n/d)),n = Q(log(m/9)).
3. The initialization variation o satisfies 5(n2magld_1) < 00 < O(min{||p|| 2, Ugld_l/g}).
4. The learning rate satisfies 1 < O(min{m||u|| 2, nmaoog 'd2 nmo; *d1Y)

The lower bound on oy is required for the noise memorization setting where we need to control the
lower bound for the noise inner product at initialization. Thus to ensure the lower bound oy, is valid,

we require further conditions on the dimension d apart from d = ﬁ(nQ)

D.1 USEFUL LEMMAS

We first provide a lemma that bound the inner product at initialization.

Lemma D.1 (Cao et al.[(2022)). Suppose § > 0 and that d = Q(log(mn/d)), m = Q(log(1/9)),
then with probability at least 1 — 6,

(W) jr)| < \/2log(8m/0)o0] |
|<W?/)T,€i>| <2 10g(8mn/6)0005\/g

forall j,j" € {£1},r € [m],i € [n]. In addition,

HEIﬁXK )| > oollull/2,

max |< ] r7€1>| > anff/4

re[m]
forall j,j € {£1},i € [n].

We decompose the weights into its signal components and noise components.
Lemma D.2. The weight can be decomposed as

n
W?ﬂ‘ = W?,r + Cful + Cﬁll]’—l + Zpi,r,l||§l|‘_2£l
i=1
where the noise coefficients pﬁm satisfy p%m- =0and
k 7] .
pj—’l"‘_t p],’l i % i <W§7Ta£z>jyzHEz”2
forallj =+1,r € [m]andi € [n).

Proof of Lemma @] The proof follows from (Cao et al., 2022 |[Kou et al., 2023)). First, we recall the
gradient descent update as

n

k+1 k n ko k . n ko k . n ko k .
Wgt =W nm Z 52’ <Wj,r’ p1)jpr + . Z 4 <Wj,ra H-1)jp-1 — . 252 <Wj,r7£i>.7yi€i

1€S €S i=1
k k
= wy, — # SO Ews )i + # SO W )i
s=01€81 s=01€8_1
k n
ZZE’“ Wi €)Yk
s=0 i—=1

By the data model, we have with probability 1, the vectors are linearly independent and thus the
decomposition is unique with

k
k n k .
Piri = = ZEQ (W, € gyill&
s=0

Then writing out the iterative update for pfm- completes the proof. [
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Lemma D.3. Let x ~ N(0,0?). Then P(|z| < ¢) < erf (\/%J) <4 /1-— exp(—z—f;).

Proof of Lemma The probability density function for z is given by

2
flx) =

X

L exp(— )
X —_— ).
V2o P 202

Then we know that

1 ¢ 72
(el < 0) = —— / exp(— g )

By the definition of erf function
2 [
erf(c) = —/ exp(—=?)dz,
V7 Jo

and variable substitution yields
¢ 1 ¢ x?
(E) = ﬁ/o eXp(—ﬁ
Therefore, we first conclude P(|z| < ¢) = 2erf( \/%d) Next, by the inequality erf(z) <
\/1 — exp(—422 /), we obtain the desired result. O

erf )dx.

D.2 SCALE OF INNER PRODUCTS

We first derive a global bound for the growth of inner products until convergence. To this end, we let
T* = n~poly(|jp| 2, ade’l, oy ', n,m, d) be the maximum number of iterations considered and

let a = 2log(T™). We also denote 3 == 3max; ., {|(W] ., pty))[,[(W9 ., &:)|}. Then from Lemma
and from Condition[D.I] we can bound

3max{oo||u||/2, oo Vd/4} < B <1/C 3)

for some sufficiently large constant C' > 0.
Proposition D.1. Under Condition|D.1} for all 0 < k < T*, we can bound

|<W?,r7 y’j>‘7 ‘<Wg]ji,ra €l>|7 |p§i,r,i| <a, 4

(W om_i)| < B, )
log(4n2/6

W5y €1 05 ] < 1 120/ 20D ©

foralli € [n), r € [m]andj = +1.

We will prove the bound by induction and we first derive several intermediate lemmas as follows.
Lemma D.4. Suppose results in Propositionhold at iteration k, then we have F; (Wj“7 x;) < 0.5
foralli € [n], j # v,

Proof of Lemma Recall that

1 & 1 2
F(W}x) = — 37 ((wh . x)? + (wh x()?)

= %Z (<W;‘€)T’Ij’yi>2 + <W?,r7€i>2)

r=1
2
log(4n? /4§
< B%+ ([3-1—12 log(4n?/0) Z; / )na>
<0.5
where the second last inequality is by (8) and (€). The last inequality is by Condition[D.T]such that
B <1/C <0.25and d > 144n2a? log(4n?/6). O
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Lemma D.5. Suppose results in Proposition|D. 1 hold at iteration k, then we have

2
BN LECTT NN

(W), — W, &) = 5

forallj =+£1,7r € [m],i € [n].

Proof. By Lemma|D.2] we recall the decomposition as

n
W?,r = W?,r + Cf/"‘l + <E1H—1 + Zp_];r,z||€z”72€2
=1

By the orthogonality, we can show
<W_];7ra €7> = <W_(7{r7 £Z> + p?,r,i + Z p?,r,i' ||€7' || - <€75 €7I>
id!

By Lemmaand suppose d = Q(log(n/d)), then |(&;, &) ||€:] 2 < 44/log(4n?/8)d—1. Thus
we have

2
<4 log(4;1 /9 .

where we use the upper bound on [p5, ;| < o O

(W), — W, &) = D)

Lemma D.6. For any r € [m],j,y = *1, we have sign((w9 ., u,)) = sign((wﬁr, Wy)) for all
0<k<T™

Proof of Lemma|D.6] We prove the results by induction. First, it is clear at k = 0, the results are
satisfied. Then suppose there exists an iteration k such that sign((w* wh o my)) = sign((w9 ., i)

holds for all £ < k— 1, we show the sign invariance also holds at k. Recall the gradient descent
update as

k : n . Ui .
witl=wi, = —= > Wi+ = D W )
€S €S

U . 1k k .
- w5 &)Yk
e ;:1 (Wi &) iyi§

Then the update of the inner product is

(Wh o) = (wWht ) — Zﬁ’“ (W ) gy |2
zES
- (1f—gyzw al?) (wh )
1€ESy

By the condition that n < C~imlpu|~2 for sufficiently large constant C we have

|%jyzles (’k 1||u|| | < 1. Thus we can guarantee the sign({(w N,Ny>) —mgn(( Wi ,uy>)
Slgn(< ],rvlJ‘y>) O

Proof of Proposition We prove the results by induction. For pé?'mi, we prove a stronger result

that |p§ il £0.9a < o and |pky il <068+ SN/Mna First it is clear at ¢ = 0, the
results are satisfied based on the definition of 5 and o > 3. Now suppose that there exists T<T*
such that results hold for all 0 < k < T — 1. We wish to show the results also hold for k = 7.

First recall the gradient descent update as

k+1 k n ko k . n ko k .
Wir = Wi T~ oW )i + — > W p)ina
i€S i€S_q
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n
n k ok .
- 262 (W, &) it
P

Then based on the orthogonal data modelling assumption, we have for y # j,i.e., y = —7,
(Wi peg) = (W) oL 3w ) [l
zES,
nllel* I
—(1- 1 ) ’
(1-1E8 ;S:.l WS s bej)

where the second equality is by ¢/ < 0 for all 4, k. From Lernma we have sign((w f Hu)) =

sign((wh ., pu_;)) and thus

5 nllpl? 7
|<WJ1;T"I‘L*]‘>|§ <1_W Z |€; 1 ‘ ]T ’I’l’ ‘7‘ _77" 7“’ <ﬁ

On the other hand, for y = j, we have

n
) = (k) — 3 )
i€S;

= k ) nllel? 0k | (w ,
= (Wj . 1) + nm Z| i (W5 )
iESj

Next, we notice that

e = :
‘ 1+ exp ( (W’c X)) — Fy, (W—y, X; ))
< exp ( (ij VX)) + Foy, (W}iy, xz))
<exp(—Fy, (Wyi7 x;) + 0.5)
1 m
=exp(— ~ ; (Wh oy ) + (wh L €)%) +0.5) )

where the last inequality is by Lemma Let k;,. be the last time k& < T that [(w" ., ;)| < 0.5,
Then we have

o el ks Ko s
(Wi py) = (W20 ) + Wwi W ) + T Z R (W )
kjr<k<T—1

Ay

Az

Without loss of generality, we suppose (w? 7o ij) > 0, then by Lemma- j o) > 0 for all
k > 0. Then we can bound

2
4y) < MG 50 < 0,250
nm
where the last inequality is by the condition that 7 < nm)||p||~2 /2. Furthermore,

|As|

IN

il ST exp(—Fy, (W x;) + 0.5)(wh ., )

nm ~
kj o <k<T—1

20| e
nm

2 2
nm

< 0.25«¢

IN

T* exp(—a?/4)
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where the first inequality is by (7)) and the second inequality is by upper bound on <w;’?,r, w;) < afor

allk < T — 1. The equality is by the definition of @ = 2log(7™) and the last inequality is by the
condition 7 < nm/||p||~2/8. Thus, we can show

(wf,., pi) <0.5a+ 0.25a 4 0.25¢0 = a.

Next for the noise growth, from Lemma[D.2] we have for y; # j

_ - . -
Plyri =PI+ %éék (who b &€ ®)
When |p§;1M| < 1.5(0.38+ 44/ %na), we have
= = 2no2da =~ log(4n2/§
1T sl < 1T+ TS < T 140,158 < 0.68+8 log(4n*/0)
A KL nm KEL]

d

where the second inequality is by triangle inequality and |¢/¥| < 1 and Lemma The third
inequality is by the lower bound on /3 in (3) and the condition that 7 < 0.05nmogo, d~'/?a.

Further, because |(w®, ., &)| < 0.3, when 1.5(0.35 + 41/ 220200y < pT-1 | < 0.65 +
8 /Wna, we can show from Lemmathat if pf;” > 0, then

L 7 T—1 4 74
3P ~yiri S (Woyim&i) < 3Py

Then (8) suggests

~ 112 ~ ) E—
AR PR <1 s SR S SR
P—yiri = ( 3nm | i |)p—yi,r,z S Py S B+ 4
T-1
Ifp”, i <0, then
4~ - -
gpiyilmi < <nyil,7"7€i> < 3 Tyil,m
Then (8) suggests
d &l ey 71 T-1 log(4n2/6)
P 2 (- m|€’ Dp*yi,r,i > plyri > —0.68-8 g @

Thus this completes the proof that |pfqu| < 0.68 + 84/ Wma.
Finally, by Lemma [D.3| we have for all &£ > 0

/log(4n2/5 [log(4n2/d
|<W’iyi,r7£i>| < |<Wgy1,r7€7z>| + |p’iyi,r,i| +4 %na < 096 +12 g(T/)TLOZ

which proves the upper bound for |<wiﬁ’r7 &) and |pfyw,i|.

Next, from Lemma[D.2} we have for y; = 7,
k n
Pynri = P — %éék (wy &) ll&ll> ©)

Let lZ:m be the last time k < T that |p’;”| < 0.6c. Then it can be verified that for k > l;m-,

2
— (w0 &) — 4\/wna > 0.5a

where the first inequality is by Lemma and the last inequality is by [(w) ., &)| +

4“%71@ <1<0.1a.

Wy €] > 1),
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We now expand (9) as
T 1~€r,i n /fw,i kr,i n
O i = P bl e €+ ST e L € 6
k”-<k§T71
A3 |
Ay
Then we can bound
2nogd i 2nogd 0 log(4n?/0)
|A3] < . [(wyri, &i)| < Ee— Wy, &) + 0.6 + 4 — g @
2no2d
< 9% 0.7
nm
< 0.15«

where the first inequality is by |[¢/*| < 1 and Lemma with d = Q(log(n/d)) and the second
inequality is by Lemma The last inequality is by the condition n < C' *nmag 2d=1 for
sufficiently large constant C'

In addition, we bound

2no2do
|44] < nfn > exp(—Fy, (Wh %) +0.5)
kjr<k<T—1

4 O'QdOt
< 7 P exp(—a?/4)

nm
dno?da
o Mot

nm
< 0.15«

where the first inequality is by (7) and the second inequality is by [(w¥ . &;)| > 0.6a—0.1ac = 0.50v.
The last inequality is by the condition n < C~ nmo5 ~2d~! for sufficiently large constant C.

Combining the bound on | A3| and | A4/, we have

o] 4] < 0.6 +0.15a + 0.15a = 0.90.

Lastly, we bound

log(4n2/6
(W €01 < 10 €01 10l + 49 B <0354

< a.

log(4n?/d) "

4 o+ 0.9a

This shows the upper bound as |<wyfi7r, &), |p§”| <a. O

We require the following lemma that lower bound the loss derivatives in the first stage before the
inner products reach constant order.

Lemma D.7. If max, ; ,{(w" T by)s (W f}r, &)} = O(1), there exists a constant Cy > 0 such that
|0F| > Cy for all i € [n).

Proof of Lemma[D.7} 1f max,; , {(WF ., p,), (W &)} = O(1), we can bound for all j = +1

FiWE i) = = 3™ (o) + (wh £)2) < O(1)

r=1

Therefore, we can bound |£*| = (1 + exp(F,, (W} x;) — F_, (W*

,y,

x;))) ™ = Q(1). 0

We also prove the following upper bound on the gradient norm.
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Lemma D.8 (Proof of Lemma[D.8). Under Condition[D.1} for 0 < k < T*, we can bound
IVLs(WH)|I* = Omax{ |||, o¢d}) Ls (W)

Proof of Lemma[D.8] The proof adopts a similar argument as in (Cao et al] 2022, Lemma C.7) and
we include here for completeness. We first bound

2 .
”Vf(wkvxl)” < E Z H<W§,r’ IJ’yi>lJ’yi + <W§,r7£i>€i’|
- Z | yl,r7 l‘l’yz
2 k
+ E Z |<W—y,‘,,r>liyq;>

2 m
Eg( y,,rvu’ya>

| A

el + — ZI Wy EllI&il

2
lpell + = Do lwh, €&

r

 l(wh . &) ) max{ |, 20V}

+

HMS

(\<wﬁyi,r,uyi> +(wh, r,ez>|) max{]| ]|, 20¢Vd}

2
m £

< WFZ boxi) oy (W i) ) max(|] 200 V)
§2< Fyi(W’;i,xi)—kl) maX{HuH,Qag\/Zi}

where the third inequality is by Lemma|C.2]and the fourth inequality is by Jensen’s inequality and
the last inequality is by Lemma that F_,, (W*  x;)foralli € [n]. Then we have

- E/(yif(wk’Xi))va(WkaXi)”Q

< —0'(Fy,(WE x;) = 0.5) (2(,/ (WE x,) + 1) max{||u||,2cr§\/g})2
= 4l (F,,(WE x;) — 0.5) (/F,, (WE  x;) + 1) max{||e]|?, 402d}
< max{—40'(z = 0.5)(Vz + 1)?} max{||p||*, 402d}

= O(max{||u|]?, o2d})

where the last equality is by max,~o{—4¢(z—0.5)(/z+1)?} < oo because ¢’ has an exponentially
decaying tail. Then we can bound

VLS (WO < (+ Ze’ (0 F(WE )V W x)])

( Z\/ max{||u||2,agd})ﬂ(yif(w’“,xi)))2

< Olmax{ a1 o2dh) = >~ (yif (W x,))
=1

< O(max{||p|?, o¢d}) Ls(W")
where the third inequality is by Cauchy-Schwartz inequality and the last inequality is by —¢' < £ for
cross-entropy loss. O

D.3 SIGNAL LEARNING

We first analyze the setting, where n - SNR? > (' for some constant C’ > 0, which allows signal
learning to dominate noise memorization, thus reaching benign overfitting.

For the purpose of signal learning, we derive an anti-concentration result that provides a lower bound
for signal inner product at initialization.
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Lemma D.9. Suppose § > 0 and m = Q(log(1/9)). Then with probability at least 1 — 6, we have
forall j,y =+1

1 n
oolull/2 < — D W) < ool
r=1

Proof of Lemma[D.T6] First notice that for any j = 41, (w9, p,) ~ N'(0, 05| 1]|*) and thus we

have E[| <W?)T, y)|] = oollpel|v/2/7. By sub-Gaussian tail bound, with probability at least 1 — /8,
for any j,y = *+1

m

1
E Z ‘<ij),7'? ll'y>

r=1

2/m| <

\/203||u||210g(8/5)

m

Choosing m = Q(log(1/4)), we have
1 n
ool V2770.99 < 3™ [, )| < oollill /27101
r=1

Then we have ool|pl|/2 < &> (W), &)| < ool|p. Finally taking the union bound for all
j,y = £1 completes the proof. L

We have established several preliminary lemmas that hold with high probability, including Lemma
Lemma|C.2] Lemma|D.T} Lemma[D.9} We let &.clim be the event such that all the results in
these lemmas hold for a given d. Then by applying union bound, we have P(Eprelim) > 1 — 46. The
subsequent analysis are conditioned on the event Eprelim.-

D.3.1 FIRST STAGE
In the first stage where max;.; , {(w" T by)s (W f’r, &)} = O(1), we show in Lemmathat we
foralli € [n],k < T7.

Theorem D.1. Under Condition suppose n - SNR? > C' for some C' > 0. Then there
exists a time Ty = O(n~im||p|~2), such that (1) max, |( ﬁ,,ujﬂ 2, forall j = +£1, (2)

oy (W )| = 2 forall j = £1(3) maxy.; |(wy! ., &) = O(n~"/?).

can lower bound the loss derivatives by a constant Cy, i.e.,

Proof of Theorem We first upper bound the growth of noise by analyzing inner product dynamics

n

<W’.7j7:.,r7€i> = <ngj:r1a l> - % Z g;]fil< J r ,gz ><£z’a£z>

=1

_ n
:<W]gj,-,r1a 1>_n7£/k< y,,ra i) ”52H2 Zglk 1 y,rv i) (&iry &)
z/7£z
This suggests
_ n
(W &) < Ny &)l + —— Lo (whod € €12 + Zlf wy &) lI(€v, &)

2’731
(10)

Next, from Lemmaand Lemma | we have for any ¢’ # i € [n]and k < T,

|€;’ i |<€i7 57, 20—5 leg 4’{12/5

(R &2~ Ci0.990%d

210 log( 4n2/6

where we use the lower and upper bound on loss derivatives during the first stage, as well as
Lemma Then taking the maximum of (I0) over the neurons and samples, we let B* =
max,; [(wy, .., &i)| and obtain

log(4n?/d)

B* < Bl L (142107
nm d

e Ng 2B
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12
< (14 OISy s
nm

1.02n02d k
< (1+$) BO

nm

where the second inequality is by d = Q(nQ) sufficiently large and |¢/*| < 1. The third inequality is
by Lemma|C.2]

We then consider the propagation of <W§’T, ). From the gradient update we can show for j =y,

(Wit ) = (wh ., ) — Zﬁ’k (W )|l
768
k nCe| S|l pl?
Z<Wj,7~wu’]>+T< J,mﬂﬂ

nCe||pl?
(1—|—O49 p- )( ],,uj>

where the first inequality is by loss derivative lower bound and the the second inequality is by Lemma
and n = (1) sufficiently large. This implies that

nCollp
)l = (14049 D okt ) > (14 0

770£||M||2k 0
0 E ) (W) )]

Applying Lemma|D.T|and Lemma|D.9] we have for all j = +1,

nCellnl?\*
) aollull/2
m

max [(wh,, ;)] = (1+0.49 T THL
nCillsl>\ ¥
LS kgl = (1 00PN
r=1
Consider

_ _ C 2 _ _ _ _
7, = log(mo |l =)/ o (1 + 049"V — &1 =2 tog(4ma ) )

for n sufficiently small. Then we can verify that for j = +1, we have

Now under the SNR condition, we can bound the growth of noise as

BT < (1 1. 017) 2000¢V/dv/1og(8mn /)

o2d
log(1 + 1.02°¢
= exp o8 ) log(4og |\l 1) | 2000¢Vdy/log(8mn/5)

log(1 + 0.49 19l

< exp ((2.1/(7@71_ISNR_2 + 6(nSNR277)) log(4aal||u||_1)) 2000¢Vdr/log(8mn /9)

< exp ((2.1/Cen 'SNR™2 4 0.01) log(4oy || 1] 1)) 2000¢ Vd/log(8mn /6)
< 8SNR™*4/log(8mn/$)

=0(n?)

where the first inequality is by Lemma[D.T]and the second inequality is by Taylor expansion around
1 = 0. The third inequality is by choosing 7 sufficiently small and the fourth inequality is by the
SNR condition that n - SNR* > C’ > 2.5C, " O
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D.3.2 SECOND STAGE

First, at the end of first stage, we have
* max, [(w %, p;)| > 2forall j = +1.
* % P |<W]‘Tlmllj>| > 2forall j = £1.

¢ MmaXy,; ‘<Wy1 r7£7,>‘ - ( 71/2)

<Wzlyi,r>£i>‘ < B + 12\/@710{

* maxp;

Next we define
Hj+ 1

Wi, = wj, +2log(4/e)sign((w} . ;) TE

We first show the monotonicity of signal inner product in the second stage.

Lemma D.10. Under the same conditions as in Theorem we have for all j = £1,r € [m],
T1 < k < T |< ]77IJ’J>‘ > ‘< ]r?l‘l’J>| > 2.

Proof of Lemma|D.10} From the update of signal inner product, we have for all j = 1,7 € [m],
T <kLZT

< ;Ctl>u]> < jr7l‘l’J ang/k g'r?p‘]>Hp’H2
€S

2
= (- MRS )t ).

€S

Thus [(W5 ., pe)| > [(W) 0 )| > (W) pg)| > 2forall j=+1r € [m], i <k<T. O

We then bound the distance between Wt to W*.
Lemma D.11. Under Condition we can bound ||[WT — W*|| = O(y/mlog(1/e€) ||| =)

.
Proof of Lemma|D.11} Let P¢ be the projection matrix to the direction of £, i.e., P¢ = ”%HQ . Then
we can represent

w’-“’ - W :Pm(wfﬂ, )+P,L 1( +ZP51 ;CT_WO',T)

+(1-P,, - ZP&) Eo—wl ).

By the scale difference at T and the fact that gradient descent only updates in the direction of g,
j = =£1 and &;, we can bound

W™ — WO
<W§:§~ - Wi, p)? <Wijr Wi 1) & <Wj1:; -w ., &)?

< X T+ ; + =)

R 7l Mol 2 e

n 2
+ Z (I - PHl - PH—l - Z PEi) (WJZE» - W?,r)
j=%1,re[m] i=1
T T

_ Qm(2maxr<wj},uj>2 N 2wyt )+ 2w p )+ 2w )
- el ([ ]2
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n

(I - PN»l - PH—l - Z P€i> (Wg}« - W?,r

i=1

2 0 £02
+Z j” >||;|3<ij&> >+ Z

j=x1,r€[m]

< O(m||p|~?)
where we have use the scale difference at T7. Therefore,
W — WH| < [WT — WO + [W? — W|

< O(Wm|p|™h) + O(vmlog(1/e)||pl| ™)

< O(v/mlog(1/e)|pl| ™)
where we use the definition of W*. O
Lemma D.12. Under Condition we have forall Ty < k <T*

IW* = W — [ W — W2 > 25 Lg(W') —

Proof of Lemma|D.12] The proof is similar as in[Cao et al.| (2022). We first show a lower bound on
yi(V (W1 x;), W*) for anyi € [n]forall Ty <k <T*.

1
yl<vf(w ) W* = ij’b Wi Nyz><llfyz 7T % Z]yl<W§,r7£l><£l7W;,r>

7,7
1 <=, & 1

= E Z(Wyi,'r7“yz‘>< yl,'r?p’yz E Z 7y1,r7l'l’1/z 7yi,r>l“l’yi>
r=1 r=1

1 .
+— Z]yi fr7£i><£i7wg,r>
J,r

m m

1
mz‘ Yi, r’IJ’yz 210g 4/ EZ yl,rﬂl‘l’yz 21 r7ll’y1>
r=1 r=1
As As
1 m
- EZ —y777’7l’l’y7 —yI r?l’l‘% ijz Jra€2><€17 >
Az Asg

where the second equality is by definition of W*. The third equality is by Lemma[D.6] We next

bound
|Ag| < oo||u||\/210g 8m/8)a = O(oo||ul|)

| A7| < — Z W s b (W2, s )|+ 2108(2/€)) = O(oo] )
r=1

| As| < O(ooeVd)

where we use the global bound on the inner product by 9] (1). Next, by Theorem and Lemma m
we can show - 3" | Wk . ty,)| > 2foralli € [n] and we can lower bound A5 > 4log(4/e
and thus

5oV (W, %), W) > dlog(4/e) — 2log(4/e) = 2log(4/¢) (a1
where we bound |Ag| + | A7| + | As| < 2log(4/€) under Condition|D.1}
Further, we derive
[WE = W2 — [[WHEH — w2
= 2)(VLs(W"), W = W*) — n?|[VLs(W")||?

= 2 Uy (2 (W 1) — (VW x0), W) 7?9 L (W)
i=1
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2
> ZW 2y f (WF,x,) = 210g(2/€)) — 1| VLs (W)
77 n
> 2 (e (W) = ¢/4) = P Vs (W)
=1

> 2an<W’“> -
where the first inequality is by (IT)) and the second inequality is by convexity of cross-entropy function
and the last inequality is by Lemma [D.8] O

Before proving the second stage convergence, we require the following lemma in order to bound the
ratio of loss derivatives among different samples.

Lemma D.13 (Kou et al.[(2023)). Let g(z) = ¢'(z) = —(1 + exp(z))~L. Then for any zo — ¢ >
z1 > —1 where ¢ > 0, we have g(z1)/g(z2) < exp(c).

Theorem D.2. Under the same settings as in Theorem let T =T, + LHWT}%EW*HZJ =
Ty + O(n~tetml|p||=2). Then we have

s there exists Ty < k < T such that Lg(W") < 0.1.
* maxj,; |(w§?7m£i>\ =o(l)forallTy <k <T.
* max, |<W?’T,;¢j>| >2forallj==+1,Ty <k<T.
Proof of Theorem[D.2] By Lemma|D.12] for any 77 < k < T, we have
W — W2 — [WH = W2 > 29 Ls (W) — e

for all s < k. Then summing over the inequality gives

1 W — W*||2 e
—_— Ls(WhH <1 — 4 _<
T T1+1Z S -ty 2S¢
where the last inequality is by the choice T' = 1) + L“WT}%WWJ = T +

Q(m~te tmlog(1/e)||w]|=2). Then we can claim that there exists a k € [T, T] such that
Ls(W") <e. Setting ¢ = 0.1 shows the desired convergence.

Next, we show the upper bound on max;,;|[(w%  &)| for all k € [I1,T]. No-
tice that by Proposition we already have max;,[(wF, &) < 0, where

we let ¥ = 3max{max,;|[(w]1  &)],53,4 Wna}. Then we only focus on
bounding max,, ; |<W?’T,Ei>|. From the scale difference at T;, we know that ¢ =

O(max{n=12, gooe\/d, 00| ||, nd~1/2}) = o(1). Next, we can bound

T

W7 — W2
S Lg(wh) < IV =W - 1= _ o tmiog(1/6) ) (12)
k=T,

where we use Lemma for the last equality.

Then, we first prove max;; | p§1”| < 29 forall Ty < k < T. First it is easy to see that at T, we
have

log(4n?
ma |7, | < mae (w2, €]+ max ], €91 + 41/ 2D < < 29

Then suppose there T' € [T}, T] such that max,; |py;,m:| < 29 forall k € [Ty, T — 1]. Now we let
¢" := max,;|p} ;| and thus by the update of noise coefficient
log(4n? /6
o < o+ (o 4 73+ 4y g2
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log(4n2 /8
< ¢+ L a4 (6F + B/3 + 4 %na)owgd).

where we use Lemmain the first inequality. Then taking the summation from 7 to T gives

T-1
T« amny 1k 2
¢r <ol + - > max (|0 (o7 d)) (13)
k=T,
where the first inequality is by the induction condition. Next, the aim is bound Zz;%l max; |[(/F).
First, for any 7,4’ € [n] such that y; = y;/, we can bound for all T} < k < T-1
yif (WF x;) = yir F(W", xi1)

= Fy (Wy, %) = Foy, (WE %)) = Fy, (W xp) + Fly (WEx))

y/’ —y/7

1
< 72 yZ rap‘yz +<Wy,,r7£Z - EZ y,,rnu'% < ]gji,rvsi’>2) +1/Cl

m

1
= y, rasz < ’;i,ragi/>2) + ]-/Cl

< maX( ,£l> +1/Cy

oorg

log(4n2/d
< e (1l + e o, )+ 4 22D 2

<692 <

where in the first inequality we notice that F_,, (W* yi»Xi)) > 0, y; = yi and we recall that

F_y (Whx) < 82+ (B + 124/ Wnaf = 1/C for some sufficiently large constant
C1 > 0. The second last inequality is by induction condition and the last inequality is by choosing
¥ < 1/6. Then we can bound the ratio of loss derivatives (based on Lemma [D.13)) that

CF1/16F] < exp (yif (WP, %) — g f(WP, %)) < exp(¥)

This suggests 1 — O(9) < |[¢%|/|¢}k| < 14 O(9) forall i,i’ € [n], Ty < k < T — 1. Then let
i* = arg max; |(¥|, we have

T T
> max|0F| =
™ T

Ls(W"))

T
T i

1€Sy, | Yix 1€Sy, .

= O(n~'mlog(1/€)||p]|~2)
(14)

where the first inequality is by |[¢/| < ¢ and the last equality is from (I2) and |S,,. | > 0.49n (based

on Lemma [C.1).

This allows to bound (T3) as
N . T-1
T<oh+ — tF10(a2d)d
of <ot 4+ —- Zijgx| 10(ogd)
S=11

< o™ +0(n" ogdlog(1/e)| ] *) - ¥
<9+ O(n 'SNR™?log(1/e)) - ¥
< 29

and the second inequality is by (T4) and the last inequality is by settmg e=0.1andn - SNR2 >
for sufficiently large constant C’. Thus, we have max, ; [(w,, ., &)| < max,; |py1 ril + 8+

4;; Wna < 39 = o(1). The lower bound on signal inner product is directly from Lemma
[
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D.4 NOISE MEMORIZATION

We also analyze the setting where n~ISNR™2 > (’ for some constant C’ > 0, which allows the
noise memorization to dominate signal learning, thus reaching harmful overfitting.

We first require the following anti-concentration result for the noise inner product, which is required
to ensure the sign invariance of the inner product along training.

Lemma D.14. Suppose § > 0 and oy > Q(log(n2/5)n2mad71cr€_1), we have forall j = +1,1 €

[m],i € [n], |(w),,&)|>8 me

Proof of Lemma|D.T4| For any j = +1,r € [m],i € [n], we have (W), &) ~ N(0,05/&]°).
Then applying Lemmaby setting RHS to 6/(2mn) and ¢ = 84/ Wﬂ@, we require

4m2n?

d? > 42 log(4n2/6)n2a20620g2/ log(m)

where we use Lemmathat 1€:(]* > 0.9902d. Finally noticing that 1/ log(4m?n®/(4m?n?
§?)) < ©(m?*n?) and taking the union bound completes the proof. O

An immediate consequence of Lemma [D.T4]is the following result that allows to derive the sign
invariance for (w¥ .. &;) for all iterations.

Lemma D.15. Under Condmon for any i € [n],r € [m], we have Sigﬂ((W’Ji’r,&)) =
sign(pfy. ;) = sign((w). ., &) forall 0 < k < T*.

Proof of Lemma[D13] First by Lemma and Lemma L we can bound if (w) ., &) >0,

1 3
Py <W8i,r7 £1>

plzjm,i + §<W21»7"’€L> < <W]1ji,7”£i> < p]ljiﬂ“,i + 2

and if (w)) ., &) <0,

3 ) 1
§<W2i7""’£7;> S <W§i,r’£i> S pzi,T,i + §<W2i,r7£i>

Next we use induction to show the sign invariance. First it is clear when k& = 0, the sign invariance is
trivially satisfied. At k = 1, we have by the iterative update of the coefficients,

n
pgl/i,r,i = pgi,r,i + %M;,OK Yi, r7£Z>||£Z||2 |€l0|< yl r7£Z>||€ZH2

and thus sign(py, ;) = sign((wy. ., &;)). Further, by Lemma and without loss of generality
that (w) &) > 0, we have

k
Py; ri +

2
log(4;1 /%),

1
<W21M7T’€i> = pll/w“,i + <W2i,T’€i> B o> pzlh'mi + §<W217T’£i> 20

Similar argument also holds for (w{ .,&;) < 0. Then we show at k = 1, sign(p, ”) =
sign((wy,. ,,&)) = sign((w). ., &;)). Suppose there exists a time T such that for all k < T — 1,

the sign invariance holds. Then for k = T, suppose sign((wZ w, L&) = mgn(pyw)i) =
sign((w3, ,.&)) = +1

P = Py + == 07wy €7

log(4n?/90)
—pyl,rz+7|g/T 1|(py1,rl < > 4 T”a)HS’L”Q
1
- pyum + 7|£/T 1|(p51,r1l + §< yl,r?€Z>)H€’L||2

>0
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Further,

= = log(4n2/4) =
(WE &) 2 0 (W0, ) — [ T

and thus completes the induction that sign((wz’r, &) = sign(p£7r7i) = sign((w, .., &)). Similar
argument holds when sign((wgﬂ, &) =-1L 0

<W2i,7"’ £l> >0

DN =

We also derive the following concentration result for the average noise inner product at initialization.

Lemma D.16. Suppose § > 0 and m = Q(log(n/6)). Then with probability at least 1 — 6, we have
forall j = +£1,i € [n]

1 n
o00eVd/2 < — Z; (W, &) < ogoeVd
Proof of Lemma[D.T6] First notice that for any i € [n], (W), &) ~ N(0,05[&|?) and thus we

have E| <w?)r7 &)|] = o0l|&i||\/2/m. By sub-Gaussian tail bound, with probability at least 1—d/(2n),
for any ¢ € [n]

2/m| <

\/ 202|&]|? log(4n/5)

m

1 m
EZ| JT’E’L —00l|&:

r=1
Choosing m = Q(log(n/d)), we have

n

ooll&illn/2/70.99 < %Z (WY, &) < ool|&lv/2/m1.01.

r=1

Because from Lemma we have 0.990:vd < & < 1.016¢V/d by choosing d = Q(1)
sufficiently large. Then we have ogoev/d/2 < L 3", (w9, &) < 000¢V/d. Finally taking the
union bound for all j = £1,¢ € [n] completes the proof. O

We have established several preliminary lemmas that hold with high probability, including Lemma

Lemma [C.2] Lemma [D.T} Lemma Lemma We let Eprelim be the event such
that all the results in these lemmas hold for a given 4. Then by applying union bound, we have
P(Epretim) > 1 — 5. The subsequent analysis are conditioned on the event Epyelim-

D.4.1 FIRST STAGE

Theorem D.3. Under andition suppose n=' - SNR™2 > C" for some constant C' > 0. Then
there exists a time T} = @(n_lnmafzd_l), such that (1) max,. (w1, &) > 2 forall i € [n], (2)

o oy (Wi, &) = 4 for all i € [n] and (3) maxp, |(W]}, py)| = O(n=1/2).

Proof of Theorem|D.3] We first bound the growth of signal as follows. From the gradient descent
update, we have

77| |
==L \< wi )|l

(W) )| = (W) +
Uil -
(+051 = )|<wj,f,uj>|
< (1+ 050y e ) 15)

where the first inequality is by |¢/¥| < 1 and the second inequality is by Lemma|C.1|with n = €(1)
sufficiently large.
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On the other hand, for the growth of noise, we have from the inner product update, for any i € [n)

< y1r7£> < yl,r7 anglk 1 ]r’ ><€Zﬂ£’b>

i'=1
U
:( E/kH&H )< y7,7"7 Z>_%Z€/k 1<Wy17” Z><£“€Z>
)
Then this suggests
|<W§17~,€1>| > (1 g/kH&H )|< y“T’ Z Zwlk 1| vur’ i >| . ‘<€7,’7€1>| (16)
/;67

We first prove for any i € [n], max, [(whT! &) > max, [(wF . &) > max, (w9 . &)| forall

k < Ti. We prove such a result by induction. It is clear that at £ = 0, the result is satisfied. Now
suppose there exists an iteration k such that

max |[(wh . €)] > max [(w9, ,, €)] > oo Vd/4

for all k < k — 1, where the last inequality is by Lemma Then we can bound based on Lemma
[D.7]and Lemmal|C.2] we have for any i’ # i € [n] and

nw;]’c_1||<€l7£1’>||< 51_,7“17 i’ 20—5 leg 4’[’2,2/6

O_lUE_Id_l/Q

|£;k71| - [1&:|? max, |<W§Nﬂ1, Z}\ N C0.9902d
log(4n?/6
d0'00'§
<0.01 a7)

where we use the lower and upper bound on loss derivatives during the first stage, as well as Lemma
and Lemma The last inequality is by o¢ > 840nC, 1d*10g Yay/log(4n?/5). Then we
ave

N rk—
max (wh . &)] > (1=~ 0F&12) max | (whh €] = == 3 (65 - [(whh €] - (6w &)
/;él
> (14 20,9915 1)?) max | (wh 1 &)

Yi,T S

> max \ (whl g,)

> max (W, .. &)

Let BF := max, |<W’;i-,7"’ &;)| and we obtain for any k < T,
k n k-1 2\ k-1 nogd k-1
BF > (1+ L 0.99]6 &) )Bi_ > (1+ —0.98@)3 -
d
(1 + 0. 98(7@) 0
5d
> (1 n —0.98@) oooeV/d/4
nm
where we use (T7), which holds for iteration & and Lemma|[D.1] Consider

o2d
T, = log(8061051d71/2)/10g (1+ %0.9805) = @(nflnmadefl log(SGO_lagld*l/z))
for n sufficiently small. Then it can be shown that

BiTl _ma‘XK y1 r7€Z>| =
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In addition, we show the average also grows to a constant order with a similar argument. In particular,
from (I6), we have

—Z bogl > (1= Lee?) Z|
Z‘glk ! Z‘ ylrv @’ ‘<€Z/7€1>|

il i

Using a similar induction argument, we can show

*Zl yl,r7€ |>*Z| yl,r7 z|>*Z| 'L/Lr7£l|>0-00-€\/>/2

for all k < T4, where the last inequality follows from Lemmam [D.16] Then we can show at T},

m

Ty
1 )agd
EZK Yi, r7£z>| 2 ( nm 0980@ 0'00-5\/a/2 > 4.

r=1
In the meantime, (T3)) allows to bound the growth of signal learning as for any j = +1,

max|< ]r’“’]>|

(1+051"”“” ) V2 log(8m /oo

1 +0.51 nlle]?
= exp ( og(1 Ude> log (800_105_1d*1/2)> v 2log(8m/d)oo || pell
log(1 + 0.98 77"

exp ((0.530[ nSNR2 + O(n_lsNR_Qn)) log (800—105—1d—1/2)) v 21og(8m/d)oo ||l
< 84/2log(8m/0)SNR
_ 6(n—1/2)

where the first inequality is by Lemma[D.T]and the second inequality is by Taylor expansion around
n = 0. The third inequality is by choosing 7 sufficiently small and based on the condition that
n~'SNR™2 > 0.55C, '. The last equality is by the SNR condition. O

IN

IN

D.4.2 SECOND STAGE

‘We choose W* to be

wi, = w0, +2log(d/e) S L(y: = sign((w?,, &) =
=1

I1&:11?

First we show the invariance of sign of noise inner product after the first stage.
Lemma D.17. Under the same settings as in Theorem we have max, |(wh .. &)| > 1 and
% Sy |<W’;T,£Z>| >2forallTy <k <T*andanyi € [n].

Proof of Lemmam In addition to the two results, we also prove max; |pf ;| > 1.5 and

LS py il = 3. We prove these results by induction. First, it is clear that at k = T1,

m

the bound regardlng inner products are trivially satisfied by Theorem[D.3] Then by Lemma[D.5] we

have
log(4n?/é
ym&l—ﬁ 4¢7 >2-05=15

(w
1 — 1 & log(4n?/d
meZ:,Mz%ZM ) e
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where the last inequalities are by Condition [D.T]for sufficiently large constant C'.

Now suppose there exists a time 7] < T < T such that the results hold for all £ < T — 1. Then at
k = T, recall the coefficient update as

Pani = Pt + =67 (w2 €& (18)
If (w), ., &) >0, byLemmawehave< W T-1 ¢, py i > 0. Then

pfi,r,i=pfi}1ﬂ+ If’T wy, o €0 lEl?

log(4n?/0)
—py,,rz+7|g/T 1|(py1,rz < 5€7>7 TRQ)H&HQ
1
—py,,rz+7|g/T 1|(p£,rlz+§< yl,r’£>)‘|€i”2'
Then taking maximum over r,
max|pf ~|>max|p7~“71-|+n”£z” |€'T 1| \p \>max\p LI>15
" Yi,rel — " Yi T2 2nm Yi Ty Yi, Tyt

where the first inequality follows from (w{ ., &;)/2 < 0.5 < max, | py . '.|/2 based on Condition
Similarly, when (wgw, &;) < 0, we can obtain the same result. Then, we have

log (42
Mnazm—os:i.

max|< Wy r7£l>|>max|p%rl|_6 4

Furthermore, we prove the results for the average quantities in a similar manner. First, from the

coefficient update, and by Lemma , sign(p;}%i) = sign((w, !, &)) and thus taking the average
of absolute value on both sides ot ([&]), we get

1 & 7
E2|p§i,rz = Z‘ ylrz K/T 1| Zl yl,r7 |||£lH2
r=1

log(4n?/6
= o I T Y ay P
Ziz‘ ’L[L,’I‘Z /T 1|7Z‘pyer H2
ZfZ\py“” >

where we use |a + b| = |a| + |b| when sign(a) = sign(b). Then, we have

1 & 7 1 &K 7 log(4n?/6)
E;Kwyi’r’&ﬂZE;“[)%”J‘_ﬁ_ZL TTLQZ?)—l:Q.
where the inequality is by Condition[D.1} O

Lemma D.18. Under Condition we have |[WT — W*|| = O(/nm 1og(1/e)agld_1/2).

Proof of Lemma[D.18] The proof follows similarly as in Lemma [D.T1] Let P¢ be the projection
matrix to the direction of §, i.e., P¢ = % Then we can represent

Wir ™ w?,r = PHi (w;'c,r ) + PH 1( + Z PE«L ;Cr - WQ,T)
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+ (I - Pul - PIL—I - ZPEi)(WiT - W?J")'
=1

By the scale difference at 77 and the fact that gradient descent only updates in the direction of p;,
j = %1 and &;, we can bound

W - w2
< <W,J1‘}_W?_’ray‘1>2 <W}}r_w‘?7r7/1’—1>2 " <W§}—W?’T,€i>2
P> T A TE +3 )
j==%1,7€[m] K H i=1 ?
n 2
+ Z (I Py, —Pu, - Z P£i> (W.,]I:}l" - W?,r)
j=+1,r€[m)] i=1
<2m(2<wg},m> AWt )+ 2w )+ 2w )2
- [l ge]|?
2wt €32 +2(w0,, &)? - T
o S ) 3 (TP~ P, = 3P -
j=x1,r€[m] i=1

< O(mnadefl)
where we use the scale difference at T3 . Therefore,
W — W < [[WT = WO+ [|[W° — W7

< O(Vmno;'d"'?) + O(vnmlog(1/e)a; 'd~'/?)

< O(vmlog(1/e)og d=1/?)
where we use the definition of W*. O
Lemma D.19. Under Condition we have forall Ty < k <T*

[WH — W2 — [[WH - W > 29Ls(W*) —

Proof of Lemma|D.19, The proof follows from similar arguments as for Lemma[D.12] We first obtain
a lower bound on y; (V f(W*,x;), W*) for any i € [n] forall T} < k < T*.

X 1 . . 1 , .
yi(VF(WF, x;), W*) = o Z]%("Vim By, )y, W) + o Z]%‘(wa&)@uwj,r)

J,r
= 72.71% ]rauuz><uym g, Z]yz ]r7£z><€za >
Jr J.r

+l Z ZZQQ%< T’€l> ( = )<ﬁg@/£”l;>210g(4/6)

m j=x1lr=14=1
1 - <£7€L/>
= — Y [(wk . &)[2log(4/e) + ZZ wh . €)2log(4/e) 2=
m 2 22 €]
Ag Ao
1 ) 1 .
+ E ijl <W§c,r7 Ny7><“y7 ) W?,r> + E ijl <W§'€,7’7 €Z><€Zv w?,”r‘>
Jor Jor
All A12

where the second equality is by definition of W*. The third equality is by Lemma and Lemma
on the sign invariance. We next bound based on the scale difference and Lemma|C.2]

|Aro] = O(nd=/?),  |A11| = O(ao|lull),  |Ar2| < O(opoeVd)
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where we use the global bound on the inner product by 5(1) Next, by Theorem and Lemma
D.17, we can show = > [(wk . p, )| >2foralli € [n],k > T} and we can bound

Ag > dlog(4/e)
Combining the bound for Ag, A1¢, A11, A12, we have
yi(VI(WE x;), W*) > 2log(4/e) (19)
where we bound |A10| + [A11] + [A12] < 2log(4/€) under Condition[D.1]}
Further, we derive
[WE = W2 — [ W — w2
= 21(VLs(W"), W* — W*) — ||V Ls (W*)||?

= 20 g (21 (W, 1) — (VW 1), W) 72|V L (W) P
=1
> 2 Zw (20 (W*, ) — 2108(2/) — |V L5 (W)

41
= D (Uyaf(WH x0) — €/4) = 11| VLs(WH)|?
i=1
> 2nLs(W*) — ne
where the first inequality is by (I9) and the second inequality is by convexity of cross-entropy function
and the last inequality is by Lemma[D.g] O

Theorem D.4. Under the same settings as in Theorem m let T =T, + L“Wﬂn;ew”?‘j =
T+ O(n’leflmnode’l). Then we have

s there exists Ty < k < T such that Ls(W¥) < 0.1.

© max;,., (W, )| = o(1) forall Ty <k <T.

« max, [(w} &) >1forallic [n], Ty <k<T.
Proof of Theorem|D-4] The proof is similar as in Theorem [D.2} By Lemma[D.19] for any 7} < k <
T, we have
[WE = W2 [WHEH — W2 > 2 Lg (W) — e
for all s < k. Then summing over the inequality gives
T

1 W — W*||2 e
. — Ls(WH < ——— "1+ <
T—T1+1kz; s )_277(T—T1+1)+2_€
o=11
where the last inequality is by the choice T = T; + LMJ T +

ne
Q(n~'e tnm3log(1/e)o; ?d™"). Then we can claim that there exists a k € [T, T] such that

Ls(WP*) < e. Setting € = 0.1 shows the desired convergence.

Next, we show the upper bound on max; ,, , |<w§“’r7 )| for all k € [T, T']. Notice that by Proposi-
tion we already have max; , |<w]ij,r, )| < 9, where we let

2
log(4;l /9,

9 == 3max{max|(w;1, p;)|, 8,4 a} = O(max{n=Y2 oy0eVd, oo || ul|, nd~/?})
Vi ’

Subsequently, we use induction to prove max; . [(w% ., ;)| < 2¢. First we notice that

T
WT1 — W* 2
Z Ls(WH) < W= - Wi = O(n_lnmagzd_l) (20)
n
k):Tl
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where the equality is by Lemma [D.TT| where we choose € = 0.1.

At k = Ty, we have max; , |<w§:1,,/i~g‘>| < ¥ < 29. Suppose there T ¢ [Ty, T] such that

max,.; |p5i1)m| < 29 forall k € [T1,T — 1]. Now we let U¥ := max;, |<Wir, w;)| and thus
by the update of inner product

T <0 LY g
1€S;

<O LS )2
1€[n]

2 2
m
where we use |¢/| < £ in the second inequality. Taking the summation from 7} to T gives

7o 2nllu)? = b
T < gt 4 200 Ls(WF) .- m?2y
m

k=T,
< ¥ + O(nSNR?) - 29
<29
where the second inequality is by (Z0) and the last inequality is by n~! - SNR™2 > C" for sufficiently
large constant C’ > 0. The lower bound for noise inner product is directly from Lemma [

E DIFFUSION MODEL

For the analysis of diffusion model, we restate [3.1] specifically for the case of diffusion model.
Condition E.1. Suppose there exists a sufficiently large constant C > 0 such that the following hold:

1. The dimension d satisfies d = Q(max{||p]|2, n2}).
2. The training sample and network width satisfy m,n = Q(1).
3. The initialization variation oy satisfies oo < O(min{||p|| ", agld*1/2, m=3d~1/2}).

4. The noise coefficients o, By satisfy oy, By = O(1).

E.1 USEFUL LEMMAS

Lemma E.1. Suppose § > 0. Then with probability at least 1 — 9, for any t,
ogd(1—O(d %) < Wi, |* < ogd(1+ O(d /%)
(w0, )| < v/21og(16m/d)o0|ps;]l,
(W04, &) < 2¢/log(16mn/8)aooeVd
(W0 Wi 1) < 2¢/log(16m2/6)ogVd, 7 # 1
forallr,r’ € [m]andi € [n]. and j = 1,2
Proof of Lemma@ The proof is the same as in (Kou et al.| [2023)) and we include here for com-

pleteness. Because at initialization w%t ~ N (0, 021), by Bernstein’s inequality, with probability at
least 1 — §/(8m), we have

w2413 — o5d| = O(o5\/dlog(16m/5))
Then taking the union bound yields for all » € [m], we have with probability at least 1 — §/4 that
o3d(1 = O(d™"72)) < [[w),[15 < ofd(1+O(d™"72)).
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Further, because (WY, p;) ~ N (0,03 | p15]3) for j = 1,2, then by Gaussian tail bound and union
bound, we have with probability at least 1 — 6/4, forall j = 1,2, r € [m],

(w2, )| < v/21og(16m/8)o | a2

Finally, following similar argument and noticing that ||€;||3 = @(Jgd) and [|w?, |13 = ©(c3d), we
have with probability at least 1 — d/4 that for all 7 € [n], [(w};,&:)| < 24 /log(16mn/d)ogoeV/d

and [(w}),, wy) ;)| < 24/log(16m?/6)ogvd

E.2 DERIVATION OF LOSS FUNCTION AND GRADIENT

We first simplify the objective through taking the expectation over the added diffusion noise.
Lemma E.2. The DDPM loss can be simplified under expectation as

Ly z (a+ LW + LYW

’Ll]e

where

m

19w Z w2 (0 (w62 + 602 B (it X7 2wt 2+ 357 |
— 4\/%0&@5 <Wr,ta X((J,z)>>

) 2
LW = =373 (v ) ((0F (Wit X607 + BRIt |12) (0 (Wi 0,1)? + B[ wero] )
r=1r/#r

2B Wi, Wi 1) + 402 BEW, 0 X0,0) (Wi, X0,0) (Wrt, W)

corresponding to the learning of r-th neuron and alignment of r-th neuron with other neurons
respectively.

Proof of Lemmal|E.2] Without loss of generality, we consider for a single sample x; ;. We first write
the objective as
2
25 [

12 IS

E| f,(We,x)) — EEPBIIQ

m

§ Wrt7xt i )Wr,t

=Elle?)|? +E|—=

——
I

Ell

m
ZU th,X“ )<Wr,t7€t,i>
r=1

where we omit the subscript for the expectation for clarity.

First, we can see I; = d. Then

NE

Iy = E[((Wr,t,xg)>)2<wr,t, em}

Il
-

T

I
3= 5
NE
M&

E[(wras %)) Wil et

il

1

ﬂ
Il
—

I

Bl
NE
Mg

%
Il
-

E [ (e, x{7 ) w1

il

t

I
3%
NE

M

vl 2E [ (wy.0, %)
ayfBy
Jm

[\

W2 (W, xF))

r=1
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where the third equality uses Stein’s Lemma.

Next, we consider I by writing

1
:%;E WTt?th>)]

Z ST E[((Wre %02 (Wrr 0, X)) (Wit Wi ).

r:l r!#r

Next, we compute the two terms E [((w., xﬁf?))‘*] and E [((wy., xgﬁ-)>)2(<wr ¢ xgﬁ)» | respec-
tively. For notation simplicity, we let a, == oy (W, ¢, ng 2>, by = Bi||wr || and z, = By (Wi, €4).
We first compute E[z,.] = 0 and E[22] = 82| w,+||%, E[2] = 38¢||w..+||*. For the first term,
E[((wrs, x7))"] = E[(ar + 2)"]
=Ela? + 4a3z, + 60222 + 4a,2> + 2]
= ap + 6a’E[z7] + E[2 ]
= at + 6a?b? + 3b}

= (W, XV 4 6282 (Wi, X)) 2 [ Wi |2+ 36]

Next, for Ee, | ar(0,1) [{Wort, atXo0,i + Breri)? (W 4, X, + Bi€s.i)?], we note that
Elz2] = BiE[€) ,wr i, €3] = B (Wot, Wi 1),
E[z.22] =0
Elzz})] = E[Z]E[z))] + 2E[z20])* = B[ wrel Wi e |* + 28] (Wi, Wi 1)

where the second and third results follow from Isserlis Theorem. Then we can simplify

E[(wy ¢, arXo,; + 5t€t,i>2<Wr’,t7 QaXp,; + /Btet,i>2]

= IE[(a7 + 2.) % (ap + 20)?]

= a?ad? + a’E[22] + da,aBlzp 2] + a2 B[22] + E[2222%]

= o} (W1, %X0,i) 2 (Wpr 1, X0,1)% + B} <Wrt>XO 2w 1?4 B (Wt X0,i) (Wy 4, X0, ) (W g, Wi 1)

+ atﬁt <Wr’ ty X0 ’L> ert||2 + Bt 4 if”2 + 261& <W’I“ ty Wpt t>2

Combining I1, I, I3 gives
Ellst (x?’))

(Oét Wrt>x(()pz)> + 60737 (Wntaxo P))?

+ 38 Iwral* = 4v/mauBi(w, x()))

L) (wir.t)
2 m
+ i 2 2 (e i ) (@3 W, XD + BElIwral2) (0w, XD + BE vy a]1)
r=1r/#r

+ 2B21<W7',taw1"/,t> + 4O‘tﬂt <W7 t» X0, z><wr’ ty X0, z><W7 ty Wps t>>

LE) (wye)

where we respectively denote the two composing loss terms as Lg{’ Z) (corresponding to the learning of

r-th neuron) and Lg’ 1) (alignment with other neurons). O]

We next compute the gradient of the DDPM loss in expectation.
Lemma E.3. The gradient of expected DDPM loss in LemmalE.2 can be computed as

VL Z Z LYZ’ W,) JFVLépz)(Wt))

1= 1p€
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where
VL) (Wr1)
2
= = (o (W X+ 12028 (w10, X)) 2 W00t |2 4 987 W | — 4/ B (wr e, X)) ) wor

2
= (20 (w0 X)) Wt 2 4+ 603 B2 1wt (w0, x7)) = 20/mans B fwor |2 ) )
VLY (wr)
= 25 (@ w7 wral?) (03 w50 4 w0 7) + 257 (w0 w12
/¢T'

+ 40‘%53 <W7‘,t7 XO,Z‘> <Wr’,t7 XO,i> <Wr7t7 Wr’,t)) W'r’,t

2
> (0 (wor x  B [ o 2) (i W) (207 (e, X7 4 287 wr)
r’#r

2
T D (W, W 1) (487 W o + 807 B Wity X0.6)X0.:)

r’#r

Proof of Lemma[E.3] The proof is straightforward and thus omitted for clarity. O

E.3 FIRST STAGE

Lemma E.4. Under Condition suppose n. - SNR? = O(1),n~! - SNR™2 = O(1). There
exists an iteration Ty = max{T,,T¢}, where T, = @(\/>JO 1d Hpll=tn ) and Ty =

(nfailafld_3/2 =YY such that for all 0 < k < Ty, (1) (wF, p;)| = O(aolliel) (2)
(wk,. &) = O(o00eV/d) and (3) w2 = 6( 8d)f0rall7“ € [m],j = £1,i € [n]. and (4) the

stgnal and noise learning dynamics can be simplified to

dnayfe|S;
WA ) = (wh )+ OIS 2 2 4 B0 ),
dnay By

(Wit &) = (wiy, &) + Y relP €N + O(ogodd™*n ™)

forall j = £1, r € [m],i € [n]. Furthermore, we can show

Ty iy
© (Wi i) = O((w, g ),

o« (W} &) = O((wyl,, &),

T Ty T,
* (Wi w) = 0w, 1)

T, T
¢ |<W7",1t ?H]>|/‘<Wr,1t 7€Z>‘ - @(n . SNR2)
forall j,j' = £1,r,r" € [m],i,i" € [n].

Proof of Lemma We prove the results by induction. To this end, we first compute the scale of
the gradients projected to the space of 1, 1 and &;, for i € [n] under the scale of (1)-(3). For
notation clarity, we omit the index k.

Signal. First for t;, and for any ¢ € [n], we compute

1

1 _
5 2 (VLY (Wie). ) = Ol a1t + o s 1°d + 05 + ool ) O (ool s )

=1

+O0(agllmiPd + o6d? s | + o) s
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= O(03lls11%) + Ologdl ps1%)
= O(ogd|p; %)
where the dominating term is —4v/ma B¢ | wy.¢||?[ 1 [|*. It is also worth highlighting that the second

dominating term is 6a? 37| w.. ¢ ||* (W ¢, pt5) || 25 |%, which on the order of 6(08d2||uj ).

Further, we have due to the orthogonality between signal and noise vectors,

1

o <VL12Z)(WT15) M) = O(angd2 + ogozd® + opd® + 000 Vd)O (00|

=1
= O(cgoe|lps]|Vd)
where the dominating term is —4v/mou (Wi, &) (W1, f15).

In addition, we have

1 — ~
5 Y (VLS W) ) = O((o g + o8d)” + oid + o a2V ) Ot )
1=1
+ O ( (Bl + 3 d)o3 V(oo s 1P + ooll )
+O(abd(oollusll + oollu 1))
= O(03d”|l51) + O(o5d® |5 1*) + O(oidllps; |I*)
Further,

ZVL?Z (W), 1) = O((0502d + 03d)” + 0 + oo ?d*/) Oovol s )

+0((o302d + o3d)R Vol )
+0(otd(oolis]))
= O(ofd?|u;1)

Then according to the definition of |S41| and g1, we can simplify the dynamics of p; learning at
initialization as

Anow Be| S5
(wWith o mg) = (Wi g >+T” w1 + O (o5l )
where the second dominating term is 60737 wF ,[|*(wF . ;) |p25]|?, which on the order of

O(ob 5 )-

Noise. Similarly, we can also show for the noise learning

n

1 1 _
o Z(VL§ L (W), &) = O(odl | + od s 12d + oid? + ool ;) O(o00e Vd)
i'=1

= O(cgoeVd| )
where the dominating term is —4/ma S (Wy¢, p;) (Wrt, &)

1 O ~
o E (VL(2 (Wrt), &) = O(ogoed? + oyoid® + oyd* + oo Vd)O (00 Vd)
i=1

+ 5(0’803d5/2 + odoed? + 03d)0(0§d(n71 +d1/?))
= O(angd) + O(anng)
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= O(n~ O'(]O'gd2)

where the dominating term is —4v/may S| /|?/n.  The next dominating term is
607 87 || Wi [|* (w1, &)[|€:]|* /n, which is on the order of ofo2d™? /n.

Further, we can show

1 9 -
S (L w,).6) = O (o3l 2 + ) + b + o wlV) Do)
=1
+ O( (ol 112 + o3 d) o V(oooe V) )
+ 5(0’616“0'00'5\/&))
= O(0joed®)
Lastly,

21nZ<VLéQl)(WM) &)= O((Goagd—ko d) + ogd + o) 2d3/2> (aoag\f)

+ 5<(a§agd +odd)od d(ooagd?’/Q(n_l/2 +d7 V%) + angﬁ))
+ 6(0’36“0’00’5\/& + 0005\/(305d(n_1/2 + d_l/z)))
= 5(080§d5/2) + 5(080§’d3n_1/2) + 6(0(5)U§’d5/2n_1/2).
This suggests the the dynamics of noise learning at initialization is

4
(WEHL £ = (wh, &) + ”j@

where the second dominating term is 6 37| w,.¢||*(W..t, €:)||&:||*/n, which is on the order of
agag’dw 2/n.

Next, let TH _ @( v/ m 10g(16m/5)) and Tg _ @(n\/mlog(lﬁmn/é)

” rt” H€z||2+0(0'00-§d7/2 71)

) and we prove the results (1)-(4)

aod||plnasBe o00ed3/2nay By
hold for all 0 < k < T7j via induction. We first show for all 0 < k < 77 that
4no By S;
(with ) = Wy, my) + 7H F P e 1 + O(nogd® || 1)

n

dnay B
(WL &) = (wh,, &) + fn wh &2 + O(nododd®/2n )

First it is clear that at k = 0, we have from Lemmathat [w?,|I> = ©(c§d) and
(W04 1)| < v/210g(16m /)| = O(oo || pl])
[(w?,,&)| < 24/log(16mn/s) YoooeVd = O(Uoo’g\/g)

Suppose there exists an iteration f# < min{T},, T¢} such that [|w? ,||* = ©(0gd) and [(W) ,, p;)| =

O(oo||p|)) forall 0 < k < TVM — 1. Then we have from the previous analysis, we can approximate
with a linear dynamics by omitting the higher order terms O(o§d?||p||?) as

7 no nouf ~
(W) = (Wit ) + \/%t@(ff%d)llul\2= (Wile ) + \/%t@(aﬁd)llul\%’u

no By
< Wy ) + NG O(o5d)||pl*T,

= (W, j) + O(oollel))
= O(oolul)
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where we use the Lemma [C.1|that |S;| = ©(n/2).

For the same argument suppose there exists an iteration Tg < min{T},, T¢ } such that ||w},[* =
O(ogd) and [(w?,, &)| = (aoagf) hold forall 0 < k < Tg — 1. Then we we can approximate
with a linear dynamics by omitting the higher order terms O(aoa3d7/ 2)

T &) = (T ) + T (ofod ) < (wl ) + kOt d)T,
= O(0g0¢Vd)

where we use Lemma.that [&:]I? = O(c 2al) forall i € [n]. Next, denote Pg = ”EHQ be the projec-

tion matrix onto the direction of & and we express w?jt = mer + TP 1wr > Pew TTt +

(I —Pu, Py, —>", Pgi) w;., and due to the orthogonality of the decomposition, we have

~ ~ . 2
<W?taul>2 <W71:t7l'l'—1>2 = <W$t7€i>
[wl,|? = — + = + R
7 e 2 e
n 2
+|@I=Pu, =Py, — > Pe)w
i=1
= O(a3) + O(na) + O(03d)
= O(cpd)
where we use the induction results that |(w M,uJH = O(oo||p||) and |(w M,Ez>| = O(opoeV/d),

and the H (I

P, —P, , —>" Pe)w TTJ ] is dominated by ||w{,||> = ©(05d).

This completes the induction that for all & < min{T},, T¢} the results (1) are satisfied. Next, we
examine the iteration min{7},,T¢} < k < max{7),,T¢} = T, . The magnitude comparison
between 7, and Tg depends on the condition on n - SNR?. Because - SNR? 7! - SNR ™2 = 6(1)
then T, /T = ©(n~'/>Vn=1SNR~2) = O(1) and T¢/T,, = O(n'/>V'nSNR?) = O(1), where
we use the condition on n = 5( 1). Hence using a similar induction argument for the iteration
min{7T),, Te} < k < max{T},, T} completes the proof that forall 0 < k < Ty, [|[wF ||? = ©(c3d),

[(wk . 115)] = O(oollpel]) and [(wh,, &)| = O(000Vd).

Furthermore, at k = T, we have for all 7 € [m], j = =1 and i € [n], the growth term dominates
the initialization term and thus

T, _ _
(Wyh s ) = O(nayfem ™ 2odd || pl*Ty)
(WZ{,&> = ®(natﬂtn_1m_1/203da§de)
Thus, we verify the concentration of inner products at the end of first stage as well as the ratio
T fon T T
(wyh ) /(Wi L&) = O(nSNR?) as well as (w,} , w, ) = O([[wy} [|2). O

E.4 SECOND STAGE

In the second stage, we show there exists some W; such that VL(W]) satisfies
(Vw, L(W?), ) = (Vw, ,L(W7}),&) = 0forall j = =1, € [m], i € [n]. In other words W
is a stationary point whose gradients along the signal and noise directions are zero.

Theorem E.1. Under Condition there exists a stationary point W7, i.e., Vy,  L(W}) =
that satisfies (1) (w7, pj) = O((WE 1, ), (2) (Wi &) = O(W 15 &ir)), (3) (W, Wi 1)
O([[wy|I?) and

0

(W) s )| /[(W) . &) | = ©(nn - SNR?)
forallj =+£1,r € [m], i € [m].
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Proof of Theorem|E.1} The proof starts by assuming the concentration of neurons. This allows to
simplify the expression for (Vy, , L(W?), u;), (Vw, , L(W7), &) as follows.

Signal. Recall ||p1]| = ||p—1]] = ||p]- For j = %1,

n

1 D, o« 2), 1, « 2, o«
SvL)(wriy) + VLC (wiy) + VIS (why) + VLS (W), )

2n 4
=1

(Vw, L(W7), j) =
Then we can simplify

1 & D, s
5 D (VL (W), )
=1

]' * * * *
= 59(<Wm 1)7 + (W )W 2+ w1 ) = Vmdwi g, pg)?

las112)

+ (Wi 1) W P 112+ w1 ) a5 |12 = v/l [wy
where we have used Lemmal[C.1l And

1 - 2 * 1 * * * * *
5 D AVLE W) py) = — O (W] 1 €0 (W) o p) + (Wi &) w5 2w 11y)

2n
=1
AW (7 0 115) = VAW €)W 115) )
1 = (1) * m—1 * 5 * (14 * * 3 * (12
5 SUVER W) p5) = "m0 () + w85 ) + (W5 1) [
=1

(Wi )W s 1+ HW:7t||4<W:7taNj>||ﬂj||2)

m—1

1O 2
% Z<vLé,i)(Wr,t)ap'j> =

i=1

T 0wy s € W ) w5 W7 1)
* 2 * 2 *
(W €)W W 1))

Setting (Vw, ,L(W7), ;) = 0 yields
\/E@<<W:,p 17)° (W )P W |2 s Wy g )+ (W ) W51 1
W 1w b g 12 4 (W &) W s )+ (Wi, €)W | (W Nj>)

= O (W) + WP 12 + (W7 €6 (W7 1))
Noise. Similarly, using the same argument, we can show for noise direction,

* 1 - 1 * 2 * 1 * 2 *
(Voo LOWE), &) = 5= D (VLSS (Wha) + VIS (W) + VLG (WE) + VIS (W)0), &),
ir=1
Then we can simplify

n

1 1 * 1 * * * * *
S SV, €) = O (T g W7 0 ) (W5 1) W7 27 )
i'=1

AW (W7 0 6) = V(W 1)W1 1))
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1 .
= 0 (W) &0)° (Wi G102 + w7 w7, & — Vi, )°)
+7Z@< rt7£Z ert||2+||wrt|| < rt7£i>_\/%Hwi,t||2)<£i7£i’>

=1
1 * * * * * *
= 0w &) + (Wi €W |12 4 1w 1w €)= Vimiw; 1,602
1 * * * * * ~ —
O (Wi &) WP IEN + w1 w7 1 ED1IEN = Vil 2112 ) + Otnd 172

where the second equality is due to Y 1_ (£&,&) = (1 + O(nd=1/2))[|&]|* by Lemma
Furthermore, we have

1 m—1 * * * *
S L w6 = T (i) €0 + [l (760

=1

(W) 2w |7 4, 6))

1 - * * * *
2 2 (VI 280 = "0 (w0 €07 4 W (w7 €0) (W €07 w7

m

+ P20 (w07 W P67 + w7, ) 6617 + O ™).

Setting (Vy, , L(W7}),&:) = 0 yields

VO ((wr . €)° + <w:t7si>3||w:,t||2 (W ) (W 6] (W ) W 2 (W5 €0)
0 80) 7 £ I P& 4w s, €0 66]17) + Ol 12)

- @(<w:,t,uj><w:,t,si> wr &)+ w1

Combining the above results for both signal and noise, we require to solve the following equations to
compute the stationary point.

VIO (W7 4 11)” - (W7 g 1) [ 2 (7, €00 W ) W1 (W7 1 115)

(W €W 2 15} (W5 1) I P 2 4 1907 w5 ) )
= O((W] €W 1)+ (W ) W 2 1) @1
VIO (w74, €0)7 + (W7 €0 IWE 1P + (Wi 1) (W7, €6 + w7 o1 w €6)

W I P50 E6) + (w02 I P+ i s €01161)
-0 * . * ) * N2 l * (1201¢.112 5 d71/2 22
= <Wr,tvﬂj><wr,t752> + <Wr,t7€1> + nHWr,t” &ill") + (n\/ﬁ ) (22)

Because we require d = ((n2m), we can first ignore the term O(n+/md~'/2) when computing the
stationary point.

In order to solve such equations, we let 7 := i‘;ﬁ"g] >> for any 7, j and further consider the decomposi-
rt0Si

tion of Wy, = v [l || 2 +v-1p—1ll—1]| 72+ 3012 pr.i&il|€il 72 based on the gradient descent
updates of w, ; starting from small initialization. Then we can see v; = (w Wb p;) for j = £1 and

pri = (W M,&} + O(d~'/?), where we use Lemmathat n|(&, &)]]|€:]| 72 = O(nd="/?) for
any ¢ # i’. Then we can show

n
lwyl? = 20w7 4 ) g 172+ 1) prabill&all =217
i=1
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= 2wy ) sl 77+ n(wy €071l 2 + O(nd™1/%)

= 2wy, 1) gl =%+ n - SNRA (W, €)% [yl + O(nd~1/%) (23)
where the first equality is by orthogonality of p; to &; and the second equality is by p, ; = <W::7t, &N+
O(d~"/?) and n| (&, &)|[1&:]| 2 = O(nd~1/2).

Next, we separately consider three SNR conditions, namely (1) n - SNR? = 0(1); 2 n- SNR? >
Q(1);and (3) n~1 - SNR™2 > Q(1).

1. When n - SNR? = ©(1): we first can derive
[wr lI* = max{©((w},, 1)*), O((w;,, &)*) Il 2
where we ignore the O(nd~*/2) Next, we can simplify and depending on the scale of 7.

* When 7 = Q(1), we have ||w:[|* = ©((w;:;, ;)?) [ 5]~ and the equations reduce to
{6(\/77”-5<W:,t7 €Z>5) = ®(T2 <W:,t7 £1>2)
O(vmri{wr,, &)%) = O(r* (W), &)?)
It is clear to see for 7 = ﬁ(l), the equations cannot be jointly satisfied.
« When 7! = Q(1), we have w17 = O((w;, &)?)|lp;]| =2 and the equations reduce to
{6(m7<w:,tv£i>5) =0((w; ;&)%)
O(vm(w; ;&)%) = O((w; . &)%)
which cannot be satisfied simultaneously for 71 = €(1).
« When 7 = O(1), w12 = O((wr, 1)) 15| 2 = O((w? 1, €)= and thus we
can simplify the equations to
{@(\/WWi,uﬁf) =O((w; 1, &)%)
O(vm(w; ;. &)%) = O((w; . &)%)
which has a solution with (w7 ;, &) = ©(m~%) = (W}, u;).

Finally, we notice the term ignored has an order of O(n\/md~1/2).

2. When n - SNR? = Q(1): we first derive
Iwy 4 |I* = max{©(r?), O(nSNR*) H(w.,, &) || | 2.
We consider the scale of 7 as follows.
» When 7 > nSNR?, we have [wr N7 = ©(r2) (W, &)l ;]I =2 we can simplify the
equations to
O(Vmr> (Wi, &)°) = O(r*(w;, &)%)
6(\/%7-4<W:,ta €l>5) = @(T2<W;,t7 €i>2nilsNR72)
In order to satisfy both equations, we require 7 = 9(nSNR2). On the other hand, if
VnSNR® < 7 < nSNR?, we have ||w;,||* = ©(nSNR?)(w},, &)?||s =2 and we can
simplify the equations to
{@(\/WTWWM&P) = O(r*(w; ;. &)?)
@(\/777“7—4<W:‘,t7 £i>5) = @(T<W:,ta €L>2)
which can be satisfied for any v nSNR? < 7 < nSNRZ.
Finally, if (1) < 7 < VnSNR?, we have ||w},[[? = ©(nSNR*)(w},,&)?|u/ =2 and
we can simplify (21)) as
{G(ﬁ(T%SNRQ +7n?SNRY||p]| =2)(w,. &)%) = O(nSNR? (w7, &)°)
O(vm(r* + n*SNRY||p| ~* + 72nSNR?||ul| =2) (w7, &)°) = O(7 (W}, €:)?)
(24)
To analyze the solution to the above equations, we consider two cases:
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- When |ju|? < nSNR*7~2, the first equation of (Z4) can be simplified as
O(v/mrn®SNRY||u| ~2(w,, &)%) = ©(nSNR*(w},,, &)?) and the second equation

of (24) can be reduced to @(fnzsNR4||u|| 4<WM, £€:)°) = O(r(w},,&)?) and in
order for both equations hold, we must have 7 = ©(1/nSNR?|| || ~2).

— When ||p||> > nSNR?*7~2, the first equation of 24 can be simplified as
O(v/mm*nSNR*(w} ;, &)%) = ©(nSNR*(w} ,, &;)?) and the second equation of (24)
can be reduced to @(\ﬁT (Wi, &)%) = O(r(w;,,&)?), which holds for any 7.

Hence in summary we have 7 > /nSNR?|||| =2 > Q(1) can satisfy both equations.
« When 7! = Q(1), we have [wi )| = O(nSNR?)(w,, &)?| ||| =% and thus

{9(\/5(7+TBHSNR2+THQSNR4IIMII2)( Wi, €i)7) = O(nSNR* (W ;, £:)%)
O(v/m(1 + nSNR?||pe]| =2 + n®SNRY | || =) (w4, €:)°) = O((w}4, &)%)

which cannot be satisfied for 77! = £~2(1) because the coefficient of the first equality

is order smaller than the coefficient of the second equality, i.e., 7n " 'SNR™2 + 73 +
mnSNR? ||| =2 < 1+ nSNR?|||| =2 + n?SNR*|| || 2.

3. Whenn~! - SNR™2 = Q(1): we first derive
[y |I” = max{©(7?), O(nSNR*) (w ,, &) || ;|| >
‘We consider the scale of 7 as follows.

* When 7 = Q(1), we have ||w7,|> = O(72)(w} ,,&)?| 1]~ and thus we can simplify
the equations to

{@(\/ﬁ7—5<wi,ta£i>5) = @(T2<W:,ta€i>2)
O(y/m(r* + n~'SNR™*7% + rn " 'SNR?||p|| ~2)(w;:;, £:)°) = O(n 'SNR™*7%(w} . &)%)

which cannot be satisfied when 7 = ﬁ(l) because the first equation has a coefficient 73
while the second equation has a coefficient of 72nSNR? + 1 4 72, which is much smaller
given n 1SNR ™2 = Q(1).

« When 771 > n~'SNR ™2, we have ||w} ,||* = ©(nSNR?)(w} ,,&)?|ut;]| =2 and we can
simplify

{6(m7_<w:,tv &)°) = O(nSNR*(w ;. &)%)
O(vm(w; ;&)%) = O((w;;,&)?)

which can only be satisfied if 7 = ©(nSNR?).

« When Vn-ISNR™> < 77! < pn7ISNR™2 we have |wi? =
O(nSNR?) (W1, &)?| ]| ~2 and we can simplify

{@(\/%T<Wﬁ,t7£z'>5) = O(m(w;,;,€)?)
O(vm(w; ;&)%) = O((w;;,€)?)

which can be satisfied for any Vn—1SNR™2 < 7= < n~'SNR 2.

« When Q(1) < 771 < Vn~ISNR ™2, we have ||w} ,||? = ©(7%)(w},, &)?||p;]| =2 and we
can simplify

{@(\/ﬁﬂv‘fﬁ,u&f’)@( (w1, &i)°)
O(vm(L + 20 'SNR™?)(w, &)°) = O((1 + 7°n 'SNR™?)(w} ,, &)%)

which can be satisfied for any Q(1) < 77! < v n—1SNR 2.

In summary, the above scale analysis reveals that
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1. When n- SNR? = O(L), |(w},. 1;)|/| (Wi, &)] = ©(1) and (w},. &) = ©(m ).
2. When - SNR? = (1), (1) = [(w},,, p1;)1/| (WS, €)] < ©(n - SNR?).

3. When ! - SNR™2 = (1), Q1) = [(w.,, £)|//(w.q, ;)] < ©(n~* - SNR2).

F ON THE FEATURE LEARNING OF VAE

To analyze variational auto-encoder (VAE) (Kingma & Welling|, [2014), we consider the following
problem setup. We follow the common practice by setting the approximate posterior g, (z|x) =
N(¢p(x), diag(o(x)?)). Here ¢ : R? — R™ is parameterized by an encoder network. Then we can
show the objective of VAE is given by a reconstruction loss plus a regularization term:

1 1 T 1
b= el ¥z + §H¢(X)H2 2 log (U(X)Q) 1+ §U(X)2T1 + const
= Epngy (oo 1% = % (@) + Lreg

where ¢ : R™ — R? is a decoder network and we use Lycg = 1[|(x)||? — £ log (O'(X)Q)T]. +

%a(x)ﬂl + const to denote the KL regularization term. Consider a dataset of {x;}? , following

the same distribution as in Definition [2.I] and leveraging the reparameterized trick, we can rewrite
the loss as

L= 1Y Eevonl - B(600 + 060 0 ) + L
=1

n 2
- % SN EelxP - W (Wxi?)2 + 0(x) © €) |2 + Lueg

i=1 p=1

where we set the network models following our setting for diffusion models, i.e., ¢(x) = (Wx)?
and 1(z) = W'z for W € R™*4, with shared weights for encoder and decoder and quadratic
activation function.

We can readily observe that the loss of VAE is similar to the DDPM loss for diffusion models as a
form of denoising except that the noise is added in the latent space.

Then following a similar trjactory based analysis developed for diffusion models, we expect similar
VAEs also learn balanced features. To see this, we consider the following two settings:

(1) When o (x) = I, then the loss can be simplified by taking the expectation over £. For a
single patch of a sample, we can simplify

Eellx” — WT (WxP)2 — WTg|?
=[x — WT(Wx{P)2[2 + B[ WTE[? - 2Ee (x(P) — WT (Wx{”)2, WT¢)
=[x = WT(Wx®)2|2 + [ W2,
which reduces to an auto-encoder with Lo regularization, i.e.,
n 2
1
L= "33 Ix” = WIHWx)2 [ 4 Lueg + [ W2
i=1 p=1
(2) When o (x) is general, then we can simplify the loss as
Eelx” - W (Wx")2 - W (a(x") © £)||?
= [Ix” = WT(WxP)2|2 + E[WT (o(x) © )|
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= |xP) — WT(Wx{P)2|12 + (W, diag (o (x")?) W)

where we notice the cross term vanishes. This leads to the loss

n 2
1 .
L=- SN T = WTHWxP)2 |2 4 Lygg + (W, diag (o (x{”)2) W).

i=1 p=1

It can be seen the VAE loss indeed comprises of a reconstruction term plus some regularization terms.
The reconstruction loss forces the model to learn both signal and noise. To see this, we can compute
the dominant term in the gradient directions of the reconstruction loss and simplify the updates in the
early-stage the same as for diffusion models:

(WEHL sy = (wh, i) + O (n(wh, pj)?)
(WhL ) = (wWF &) + O(n(wh, &)?)

Then we can follow the analysis as in diffusion model to characterize the feature learning dynamics
of VAE.

F.1 EXPERIMENTS

We proceed with experiments to investigate the feature learning dynamics of the VAE model. Using
the same data generation setup as outlined in Section[5.1] we align with the diffusion model approach
by averaging over 2000 sampled noise vectors, &, for each data point. The VAE loss is then optimized
with a regularization term, AL,¢g, setting A = 0.001. To parameterize the variance, we define it as
o(x) = diag(W,x), where W, is a trainable matrix distinct from W. Feature learning is evaluated
across two signal-to-noise ratio (SNR) regimes, specifically, n - SNR? = 0.75 and n - SNR? = 6.75,
as described in Section[5.1} The results of these experiments are presented in Figure[I3] We observe
that similar to diffusion model, VAE learns features following the scale of SNR.

VAE VAE VAE VAE

5

s

Loss
3
Feature learning
s

i
| —— max|(w,, &)
!

| maxitw, )l

/
- max|(w,, p-1)|

— maxiwr, )l
—— maxiw, i)l

-~ max|(wr, ua)|

Feature learning
o m omom
5 5

°
s

6 2000 4000 6000 8000 10600 § 2000 4000 6000 8000 10000 6 2000 4000 6000 8000 10000 6 2000 4000 6000 8000 10000
Iteration Iteration Iteration Iteration

Low SNR (n - SNR? = 0.75) High SNR (n - SNR? = 6.75)

Figure 13: Loss and feature learning of VAE on the synthetic dataset with both low SNR (n - SNR? =
0.75) and high SNR (n - SNR? = 6.75). We observe the scale of feature learning matches the scale
of n - SNR.

G FEATURE LEARNING COMPARISON UNDER VARYING SNRS

In this section, we compare the feature learning dynamics of classification and diffusion models on
additional settings of SNR. Apart from the n - SNR? = 0.75 and n. - SNR? = 6.75 as shown in the
main text, we additionally test on (1) n - SNR? = 1.92, (2) n.- SNR? = 3 (3) n - SNR? = 4.32. The
feature learning dynamics under the corresponding SNR settings are shown in Figure [T4]

From the figures, we can see that classification indeed is more sensitive to the SNR scale, where it
easily overfit to either signal or noise (except for the case where n - SNR? = 3 where classification
learns signal and noise to approximately the same scale). On the other hand, we can verify that at
stationarity, diffusion model learns in a more balanced scale for signal and noise.
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Figure 14: Experiments on the synthetic dataset with varying SNRs.

H FEATURE LEARNING COMPARISON WITH THREE-LAYER NEURAL
NETWORKS

This section performs additional experiments by changing the neural network for both classification
and diffusion model from two layers to three layers. In addition, we switch from quadratic activation
to more practically used ReL.U activation.

Specifically, for diffusion model, we consider
-
f(WtJa Wt727 Xt) - fl (Wt7 Xil))Tv fQ(Wt7 X§2))T:| € R2d

where f,(W, 1, W, x{") = WtT,1UR(Wt,20R(Wt,1X§1)))a p=12
where o () denotes the ReLU activation and W, ; € Rm*d, W, o € RMX™,

For classification, we consider
f(Wo,W,x) =F;(Wq,Wy,z) — F_1(Wo,W_y,2)

1 & 1 &
where F;(Wo, W, 2) = — > orl(w,z M) + - > or((wj,z?))
r=1 r=1

z(P) — O'R(W()X(p)), p=1,2
where W € R?X™ is the first layer weight and we use ReLU activation o(-).

Here we measure the signal and noise learning by tracking the signal and noise inner products with
the first-layer weight, which directly extracts features from the data.

We use the same synthetic data setups as in Section[5.IJunder the two SNR cases. The results are
shown in Figure T3] We observe that although we include another layer and change the activation
from quadratic to ReLLU, we still observe a similar pattern as for the two-layer network setup. In
particular, we verify that classification similarly bias the learning towards the one feature depending
on SNR and the resulting gap is significantly larger compared to diffusion model, where all features
are learned to a relatively the same scale.

I ON THE FEATURE LEARNING WITH 10-CLASS MNIST

In the main paper, we only conduct experiments on Noisy-MNIST restricted to two classes. In this
section, we experiment over the 10-class MNIST dataset, which contains more features and is more
challenging for both diffusion model and classification.
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Figure 15: Comparison of feature learning dynamics with three-layer neural network. We observe a
similar pattern as for the two-layer networks, i.e., classification is prone to learning one feature over
another while diffusion model tends to learn much balanced features.

We adopt the same data processing pipelines as in Section[5.2]except that for each class, we select

10 images. We set the scaled SNR SNR = 0.1, consistent with the main paper. While the diffusion
model remains unchanged, the classification model requires modification. Specifically, the second
layer’s weight matrix has dimensions m x 10, with entries fixed uniformly to values in {—1,1}.
Furthermore, we employ cross-entropy loss for training the classification model.

We plot the visualization of feature learning in Figure [T6] We observe that, even with additional
features and labels, the similar learning patterns are observed, i.e., diffusion model learns both signals
and noise in order to reconstruct the input distribution while classification model learns primarily
noise for loss minimization. From Figure MC), we notice that diffusion model learns features to
relatively the same scale while for classification, the growth of feature learning is dominated by noise
learning.

J ON THE FEATURE LEARNING OF CLASSIFICATION WITH ADDED GAUSSIAN
NOISE

In this section, we examine the feature learning of classification models when injecting Gaussian

noise into the inputs. Let Lg (W) be the empirical logistic loss without input noise and let Lg (W)
be the empirical logistic loss with input noise, i.e.,

Ls(W) = =3 (i (Wox)), Ls(W) =+ 3" uif(W, i+ €0)

where we highlight that the added noise €; ~ A(0,I) is randomly sampled every iteration. We
assume that the added noise has unit variance without loss of generality.

Next we compute the gradient as

T k
Vw,,Ls(W¥)

1 1 . 1 Iy .
= D i el )du () +el) - ST (wE &t o) v+ el)
i=1 i=1

Then taking the expectation over the added noise and assuming that Z;k is bounded (as in the first
stage), we obtain

Eeg k [ijmzs(wk)]

i,1°€4,2
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Figure 16: Experiments on 10-class Noisy-MNIST with SNR = Figure 17: 'Experiments on
0.1. (First row): Test Noisy-MNIST images; (Second row): Illus- 10/\'31355 Noisy-MNIST with
tration of gradient of output (for the true class) with respect to the SNR = 0.1. (a) Train loss for
input. (Third row): denoised image from diffusion model. In this classification. (b) Train loss
low-SNR case, we see classification tends to predominately learn for diffusion model. (c) Fea-

noise while diffusion learns both signals and noise. ture learning dynamics.
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where we use the fact that E.[ee "] = 1.

Then we can show that

0,164,

~ 1 n
v Vvk ~V Vvk A
Eex ’“2[ Wj,'r-LS( )] ~ Wj,'r'LS( ) (E - t; )Wj,r

which can be viewed as the original objective function with an Lo regularization.

In particular, we follow the same problem setups as in Section [5.1] for generating the data. Each
iteration, we use input with randomly sampled Gaussian noise for classification models, i.e., x —

arx + fBre, where ap = exp(—t) = 0.82 and 8; = /1 — exp(—2t) = 0.57, (the same as for
diffusion models).

We plot the feature learning dynamics of classification in Figure[T8] From the results, we see despite
the presence of input Gaussian noise, classification still bias learning towards one feature over the
others.
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Figure 18: Experiments of classification on the synthetic dataset with both low SNR (n-SNR? = 0.75)
and high SNR (n - SNR? = 6.75). The inputs to the classification include Gaussian noise. We see
the classification still primarily learn one feature even with the presencen of input noise.
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